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ABSTRACT 
Previous research underscored the potential of danmaku–a text-
based commenting feature on videos–in engaging hearing audi-
ences. Yet, for many Deaf and hard-of-hearing (DHH) individuals, 
American Sign Language (ASL) takes precedence over English. To 
improve inclusivity, we introduce “Signmaku,” a new commenting 
mechanism that uses ASL, serving as a sign language counterpart 
to danmaku. Through a need-finding study (N=12) and a within-
subject experiment (N=20), we evaluated three design styles: real 
human faces, cartoon-like figures, and robotic representations. The 
results showed that cartoon-like signmaku not only entertained 
but also encouraged participants to create and share ASL com-
ments, with fewer privacy concerns compared to the other designs. 
Conversely, the robotic representations faced challenges in accu-
rately depicting hand movements and facial expressions, resulting 
in higher cognitive demands on users. Signmaku featuring real 
human faces elicited the lowest cognitive load and was the most 
comprehensible among all three types. Our findings offered novel 
design implications for leveraging generative AI to create signmaku 
comments, enriching co-learning experiences for DHH individuals. 
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CCS CONCEPTS 
• Human-centered computing → Empirical studies in accessi-
bility; Web-based interaction; • Social and professional topics 
→ People with disabilities; • Applied computing → Interac-
tive learning environments. 
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1 INTRODUCTION 
“Danmaku” is a video-commenting feature where users overlay 
their text comments directly onto videos. Its effect on learning 
lies in fostering a more interactive and engaging learning envi-
ronment by allowing learners to view comments from their peers, 
encouraging active participation and social connection during the 
video-based learning process [73]. However, text is less accessible 
for Deaf and hard-of-hearing (DHH) users, as many of them prefer 
signed language over text, in our context, American Sign Language 
(ASL) over English [45]. More than 500,000 people in the United 
States use American Sign Language (ASL) as their primary mode 
of communication [49]. 

Existing research focuses on improving the accessibility of video-
based learning for DHH populations via generating closed captions 
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Figure 1: Three Styles of signmaku designs explored in our study. realistic (unfiltered), cartoon (filtered face with real torso and 
hands), and robotic (filtered face, torso, and hands) leverages AI technology to filter signed video clips, considering different 
styles of privacy preservation. Cartoon filter’s background was selected to contrast an individual’s skin color for more visible 
hand movements using VToonify [79]. Robotic filter’s appearance was customized by the DHH individual in DeepMotion. 

and text versions of the audio content. Despite accounting for read-
ing proficiency, the differences in background knowledge and in-
formation processing strategies make text-based information less 
accessible for DHH than hearing [46]. On the other hand, sign lan-
guage is a form of visual communication that employs gestures, 
facial expressions, and body language. It is a first-class language 
with the same level of complexity as spoken English, but it uses a 
different sentence structure [57]. Little is known about how DHH 
users perceive and share danmaku comments on videos in ASL 
rather than text. 

Thus, in this paper, we introduce a new ASL-based commenting 
feature called Signmaku, which is like a sign language version of 
danmaku. Unlike text-based comments, signmaku offers ASL-based 
comments that contain visual information with facial expressions 
and hand movements, as shown in Fig. 1. The unique challenge of 
sign language, compared to text, is its heightened privacy concerns 
of revealing individuals’ faces. Therefore, we designed three visual 
styles by applying different generative AI techniques: 1) Realistic 
(unfiltered or original ASL recording with users’ real faces); 2) Car-
toon (filtered faces with real torso and hands using VToonify [79]); 
and 3) Robotic (filtered faces, torsos, and hands using DeepMotion1) 
that address different levels of privacy concerns. We aim to explore 
how it can improve the inclusivity of video-based learning for DHH. 
While our current signmaku design could not fully replicate the 
experience with text-based danmaku, we expect signmaku to en-
rich the learning experience of DHH students by allowing them to 
make and view comments for and from their peers in sign language, 
fostering a pseudo-synchronous co-learning environment. 

In order to design and explore the effect of signmaku on DHH’s 
video-based learning, we completed a two-phase study. In Phase 
I, we conducted a need-finding study with 12 DHH participants, 
which allowed us to identify several key requirements of the sign-
maku feature and collect high-quality signmaku comments that 
were used in the next phase. In Phase II, we generated differently 
styled signmakus and designed a within-subject experiment with 
20 DHH participants, during which they viewed content with the 

1https://www.deepmotion.com 

collected signmakus while watching a video. Participants were also 
asked to create and share their own signmaku comments and choose 
their preferred style for sharing. The design aim for the two filtered 
styles is to provide options for learners to remain anonymous if 
they so choose, and thereby eliciting their willingness to make and 
share their own ASL comments. The experimental study addresses: 

• RQ1: How does viewing three styles of signmaku impact DHH 
learners’ video-based learning? 

• RQ2: How do DHH learners perceive the creation and sharing 
of the three styled signmaku? 

Our research makes significant contributions: 1) we propose a 
novel interaction design, Signmaku, which not only improves the 
inclusivity of video-based learning for DHH but also enhances their 
sense of social connectedness; 2) we provide empirical evidence of 
the effectiveness of cartoon-styled signmaku on learners’ improved 
engagement and their reduced efforts of sharing comments with 
their peers, with fewer privacy concerns than the other two sign-
maku styles; and 3) we reinforce the importance of reproducing 
movements of certain facial areas for delivering meaning and emo-
tions of DHH users with sign language, which is often overlooked 
by generative AI technologies. Our study primarily focuses on in-
teraction design and understanding user behavior. We do not claim 
contributions to technical advancements. 

2 RELATED WORK 
2.1 Challenges Faced by DHH Learners in 

Video-based Learning 
Video-based Learning is a remote learning approach that relies 
on live or prerecorded video to teach new skills and knowledge. 
Many video-based learning platforms have attracted hundreds of 
thousands of students, such as MOOC, and YouTube. They allow 
people from around the globe to participate in courses via videos. 
For DHH learners, video-based learning is not yet fully accessible. 
The major reason is because online videos in general lack good-
quality captions, if any. Some research shows DHH people used 
filtering tools to find videos with captions for them to watch [40]. 

https://www.deepmotion.com
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Even when captions exist, many are erroneous as they are auto 
generated from automatic speech recognition algorithms [13]. It is 
not unusual for these algorithms to miss some words due to noise 
and to recognize the incorrect word when generating captions 
[12, 35]. Human efforts are needed to correct those errors; however, 
video content creators were frequently unwilling or unable to do 
so [40, 47]. Beyond the accuracy of captions, the appearance of cap-
tion is also important to learners’ understanding [11]. Low-quality 
captions for online learning videos created great challenges for 
DHH learners to understand the learning content when studying 
remotely from school through video lectures during the COVID-19 
period, which aggravated mental health issues [5]. Furthermore, 
the United Nations acknowledged that COVID-19 exacerbates in-
equalities between people with and without disabilities, including 
access to education and inclusion in the community [51]. 

Social interaction encouraged within a video-based learning 
platform can help students stay engaged and enhance their own 
learning [19, 60, 78]. Social engagement with peers is paramount 
for all learners, but it holds even greater significance for DHH learn-
ers. This importance is magnified by the fact that a considerable 
number of DHH individuals have experienced or perceived exclu-
sion within mainstream education (Mainstream is the practice of 
placing students with special education needs in a general edu-
cation classroom.) Research indicates that deaf children can have 
social difficulties compared with their hearing peers [23, 66]. The 
video-based learning experience during the COVID-19 pandemic 
has worsened social exclusion among deaf students, especially with 
the disruption of daily interactions with other people and inade-
quate sign language interpreters [5, 69]. Research suggested parents 
of DHH children look for suitable online educational programs, and 
opportunities for their children to socialize with their DHH peers 
[36]. Given current technological advancements, there is a great 
potential to conduct technology research, targeting inclusion and 
proper education for DHH students by enabling positive social 
interactions and collaboration with their peers [9]. 

Social media features have proven to facilitate interaction not 
just among hearing learners [19, 62], but for those who are DHH. 
A survey on predominant social media usage patterns of DHH 
teenagers in Saudi Arabia revealed that a majority engaged with so-
cial media daily [50]. Additionally, another survey highlighted how 
social media empowers DHH students to foster connections and col-
laborations on information discovery, content creation, and sharing 
[4]. The positive impact of social media on academic performance 
was further emphasized by students, who reported heightened in-
teraction, support, and feedback [70]. Notably, researchers found 
that individuals within the DHH community predominantly engage 
in sharing content through written English, despite a preference for 
sign language. This inclination can be attributed to challenges such 
as difficulties in captioning signed videos and obstacles related to 
recording, such as device limitations, lighting, storage space, etc. 
[17, 45]. In summary, these social media features are beneficial for 
social interaction but have limitations due to the lack of support 
for the native language of the DHH community - sign language. In 
our research, we provide social interactions for DHH learners by 
supporting the use of sign language. 

2.2 Danmaku for Social Interaction and 
Knowledge Sharing in Video-based Learning 

Danmaku is a commentary design for online videos that originated 
in Japan and is now popular on Asian video websites, e.g., Bili-
bili.com [73, 74, 80]. In contrast to traditional video forums, where 
comments are asynchronously displayed below the video, danmaku 
comments overlay the video screen. These comments align with 
specific scenes chosen by online users and scroll from right to left 
across the video screen. Users can anonymously send and view 
danmaku comments in a synchronous way while watching videos. 
Wu et al. compared danmaku comments with traditional video fo-
rums and found the danmaku design significantly promoted user 
participation and social interactions [73]. The work also found dan-
maku and forum complement each other in the realm of knowledge 
sharing. Danmaku comments primarily facilitate explicit (know-
what) knowledge sharing, while forum comments tend to showcase 
more tacit (know-how) knowledge sharing. He et al. found that 
viewers were more emotional and expressive in danmaku com-
ments [33]. 

Research on online learning using danmaku, found that watch-
ing videos with danmaku and providing danmaku is a way for many 
users to entertain themselves and increase their sense of belonging 
among other audiences [21, 43, 44, 77]. Danmaku allows students 
to collaborate with their tutors and peers to create learning content 
by adding comments that help explain learning materials [77]. For 
teachers, danmaku can bridge the gap between teachers and stu-
dents, and reduce learners’ feelings of loneliness [41]. Conversely, 
some research pointed out that danmaku is distracting due to its 
rich abundance of information content and uneven content qual-
ity [21]. Furthermore, using danmaku as learner-sourced material 
raises the possibility that the content created will be ineffective, 
inappropriate, or incorrect [1]. 

Meanwhile, research investigating the use of danmaku in video 
learning with DHH students remains sparse, particularly due to the 
fact that the current danmaku is text-based which is not fully acces-
sible to DHH people as their native languages are sign and gesture-
based languages. Despite accounting for reading proficiency, the 
differences in background knowledge and information processing 
strategies make text-based information less accessible for DHH 
people than hearing people [46]. Our study addresses this gap 
by accommodating sign language preferences in redesigning text-
based danmaku into signmaku (sign language danmaku). Though 
signmaku is a new concept, a few known or generally accepted 
facts support the possibilities for DHH students to benefit from syn-
chronous ASL videos along with the original video content. Firstly, 
many TV shows have a sign language interpreter next to the video 
content and some video services have a closed ASL interpreting 
[34, 37]. Secondly, instructors believe DHH students have relatively 
better visual skills than hearing [58] and DHH students frequently 
switch their visual attention between the board, slides, instructors, 
and interpreters [58]. 

2.3 Anonymization of Sign Language Videos for 
Privacy Concerns 

The ability to communicate anonymously using one’s preferred 
language holds vital importance across diverse social, professional, 

https://bili.com
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and societal settings. As outlined earlier, anonymous comment 
sharing is a crucial aspect of danmaku interaction and we, too, 
would need to provide anonymization features in signmaku in our 
study. While achieving anonymous written communication online 
is relatively uncomplicated for users of written languages, such op-
tions have not been readily available to users of sign languages. For 
video-based communication, individuals who use spoken languages 
can conceal their faces on online video-sharing platforms; how-
ever, sign-language users cannot do so due to the crucial linguistic 
information conveyed through facial expressions [8, 15, 25, 39]. 
Respondents expressed willingness to view videos created by indi-
viduals with their faces disguised as long as there was an ethical 
purpose [39]. 

Sign language is a form of visual communication that employs 
gestures, facial expressions, and body language. It is a complete first-
class language with the same level of complexity as spoken English, 
but it does not use the same sentence structure [57]. Anonymiz-
ing sign language videos poses challenges as it is not feasible to 
directly cover their face. Recent efforts have emerged to assist sign 
language users in automatically concealing their faces in videos 
while retaining vital facial expressions; however, this task remains 
challenging and none of the current approaches offer a sufficiently 
effective solution. Lee et al. presented several prototypes to DHH 
ASL signers and revealed users’ perception of key trade-offs among 
three dimensions–understandability, naturalness of appearance, 
and degree of anonymity protection [39]. Clearly representing fa-
cial expressions including eyebrow and mouth movements plays 
a crucial role in conveying content accurately in sign language. 
A limitation of their study is that they did not study sharers’ per-
spective. Additionally, emerging research focused on sign language 
recognition [55, 57], animation-based generation [48, 61], and ma-
chine learning-driven translation systems [24, 67], demonstrating a 
promising trajectory for the future. To advance the development of 
sign language processing, the active participation of the Deaf com-
munity is imperative across all stages. This involvement is crucial 
for designing systems that align with user requirements, ensuring 
usability, and promoting technology adoption [14, 54, 71]. 

3 METHOD 
Inspired by the idea of text-based danmaku [74] and its effect of 
creating a pseudo-synchronous learning experience to engage users 
[73], we introduce Signmaku, which displays peer learners’ com-
ments in sign language alongside the video, fostering a pseudo-
synchronous co-learning experience. Note that in this study, we 
used American Sign Language (ASL) as the sign language, and all 
signmakus were created in ASL. 

We conducted a two-phased study to design and evaluate the 
online learning experience with signmaku. Phase I, described in 
Section 3.1, is a two-round formative design study (N=12) to ex-
plore the design parameters of signmaku. Round 1 focused on (1) 
understanding willingness to view (2) filtering styles to maintain 
anonymity if needed (3) collect ASL data signmakus to be used 
in round 2. Round 2 focused on fine-tuning the signmaku design. 
Phase II, detailed in Section ??, is an evaluation study (N=20) to 
evaluate how DHH students view and create signmaku in online 
learning, with a focus on three styles. 

Positionality of Research Team The research team consisted of 
members with diverse backgrounds, including hearing and Deaf 
individuals: one Deaf research assistant, one hearing research assis-
tant who is a Ph.D. student in linguistics and also an ASL interpreter, 
one hearing research assistant that is a beginner in ASL. All study 
sessions were supervised by a hearing professor with 30 years of 
experience in teaching DHH students at the collegiate level. The 
data analysis primarily involved four hearing coauthors who had 
prior experience in both quantitative and qualitative analysis. They 
regularly held discussions with Deaf research assistants and the 
hearing professor to refine the codebook and ensure comprehensive 
analysis. 

3.1 Phase I: Designing Signmaku–Video 
Comments in Sign Language 

To delve into the design of video-based learning experience with 
signmaku, we conducted a university Institutional Review Board 
(IRB)-approved pilot study with 12 DHH students (8 males, 4 fe-
males), including 8 d/Deaf students and 4 hard-of-hearing students, 
all from a US higher education school for DHH students. Through-
out the study, we engaged in interviews and follow-up email con-
versations with these students to identify the essential design con-
siderations necessary for the concepts to be effective. 

The formative study consisted of two rounds. Round 1 was used 
to understand the viewing and sharing needs of signmaku and col-
lect data to be presented in round 2. Round 2 was used to iteratively 
inform the actual design of signamku (Figure 1 shows the final 
design) via interviews to reveal key design parameters. All 12 par-
ticipants were recruited in round 1, and several weeks later, round 
2 included six of these participants. In Round 1, each participant 
was compensated $40 for their involvement in the 2-hour session. 
No compensation was offered for follow-up participation in Round 
2. We analyzed the interview transcript and discussed the findings 
as well as improvements to the signmaku design at the end of each 
round. 

3.1.1 Round 1: Needfinding of Signmaku for Social Connectedness. 
In the initial session, the participants were presented with a 15-
minute video about Augmented Reality (AR), accompanied by error-
free open captions. Following the video viewing, the participants 
were requested to provide their comments regarding the video 
content, using either ASL (as signmaku), English, or a combination 
of both. Additionally, they were asked if they were willing to share 
their comments for future learners, which would be utilized as 
supplementary learning material. We inquired about the factors 
that influenced their willingness to share. Participants were given 
the opportunity to express their preferences regarding viewing 
others’ comments in either ASL or English as well as the manner 
in which they would like to access such comments during video 
learning. On average, each participant made 9 comments, with two-
thirds in ASL and one-third in English. ASL-based video comments 
lasted between 5 and 45 seconds, with longer ASL-based comments 
including multiple sentences. 

Our round 1 findings indicated that incorporating comments, 
both as viewers and as providers, has the potential to foster in-
creased social connectedness among students during online ses-
sions by addressing feelings of loneliness that may arise. Notably, it 
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was observed that ASL-based comments were generally perceived 
to be more comprehensible and engendered a stronger sense of con-
nection among DHH participants. Especially as a minority group, 
DHH community members used their own language to fully ex-
press themselves and feel included in the learning process. However, 
some participants expressed concerns about privacy, because pro-
viding ASL-based comments entailed revealing their faces, which 
can hold grammatical meanings in ASL and cannot be directly re-
moved. Consequently, some participants suggested implementing 
filters to mask/swap their faces, while others exhibited a preference 
for more comprehensive masking, such as swapping their entire 
torso and face. In summary, participants showed a positive incli-
nation towards participating in such commenting activities, and 
anonymity was essential for some participants. 

3.1.2 Round 2: Specifying Design Features of Signmaku. Based on 
the literature review and the results from the first round, we synthe-
sized and learned that signmaku could serve as a valuable paradigm 
for promoting social connectedness and knowledge sharing. Subse-
quently, a second round was conducted 1-2 months after the first 
round to identify key design parameters of signmaku, particularly 
its display during video consumption. For this round, all 12 partici-
pants from the previous interview were re-invited and 6 chose to 
participate. We selected 15 signmakus from Round 1 and embedded 
them into the lower right corner of the same 15-minute video about 
AR. This gave participants on average one signmaku per minute. 
We then asked our participants to watch this video with signmakus. 

The visual layout design underwent several rounds of improve-
ment process based on feedback from each of the six participants. 
Once participants viewed the video with signmaku, we asked for 
suggestions to enhance its effectiveness for better comprehension 
and learning. The draft version is similar to prior literature [20]. In 
that work, Chen et al. found that with the embedded layout, learners 
altered their attention more frequently between two comments and 
remembered more surface-level comments. Therefore, we selected 
the embedded layout for signmaku. 

The participants’ feedback was carefully incorporated into the 
design, and subsequent emails were sent to them to confirm their 
willingness to provide additional inputs. The original layout for 
video-watching underwent multiple refinements to arrive at the 
final layout used in the subsequent formal study. The final design of 
signmaku is shown in Figure 1. Below, we provide an outline of the 
key parameters that were manually adjusted during the improve-
ment process, along with the reasons behind those adjustments. 
Round 2 was dedicated to adjusting the parameters for our second 
study; however, these parameters might not be universally applica-
ble to signmaku in different video contexts. Future research should 
explore methods for automatically completing the adjustment of 
design parameters. 

• Duration: Participants were required to alternate between 
reading signmaku and captions while also attending to the 
video’s visual content. Consequently, it was crucial for the 
signmaku duration to strike a balance. If it was too lengthy, 
it would interrupt the participants’ comprehension flow 
and attention span, but if it was too short and limited 
to a single sign, it might ineffectively convey the intended 
message. Thus, we reduced the recommended duration from 

30 to 10 seconds. This allowed DHH individuals to complete 
signing a full sentence in ASL. It is important to note that 
this parameter was tailored and refined based on the pace of 
the selected video content. It may require further exploration 
and adaptation when applied to different video contexts with 
varying tempos. 

• Dimension: Participants found it crucial for the signmaku to 
be sufficiently large, ensuring clear visibility of the signer’s 
facial expressions, fingers, and elbows for the partici-
pants to understand the language. Simultaneously, it is es-
sential to avoid overlap with captions and video content. 
To address this, we positioned the signmaku in the lower 
right corner, aligning it with the height of the text captions. 
This placement allowed learners to seamlessly switch their 
visual focus between the two sources with ease. In the 
initial setup, an additional panel for text-based comments 
was incorporated alongside the video panel. This panel au-
tomatically scrolled during video playback while showing 
text-based peer comments. However, we later removed this 
panel from the formal study to provide a larger video player 
that could ensure better visibility of signmaku and captions. 

• Placement in relation to the video content: Participants 
expressed a desire for the signmakus to accurately corre-
spond to the video’s content, particularly when referencing 
specific elements like equations. However, they also sug-
gested that the pop-up does not necessarily need to appear 
directly next to the referenced content. They felt that the 
unpredictability of where the signmaku might appear could 
add to the confusion and pressure, leading them to prefer a 
consistent presentation, allowing them to know clearly 
where to expect the signmaku. 

• Categories: We found that some signmakus from round 1 
focused more towards complaints of video content and less 
towards the knowledge of the video (e.g., “When can this 
video end, I am tired.”). For knowledge-sharing purposes, 
we manually selected signmakus that commented on the 
actual video content instead of emotion-only content, in a 
similar approach to previous danmaku research [74] (e.g., 
“The prototype would not fly nowadays. But I will admit it 
does look pretty cool.”) 

• Two Filters vs Unfiltered: Following participants’ feedback, 
we applied filters on signmakus with advanced face-swap 
technology, similar to a prior study [39] that used several 
prototypes to automatically disguise the face in ASL videos 
while preserving essential facial expressions and natural 
human appearance. We explored multiple technologies of 
face filtering and eventually decided to examine in-depth the 
two most promising filters. The first filter was the cartoon 
filter using VToonify [76], a portrait style transfer tool, which 
retains facial movements while giving the face a cartoon-
like appearance and providing a basic level of privacy. The 
original human hands are preserved in this filter. The second 
filter was the robotic filter using DeepMotion, an AI-based 
motion capture and body tracking tool, which masks the 
entire body and utilizes artificial hands and faces to create a 
robotic appearance. This filter provides an increased level of 
privacy than the cartoon filter. 
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• Quantity: Upon further discussion, we retained 15 sign-
makus with the average of one signmaku per minute. With 
2 filter options and unfiltered signmakus, this allowed us to 
split the signmakus into 3 groups of 5 signmakus and distrib-
ute them evenly across three 5-minute segments of the video, 
i.e., the beginning, the middle segment, and the final min-
utes of the video. For each group of signmakus, we included 
diverse emotions (two negatives, two positives, one neural). 
Notably, participants mentioned how having all 3 styles of 
signmakus randomly popping up could be distracting as the 
viewer would never know which style would appear next. 
Therefore, each group had the same style before switching to 
the next style of signmaku, so that participants would only 
encounter two changes in styles of signmakus throughout 
the video. 

• Quality and Clarity: The signing quality and clarity were 
manually assessed by four researchers on the team. When 
creating filtered signmakus from round 1, we noticed varia-
tions in video signing quality and clarity among participants. 
Some participants’ filtered signmakus were difficult to under-
stand. Upon further discussion, we retained signmakus from 
only one of the participants that had best quality and clarity 
in both unfiltered and filtered signmakus. This participant 
had made 11 signmakus that spread across the 15-minute 
video timeline, and we cut their longer ASL recordings into 
several signmakus and remapped smaller signmakus back to 
the video timestamp based on the contents in her signmakus. 
Other factors related to signing quality and clarity were left 
for future exploration. 

3.1.3 Participants Information. A total of 20 DHH participants 
were recruited. All participants in our study were students currently 
enrolled in college, ranging in age from 18 to 43. All participants 
were from Gallaudet University, a private university in the US 
focusing on education for DHH students. None of the participants 
were involved in the formative study described in Section 3.1. Out 
of the 20 participants, seven were identified as female, one as non-
binary, and the remaining 12 as male. The majority, 17, identified 
their hearing status as d/Deaf within the DHH community, while 
the other three participants identified as hard of hearing. Seven 
participants were from a family where no immediate family member 
were DHH, whereas the other 13 participants had one or more 
DHH family members. All participants had learned ASL for at 
least one year, including 11 participants who started learning ASL 
from birth. Regarding their classroom language preferences, 11 
participants felt comfortable with using ASL only, one participant 
felt comfortable with English only, and the other 8 participants were 
comfortable with both ASL and English in the classroom. As for 
ethnicity, 2 participants identified as Black, 1 as Asian, 11 as White, 
5 as Multiracial, and 1 as Portuguese. Most were non-STEM majors 
e.g., business. See Table 1 for the demographics of the participants. 
Each participant was compensated at 20 USD per hour. The duration 
of each study ranged from one hour to two hours. The study plan 
was approved by the university IRB. 

3.1.4 Experimental Design. We conducted a two-step user study, 
as shown in Fig. 2. The first step addressed RQ1, while the second 

step was to address RQ2. The study was followed by a survey and 
concluded with an interview. The prototype used for this study 
was developed based on the proposed design from the formative 
study, as shown in Fig. 2 (outcome of round 2). To help participants 
navigate through the prototype and study procedure, we prepared 
instructions in a pre-recorded ASL video, spoken and written Eng-
lish to the participants throughout the study. Participants could 
also ask questions in ASL or by typing in the chat box in Zoom. The 
researchers turned off their cameras while participants completed 
each step to avoid distraction and free up visual space, but cameras 
were turned on if the participant requested help or strayed from 
the procedure. All but one participant preferred to use ASL, while 
the remaining participants preferred to use spoken English. During 
the onboarding process, participants were introduced to the overall 
goals, procedural steps, and visual format, (e.g., where and how sign-
maku would pop up). This preview gave participants a clear idea 
of where to look and what to expect. Each step of the procedure 
was reintroduced before each section, granting the participants 
additional opportunities to review the process and ask clarifying 
questions. The Deaf individual and hearing research assistants with 
interpreting experience took turns leading 19 out of 20 user study 
sessions (T1 - T19), and all recordings were transcribed by these 
same assistants. The remaining session was led by the first author 
with an interpreter. 

Step 1 - Video Watching with Signmaku. First, participants 
watched a 15-minute error-free open-captioned video about AR, the 
same video used during the formative study described in Section 
3.1. This step allowed us to observe how participants viewed the 
signmakus. Participants kept their webcams turned on and con-
sented for AI to recognize their facial expressions while watching 
the video. However, participants could opt to hide their webcam 
viewer on their interface if they did not wish to see themselves 
while watching the video. During the video, 15 peers’ signmakus, 
as collected from the formative study, appeared on the bottom right 
of the video - on average one signmaku per minute similar to the 
formative study. Each signmaku popped up in real-time and related 
to the information in the video at that moment. 

During the formative study, participants suggested using filters 
to preserve privacy while keeping the content in a signmaku. To 
explore how the styles of signmakus may impact how participants 
perceive these signmakus, we used the cartoon and robotic filters, 
in addition to the realistic unfiltered signmakus, as shown in Fig. 
2. There were 15 total signmakus, grouped into three sets of five 
signmakus, that each participant viewed at the same timestamps 
in the video. We detailed the process of choosing and refining 
signmakus used in this phase of the study in section 3.1. The order 
of appearance of the styles in the three sets of signmakus was 
randomized. Table 1 includes the order of styles received by each 
participant. 

Step 2 - Creating Signmaku during Video Reviewing. Af-
ter finishing the video for the first time, participants could review 
the video in part or in whole in order to add their own signmaku 
or text comments. This step provided insights into what options 
participants might consider when sharing signmaku with other 
learners. Participants saw all three signmaku styles before they de-
cided which style they wanted to share. This provided an informed 
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Table 1: Demographics of the participants. All participants were recruited from a university that focuses on education for DHH. 
Each participant experienced the three conditions, featuring stylistically relevant styled signmaku comments, in a randomly 
assigned order while watching the video. 

PID Gender Hearing Status Age Ethnicity Randomly Assigned Conditions 
T1 Male Deaf 32 Black Cartoon - Robot - Raw 
T2 Male Hard of Hearing 19 Black Raw - Robot - Cartoon 
T3 Female Deaf 19 Asian Cartoon - Robot - Raw 
T4 Female Deaf 22 White Raw - Robot - Cartoon 
T5 Female Deaf 43 White Raw - Robot - Cartoon 
T6 Male Deaf 22 Portugal Robot - Raw - Cartoon 
T7 Male Deaf 19 White Robot - Raw - Cartoon 
T8 Male Deaf 22 Multiracial Robot - Raw - Cartoon 
T9 Male Deaf 22 White Robot - Cartoon - Raw 
T10 Female Deaf 21 Multiracial Cartoon - Raw - Robot 
T11 Female Deaf 31 White Cartoon - Raw - Robot 
T12 Male Deaf 18 White Robot - Cartoon - Raw 
T13 Male Deaf 28 White Cartoon - Raw - Robot 
T14 Female Deaf 20 Multiracial Raw - Cartoon - Robot 
T15 Male Deaf 19 White Robot - Cartoon - Raw 
T16 Female Deaf 43 White Raw - Cartoon - Robot 
T17 Non-binary Deaf 28 Multiracial Raw - Cartoon - Robot 
T18 Male Deaf 22 Multiracial Raw - Robot - Cartoon 
T19 Male Hard of Hearing 26 White Robot - Raw - Cartoon 
T20 Male Hard of Hearing 31 White Cartoon - Robot - Raw 

Figure 2: Experiment Design. Each participant completed two activities during the study. First, they watched a video about 
augmented reality (AR) with error-free open captions and signmakus (RQ1). Second, they provided their comments in signmaku 
(ASL comment) or text comments (RQ2). A comment may be consisted entirely of text, solely using ASL, or, on very rare 
occasions, include a mix of both. They then completed post-study survey and interviews. Participants were ask to provide 
signmaku only after they finished watching the video for the first time. 

selection and separated the viewing (RQ1) and sharing (RQ2) ef-
fects of signmaku individually. Participants were allowed to add text 
comments, which emphasized the differences between recording 
an ASL comment and typing an English comment. 

The video with embedded signmakus was identical in both step 
1 and 2. When adding a comment, participants could jump directly 
to the desired timestamp and select a language preference: type a 
written English comment or record an ASL signmaku comment. 
We encouraged participants to add at least one signmaku and one 

text comment, but they were not required to add both. Signmaku 
selections had two additional options: filters and sharing. Partici-
pants could apply one of three filters: robotic, cartoon, and realistic. 
Signmakus could be made public or kept private. Such customiza-
tion enhanced participants’ privacy control over each comment, 
which was a concern raised in the formative study. 

Note that the focus of our study is on understanding user be-
havior and does not aim to make any technical contribution. Our 
prototype did not implement real-time filtering due to the lengthy 
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processing time. If time permitted during the interview, some par-
ticipants’ ASL comments were processed outside our current pro-
totype, allowing them to provide additional feedback on the filters. 

3.1.5 Measurements and Data Analysis. For each user study con-
ducted to gather and assess feedback on the prototype, we collected 
the following data: responses from a post-study survey, emotions 
detected via webcam during video viewing, action logs, and inter-
view responses. 

Post-Study Survey: The survey consisted of two major parts: 
Part 1 focused on the viewing experience (RQ1), and Part 2 concen-
trated on the creating experience (RQ2). Additionally, we collected 
participants’ demographic information as well as their preferred 
language in learning. Please refer to the appendix (Appendix A.1) 
for full survey questions. 

Part 1- viewing experience: Participants were asked to rate their 
subjective task load while viewing the three signmaku styles. We 
focused on participants’ opinions toward the task load (mental de-
mand, physical demand, temporal pressure) while watching videos 
with different styles of signmaku. We adapted NASA Task Load 
Index [31] (Likert scale 1-10), as it has been used to study DHH inter-
actions with technology, e.g., [29, 42]. Each participant responded 
to nine questions, divided equally among three styles (three ques-
tions per style). For example, a sample question was “How mentally 
demanding was viewing the pop-up ASL-only comments?” 

After collecting the survey scores, we performed three repeated 
measures ANOVA tests with a randomized effect to compare the 
effect of signmaku style on (1) mental demand, (2) physical demand, 
and (3) time pressure. A random effect, “1/PID,” was included to 
account for individual differences among participants that could not 
be explained by the fixed effects in the model [16], where “PID” was 
Participant ID as shown in Table 1 column 1. The power analysis 
was conducted in R using the WebPower package. Note that all 
statistically significant tests with this part of survey data remained 
significant (p_adj < 0.05) after a Bonferroni correction; we still used 
“p” instead of “p_adj” when reporting data analysis in the findings. 

Part 2 - creating experience: Participants were asked to answer 
20 questions about their perceived sense of community when us-
ing our prototype design to view and share to answer RQ2. These 
questions were based on the Classroom Community Scale [26, 59]. 
After collecting participants’ ratings, we first added up the sur-
vey responses to two composite scores of sense of community in 
learning - “sense of connectedness” and “sense of learning”. Then, 
we ran correlations between survey responses on task load and 
survey responses on sense of community because we were curious 
if the increased load of signmaku, especially robotic found in RQ1 
(presented in section 4.1.1), had any positive or negative relation 
with the overall experience. We first ran the correlation between 
two composite scores and each style’s three questions for task load. 
The results were overall similar across the three styles, so we fur-
ther conducted correlation analyses on each of the 20 questions. 
We compared each of the 20 questions with the three task load 
questions specific to each style. 

Learners’ Emotions Automatically Detected while View-
ing: Prior works showed that learners’ emotions could be estimated 
using facial recognition technologies continuously [38, 52]. In our 

study, we not only gathered data on participants’ subjective percep-
tions but also utilized facial recognition technology, as described 
by [27], to identify their emotional responses during the learning 
process. To address RQ1, we conducted a statistical analysis to ex-
amine changes in participants’ emotions before and after they were 
exposed to various styles of signmaku in Phase 1. Specifically, we 
looked at the “valence changes” in participants’ emotional valence 
triggered by the appearance of a signmaku on the video display. 
We calculated the valence change by taking the value from the first 
two seconds of the signmaku popup and subtracting the average 
valence value over the entire 15 minutes of video viewing. 

Each participant contributed a total of 15 emotion expression 
changes, comprising five times for each of the three styles. We uti-
lized repeated measures ANOVAs to assess the impact of signmaku 
style on valence changes, which ranged from -1 to 1 (representing 
a spectrum from negative to positive, with 0 indicating a neutral 
state). To account for individual differences among participants, 
“1/PID” was also included as a random effect in the model, similar to 
the survey analysis. Since these technologies are not always 100% 
accurate in real-life applications, we provided participants with 
visualizations of their emotions over the video timeline, derived 
from facial data (as in [17]). At the beginning of the interview, we 
explained the data usage, allowing participants to review it and 
opt-out if desired. Participants were generally comfortable with our 
approach, suggesting it was adequate to conduct within-subject 
comparison. Note that all statistically significant tests with facial 
data remained significant (p_adj < 0.05) after a Bonferroni cor-
rection; we still used “p” instead of “p_adj” when reporting data 
analysis in the findings. 

Action Log: We used participants’ action logs to understand the 
learning behaviors when providing signmaku. More specifically, 
we collected the following logs: the written text in English, the 
duration of typing text, the duration of crafting each signmaku, 
the number of re-recorded signmaku, the option of choosing the 
three styles of signmaku filter, and the choice of sharing or not. We 
compared counts of comments between the three types using the 
Wilcoxon Signed-Rank Test, with the results presented in section 
4.2.2. We also compared the time spent per person and per clip 
on private/shared options using the same text, with the results 
presented in section 4.2.3. Due to our limited sample size, we did not 
conduct a further statistical comparison of effort for each type in the 
context of private vs public options. Additionally, we compared time 
spent per person and clip on ASL/typed English options using the 
same text. The details of this comparison are presented in section 
4.2.4. 

Post Study Interview: During the semi-structured interviews, 
participants were asked about their thoughts when using the proto-
type, their reasoning behind certain actions during previous steps, 
and their suggestions toward prototype improvement. Participants 
either opted to use ASL or spoken English to complete the interview. 
Sample interview questions included, “which filter do you prefer or 
not prefer when viewing others’ signmakus and why;” “when shar-
ing your signmakus to others, do you have any concerns about two 
filtered options.” A thematic analysis of the transcriptions extracted 
the main themes [68]. Two coauthors independently coded three of 
the transcripts and discussed together to create an initial version 
of the codebook. One coauthor further completed the remaining 
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transcripts. The two coauthors discussed frequently to revise the 
codebook and group codes into themes. Some sample codes include 
positives and difficulties of viewing or sharing signmakus, strate-
gies adapted when using the interface, and accessibility or usability 
suggestions. 

4 FINDINGS 
4.1 Engaging Learners through Viewing Three 

Styles of Signmaku (RQ1) 
Overall, the majority of the interviewed participants reported that 
signmakus were able to reengage and amuse them after being tired, 
because reading text-only captions could be “tedious”, “boring” and 
“tiring”. And the signmakus made participants feel more connected, 
e.g., they wondered “what’s the next comment would say” and felt 
they “we were watching the video together at the same time...not just 
passively watching” (T1). The signmaku provided participants more 
visual information via ASL when feeling ‘’struggled...like science, 
with big words,”, which in turn increased their motivation: “the peer 
comment actually helped with “visualizing”... ASL helps me learn 
more!” (T15). T11 hoped to have signmaku for long videos to make 
the learning process more engaging and motivating. 

When asked if they found competition between different infor-
mation sources, some disagreed and further said they used dif-
ferent data sources to double confirm their understanding and to 
“fill in the blank.” T11 specifically mentioned that, as DHH, they 
were used to and were good at using different information sources 
to guess and disambiguate. The signmaku was an additional infor-
mation source that provided cues to support the process. Notably, 
some DHH learners shared that they developed strategies to pay 
attention to multiple visual elements in videos, allowing them to 
compensate for the lack of auditory information. 

However, challenges remained when watching videos with sign-
maku. Interview data revealed that the main challenges agreed 
upon among participants were to quickly form their own new vi-
sual attention management strategy to fully comprehend the video 
content together with captions and signmaku. They would con-
stantly switch visual attention to viewing video content and caption 
and signmaku. They considered the ability to understand both at 
the same time as a skill that needed practicing: “I can see the video 
and peers’ comments simultaneously, but I am not that skilled. It 
is challenging and distracting... Need practicing” (T16). T4 also de-
scribed a conflict in attention between caption and signmaku, “It 
was interesting when I saw the ASL comments. I was excited to see 
and watch those and I just stopped looking at the captioning. Yeah... 
When I was reading the comments, I found myself agreeing...” 

We next present a detailed comparison between the three styles 
of signmaku. 

4.1.1 Significant differences in perceptions of viewing the three sign-
maku styles. Participants were asked to rank the three styles of 
signmaku for ’enjoying the signmaku with the video.’ The majority 
(66%) selected realistic as their first choice, 33% chose cartoon as 
their first choice, and 90% considered the robotic version as the least 
enjoyable. To investigate further, we conducted a statistical test 
to determine if the different styles of signmaku had different task 
demands when viewing. Three repeated measures ANOVA tests 

Figure 3: Boxplots of participants’ reported mental demand, 
physical demand, and time pressure of viewing three styles 
of signmakus (N=20) on 10-point Likert scales (Low to High). 
The mental demand, physical demand, and time pressure 
were all significantly higher when viewing robotic ASL sign-
makus compared to the realistic styles. Note: ** signifies p< 
.01, and *** signifies p<.001. 

with a randomized effect were performed to compare the effect of 
signmaku style on (1) mental demand, (2) physical demand, and (3) 
time pressure. A power analysis found sufficient statistical power 
for the study (0.81). Results are shown in Figure 3. 

Mental Demand: There was a statistically significant differ-
ence in mental demand (F(2,57)= 17.25, p< .001) between at least 
two groups. On average, participants found the mental demand of 
viewing realistic to be very low on 10-point Likert scales (M=3.5, 
SD=2.7). The mental demand for the cartoon was slightly higher 
(M=5.7, SD=2.9) than cartoon. The robotic had very high mental 
demand (M=8.4, SD=2.3). A post hoc analysis found that the robotic 
signmakus had significantly higher mental demand than the car-
toon and realistic signmakus (p< .01 and p< .001 respectively). The 
cartoon had similar mental demand as realistic. 

Physical Demand: There was a statistically significant differ-
ence in physical demand (F(2,57)= 10.32, p< .001) between at least 
two groups. For the cartoon, the physical demands (M=5.3, SD=2.6) 
were medium and similar to realistic (M=4.7, SD=2.7). The robotic 
had very high physical demand (M=8, SD=2.1). A post hoc analysis 
found that the robotic signmakus had significantly higher physical 
demand compared to cartoon and realistic signmakus (p< .01 and 
p< .001 respectively) . 

Temporal Pressure: There was a statistically significant differ-
ence in temporal demand (F(2,57)= 5.983, p< .01) between at least 
two groups. For the cartoon, the time pressure (M=6.0, SD=2.6) of 
viewing was similar to realistic (M=4.9, SD=2.6), and participants 
felt neither rushed nor relaxed. The robotic made participants feel 
very rushed (M=7.8, SD=2.8) had higher temporal pressure than 
realistic (p< .01) (post hoc analysis). 

4.1.2 Realistic Style ASL yielded the least cognitive Load, followed 
by Cartoon ASL. Interview findings explain that real hands in both 
cartoon and realistic signmaku greatly contributed to the under-
standability of the content, which was absent in robotic. T1 ex-
plained that hands and lips heavily need improvement for robotic. 
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T4 found cartoon and realistic both looked like real human signing, 
but they “didn’t notice that it was at all humans” and thought “the 
robot is very hard to understand, hands are completely off...” 

Additionally, the use of facial expressions was key to helping 
one’s understanding of the signed content including emotions, 
which was suppressed in cartoon compared to realistic. While the 
limitations of facial expressions of cartoon were noted by some of 
the participants. For example, T10 found cartoon understandable 
and commented on some facial movements: 

“I liked the cartoon. The (cartoon’s) signing was clear 
but it really wasn’t the same as the real ASL signing. 
It’s harder because the clarity of the cartoon’s facial ex-
pressions was harder to understand. It (cartoon) wasn’t 
as clear. But the (realistic) ASL comments were clear, 
and those facial expressions were clear.”" 

When experiencing with robotic signmaku, participants created 
the metric, “smoothness,” for measuring how well signing avatars 
presented different modalities together. T15 commented: “The robot 
was not natural. It needs more flow. Not choppy. I wasn’t sure what it 
said.” T3 also complained: “The robot is stiff, not flexible like a real 
person.” T16 provided a more detailed explanation: 

“I don’t like a robot avatar at all. It is useless because 
it is chunky, and it is hard to understand its signing. I 
could not recommend using it at all for ASL. I learned 
an interesting tidbit from Dr. Annelies Kusters, who 
mentioned how you perceive sign language in texture. 
That got me thinking about ASL’s texture, and it got me 
to understand that ASL is very smooth, flexible like wa-
ter. So, the avatar for ASL should be curvy and smooth, 
whereas the robot is the opposite.” 

4.1.3 Inaccurate robotic ASL triggered the highest cognitive load, 
compared to cartoon and realistic being similar. Overall, robotic was 
hard to understand with fake and inaccurate hands and faces, which 
inclined some learners to zoom in and enlarge the signmaku–trying 
to see the signs more clearly. Also, the hands were using time and 
space awkwardly, making it hard to interpret semantic meaning. 
This was also associated with missing the chance to look at the 
original video content and the sense of pressure associated with 
feeling left out. Some eventually decide to ignore the robotic, as T5 
explained: 

“with the robot, I really had to concentrate. I didn’t 
understand it at all. It wasn’t worth the work. I felt like 
it ate up all of my energy that should have been on 
the content video. So, I started completely ignoring the 
robot. I continued to monitor the comments, but if it 
was the robot, I wouldn’t look. I’d continue to look at 
the video.” 

Some agreed viewing robot required too much cognitive load 
that they intentionally decided to ignore it and to prioritize focus 
on the captions, which were more commonly mentioned for robotic 
than the two other styles. Some further suggested giving DHH 
learners more control so they can better know what to expect and 
where to look as they said without control “I will be lost, and I don’t 
know what to look at” (T16). Some participants were attracted by 
the signmaku and forgot to look back at the captions. T4 found 

robotic signmaku to be challenging to understand and eventually 
ignored it: 

4.1.4 Cartoon signmaku brought a lot of joy. While participants 
watched the video, their facial movements were collected to esti-
mate their emotional responses [27]. There was a statistically signif-
icant difference in valence (negative to positive) changes between at 
least two signmaku styles (F(2,247)= 4.078, p< .05 ), indicating that 
the emotional changes from negative to positive were influenced by 
the style of signmaku being watched. No significant difference was 
found for arousal changes between signmaku styles. The power 
analysis indicates a good statistical power for the study (0.84). 

Post hoc analyses revealed that cartoon increased positive emo-
tions (M= 0.16, SD= 0.08 ) more than robotic (p< .05) (M= 0.008, SD= 
0.05) and realistic (p< .05) (M= 0.007, SD= 0.05); and no significant 
differences were found between robotic and realistic. In summary, 
these results suggested that watching cartoon signmakus brought a 
positive emotional effect compared to watching robotic or realistic 
signmakus. 

This result was aligned with participants’ interview feedback, 
that the most common reason for cartoon to be preferred was that it 
felt fun to watch, as it “reminds me of Disney due to big eyes.” (T11). 
Cartoon was also regarded with high potential for customization 
and a wide range of choices it could offer, such as creating funny 
or role-playing content in varied learning and social contexts. For 
instance, T4 commented: 

“...sometimes you can become an animal. Or your head 
can become a character? Or it’ll make your face and 
body a different color...funny.” 

T16 also added that cartoon signmakus might not be preferred if 
the video was for a serious context, e.g., a meeting or business: 

“The cartoon-style comments are fun to use. It depends 
on the seriousness of the context. Keeping a cartoon 
avatar would be a good idea to make the learning ex-
perience fun learning. For children, playing is learning, 
and it applies to any age. If you enjoy and you will enjoy 
learning. Using cartoon avatar depend on the context. 
In an informal environment, it could be fun to use.” 

Summary-RQ1 While signmaku, video, and captions might 
compete for DHH’s visual attention, they provide complementary 
and visual information for disambiguating captions that are bor-
ing and tedious to follow. Participants’ survey results showed that 
viewing robotic put the highest task load (mental demand, physical 
demand, time pressure) on them. According to their interview feed-
back, the robotic signmakus were the least accurate in delivering 
hand movements and facial expressions. On the contrary, cartoon 
signmakus did not pose more physical demand and time pressure 
than the realistic ones. Moreover, cartoon signmakus were favored 
by participants for their entertaining effect, which aligned with 
participants’ facial expression changes captured by the automatic 
emotion recognition tool. 

4.2 Engaging Learners via Creating and Sharing 
Signmaku (RQ2) 

RQ2 reveals users’ perceptions of creating and sharing signmaku 
after viewing signmaku in RQ1, using survey, system log analysis, 
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and interview. We compared the user experience of creating and 
sharing ASL comments to text comments, uncovering design op-
portunities. In total, our participants created 68 signmakus with an 
average of 3.4 signmakus per participant (SD= 3.8). 

4.2.1 Creating and sharing cartoon signmaku promoted a sense of 
learning community. During the post-study survey, participants 
reported an increase in “sense of connectedness” (average score= 
33.8/50, SD= 3.9) and “sense of learning” (average score= 28.8/50, 
SD= 5.9), when they were asked to compare the proposed design 
against video-based learning without viewing or creating signmaku 
themselves. We observed that the two composite scores, “sense of 
connectedness” and “sense of learning,” are significantly positively 
correlated with the mental, physical, and temporal demands of all 
three types in an overall similar manner, especially for cartoon and 
realistic signmakus. Among all three styles, increased mental and 
physical demand positively correlates with a “sense of connected-
ness” but not with temporal pressure. Increased physical demand 
positively correlates with “sense of connectedness” among realistic 
(𝜌= 0.61, p< .01) and cartoon (𝜌= 0.50, p< .05), but not for robotic 
(𝜌= 0.25, p> .05). Increased mental demand positively correlates 
with “learning opportunities” among realistic (𝜌= 0.50, p< .05) and 
cartoon (𝜌= 0.53, p< .05), but not for robotic (𝜌= 0.33, p> .05) . 

The interview findings suggested that being able to create and 
share comments also fostered a feeling of connectedness. For ex-
ample, T1 was one of the many participants who re-watched all 
signmaku once again when providing their own comments and 
tried to reply to others. When asked why, T1 said, 

“...I felt connected. It was like, ‘I see you!’ and I wanted 
to add to that in my comment. I felt like I could relate. 
‘I feel you...’ Connected to that comment... Enough that 
you felt motivated to provide your own comment...” 

4.2.2 Cartoon offered a balance between anonymity and under-
standability. When creating signmaku, the options for realistic and 
cartoon were preferred over robotic. User interaction action logs 
recorded that our participants (N=20) created 33 realistic signmakus, 
25 cartoon signmakus, and 10 robotic signmakus. There were signif-
icantly fewer robotic comments than the two other styles (p< .05). 
Among the three styles, 25 uploaded cartoon comments of which 11 
were private and 14 public, while for realistic 21 were private and 
12 were public, and for robotic 3 were private and 7 were public, 
respectively. In each style, approximately half of the comments 
were selected for sharing, and half were kept private. Regarding 
the sharing rate of various signmaku styles, there were no signifi-
cant differences among the three styles when using a chi-square 
test. The limited sample size did not support further comparative 
analysis of each style. 

The interview results found that the robotic style prioritized 
privacy at the expense of understandability in sharing, while the 
cartoon style was an appropriate compromise between both re-
quirements. In contrast, the realistic style failed to maintain any 
level of privacy. Better ASL understandability is necessary for self 
(used as person note-taking for further reviews) and others (sharing 
publicly). For example, T15, who found robotic signmakus more 

mentally challenging and harder to interpret than cartoon and re-
alistic, switched between the two styles but eventually decided to 
use robotic for anonymity when providing signmakus: 

“... I wasn’t sure what it said, it’s a lot of work...(for 
sharing) I prefer that one [realistic] because it feels more 
natural, like peer-to-peer...However, for those people 
who don’t feel comfortable revealing themselves, I would 
recommend the robot... I think the robot is the best (for 
staying anonymous in sharing).” 

While having good understandability, cartoon also preserved an 
acceptable anonymity ability for some participants. T3, T5, T7, and 
T11 only made cartoon with 89% of these signmakus were made 
public. T11 said: 

“In a classroom setting, it would be fine not to use the 
privacy options because I know the people. But if it’s on 
a platform such as YouTube, I would use the cartoon. ... 
I prefer the avatar option because I’m shy.” . 

Though our participants were instructed to generate and share 
ASL comments, their primary focus remained on comprehending 
ASL content, with ASL anonymization considered important but 
less so in comparison to understanding ASL content. In these cases, 
cartoon met their needs as a balance of both needs. From the inter-
view comments, the rationale behind not sharing, instead of privacy 
and anonymity concerns, was that some participants believed that 
certain comments content were less beneficial for peer learners 
and were more closely tied to their individual learning experiences, 
serving as personal notes. 

4.2.3 Sharing realistic signmaku increase effort in self-representation. 
The time spent on shared ASL clips (M= 108.8 seconds per person, 
SD= 91.3) was longer than those set as private (M= 97.7 seconds per 
person, SD= 200.8) (p= .052), indicating signing shared comments 
increased users’ effort. 

Sharing signed comments was also accompanied with the needs 
in self-representation. Five participants re-recorded their ASL videos, 
after deciding they would share the signmaku with others. After 
including the ASL re-recording, the total time for crafting ASL in-
creased. The total time for crafting ASL comments averaged 168.7 
seconds (SD=108.0) per participant, similar to the time for typing 
text. On average, participants had 0.8 re-recorded attempts per par-
ticipant. The interview result explains they re-recorded the ASL 
clips for better “precision, clarity and to be more related to the video 
context” and “better lighting and placing in the camera.” The two 
participants who favored providing text-only comments (all text 
comments were shared). They mentioned that text commenting was 
for the purpose of sharing; typing text allowed them to avoid the 
stress associated with impression management, expedited the study 
process, and enabled more precise expression through text edit-
ing. And the process of “editing” ASL comments may necessitate 
re-recording attempts, as elaborated in the quotes below: 

“ I want to sign of course, but sometimes I feel like I have 
to set everything up, look nice with the right clothes, 
have my makeup and hair styled, and all that. Ugh! It 
seems to take so much time when I could just type it 
all up and edit it easier and faster...With ASL, I have to 
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think it through to make sure I use the right sign and 
the correct facial expression.” – T4 

Participants found that using two proposed filters for sharing re-
quired less self-representation effort compared to the realistic style. 
After including re-recording, time, the time spent on realistic (M= 
45.8 seconds per comment, SD= 30.8) was longer than time spent 
on robotic (M=20.5 seconds per comment, SD= 17.1) (p< .05). Some 
were interested in using two proposed filters for self-presentation, 
however, the current prototype lacked real-time filtered views, leav-
ing participants uncertain about how well the filters suited them. 
Participants suggested that having a preview of the filtered video 
would boost their willingness to use and share with two AI filters 
by allowing them to check for clear signing and facial movements. 
We did not conduct further comparison of effort for each type in 
the context of private vs public options due to our limited sample 
size. 

4.2.4 Signmaku reduced the cost of creating compared to text-based 
commenting. Each participant was encouraged to create at least one 
text comment and one ASL comment. They had the choice to create 
comments solely in text, exclusively in ASL, or, on rare occasions, to 
opt for a combination of both. The prototype tool showed text-only 
comments anonymously by default, and participants were informed 
of the options during on-boarding. 

Among all the participants, three preferred ASL comments only, 
and two preferred to create text comments only. We then compared 
the effort of participants’ signmaku and text comments. After drop-
ping five participants who preferred only one commenting method 
only, the remaining participants (N=15) uploaded 2.6 realistic ASL 
comments and 2.5 text comments on average. Given the time cost 
of converting the realistic ones to the other two styles and the 
constraint of each study, we did not have the participants convert 
their realistic comments to other styles. Notably, a paired-samples 
Wilcoxon signed-rank test indicated that the total time length of 
ASL comments (M= 74.0 seconds, SD= 66.7) was significantly lower 
than that for typing text comments (M= 190.6 seconds, SD= 153.6) 
(p< .05). Similarly, the average duration for each ASL comment (M= 
26.9 seconds, SD= 22.8) was considerably shorter than the typing 
time for text comments (M= 94.4 seconds, SD= 80.6) (p< .001). After 
including ASL redo, time spent per clip on ASL averaged 61.0 sec-
onds (SD= 19.8), and time spent per person on ASL averaged 168.7 
seconds (SD= 108.0). Both were comparable to typing text per clip 
and per person, respectively (paired-samples Wilcoxon signed-rank 
test, p>.05). 

In other words, time spent on ASL, including redo, was compa-
rable to the time taken for text comments, both longer than ASL 
without redo. However, despite the similarity in time between ASL 
with redo and text comments, participant interviews shed light on 
the distinct differences: the majority of participants displayed more 
fluency and expressiveness in ASL than in typing text comments. 
Furthermore, their preference for ASL over text for language input 
was evident from their background surveys. A notable statement 
from T15 encapsulates this sentiment: “As a Deaf person, fully ex-
pressing myself in English is challenging. In ASL, I can do so fluently 
and effectively” 

The content between text and ASL comments was similar. Both 
commenting mechanisms were used to share emotions and to relate 

personal experiences towards the video content as well as peers’ 
signmakus. For example, T8 commented on the video content using 
text comment: The use of augmented reality in retail and shopping is 
intriguing. They also created a signmaku to reply to peer’s signmaku 
in the same context: At 4:20 in the video, the student made a comment 
that I really agree with. I like augmented reality shopping. It’s cool 
that you can pan you phone around the room to see if a couch can be 
moved around in a room. Once you know it fits, then you can buy it 
in person (ASL clip transcribed to English). 

Summary-RQ2 After participants created their own signmaku 
comments, we found a positive correlation between participants’ 
perceived physical load when viewing the cartoon signmaku and 
some questions about perceived social connectedness and enthusi-
asm for learning. Such a relationship was not found when partic-
ipants viewed the other two signmaku styles. Additionally, com-
pared to traditional text-based commenting, commenting using ASL 
costs less time and is more expressive for DHH to create, though 
they would spare more time on the setup for self-representation, 
e.g., right clothing, if to share realistic signmaku. 

5 DISCUSSION 
5.1 Signmaku as an Edu-tainment Feature 

Promoting an Inclusive Video-based 
Learning Community 

In our within-subject study exploring the impact of three styles of 
signmaku (realistic, cartoon, and robotic) on learning, the findings 
from RQ1 and RQ2 revealed that cartoon were preferred over robotic 
and realistic. Cartoon provided good understandability (RQ1 & RQ2) 
while preserving some anonymity (RQ2) which meets their need to 
share own comments, increases sense of learning community (e.g., 
inter-dependency) and further elicits the most positive emotion 
change (RQ2). 

In RQ1, additional remarks highlighted that signmaku, regardless 
of style, enhances the participation and re-engagement of DHH 
during the learning process. It also imparts a greater wealth of visual 
information through sign language, a dimension that is absent in 
written English. Additionally, it assists in alleviating boredom often 
associated with reading text-only captions. Our discoveries provide 
a valuable expansion to the current video-based learning experience 
for DHH, which predominantly concentrates on improving video 
caption accuracy and designs (as seen in [13]). 

RQ1 and RQ2 results suggest that signmaku can enhance inclu-
sivity in video-based learning communities through entertainment 
and emotional engagement. These findings empirically reinforce 
the value of signmaku as an “edu-tainment” feature, aligning with 
Buckingham and Scanlon’s concept of captivating learners’ atten-
tion and evoking emotions to promote inclusive video learning 
[2]. We contribute signmaku as a new “edu-tainment” and learner-
sourcing feature and reveal its applicability in a minority online 
learner population- DHH. In this case, these signmaku comments 
could be viewed as a co-created and sustained outcome stemming 
from the relationship between DHH and the video. Existing “edu-
tainment” features in video-based learning include vibrant ani-
mations [2], creators offering authentic, casual, and personalized 
content [75], and teachers incorporating entertainment elements on 
live-streaming platforms [19]. Earlier studies have explored the use 
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of “edu-tainment” features to make sign language learning material 
more enjoyable for DHH children [56]. 

Our findings show the promise of signmaku in enhancing in-
clusive video-based learning through the integration of social in-
teraction via a more accessible commenting mechanism and an 
improved sense of social connectedness. Specifically, our research 
builds on previous research by introducing DHH learners to a 
pseudo-synchronous learning experience and allowing them to use 
their preferred language (sign language) to interact with online 
learners they do not know, if needed, anonymously. As highlighted 
in previous research, social interactions have always held impor-
tance but have been lacking for DHH individuals during their for-
mative years [23, 63, 66]. How will signmaku be adopted in the 
wild? Similar challenges have been identified among other minor-
ity learners as well (e.g., [64]). How may this new commenting 
feature be adopted by a broader audience? How can it be utilized to 
promote interaction between learners who have varied accessibility 
challenges? Our work has paved the way for greater inclusivity in 
online learning, marking a vast and promising avenue for further 
exploration and research. 

5.2 Design Implications for Inclusive, 
Visual-Centric Video-based Learning 

Our findings demonstrate that ASL offers a more accessible means 
for individuals who are DHH to both view their peers’ comments 
and make their own comments. Additionally, ASL provides a visu-
ally richer source of information compared to text-based comments. 
Culturally Deaf individuals primarily rely on visual communica-
tion channels rather than auditory ones, as supported by previous 
research [10, 30, 53]. This underscores the significance of accom-
modating DHH users with ASL and visual learning in video-based 
learning, paralleling the importance of audio design for hearing 
users in auditory-focused environments, as demonstrated by previ-
ous research. For example, Arakawa et al. developed a video-based 
learning system that perturbs the voice in the video to help mind-
wandering hearing users refocus their attention without consuming 
their conscious awareness [7]. Chen et al. studied audio note-taking 
in video-based learning tends to be more expressive and lengthier 
in comparison to text-based note-taking [18]. Our findings provide 
new design implications centering on how generative AI could be 
applied for inclusive video-based learning. 

5.2.1 The Impact of AI-Generated Facial Expressions on Sign Lan-
guage Comprehension. The comment made in English could be 
translated to ASL for DHH learners. Vice versa, ASL comments 
should be translated into English for general hearing users. With 
recent advancements in AI, the real-time generation for ASL is 
possible, e.g., [28]. It also allows DHH learners to break the circle 
and communicate with users in another language in their own pre-
ferred modality. ASL generated from English is also needed from 
those DHH who prefer to type or sign only, due to strong English 
& ASL skills and ease in editing typed English compared to editing 
or re-recording signed comments (RQ2). 

Language comprehension is fundamental, and participants fur-
ther contributed the metric “smoothness” for signing avatars, sig-
nifying the AI-generated signing avatar’s capacity to seamlessly 
integrate various modalities. When formulating specific metrics 

for the development of AI-generated ASL content, it is crucial to 
be included as evaluation criteria. It’s also important to note that 
previous research has highlighted distinctions in temporal prefer-
ences when interacting with human signers versus AI-generated 
signing avatars. For example, DHH users may require faster signs 
and slower transitions than those typically employed by human 
signers [3]. Therefore, while the metrics for human signers can 
serve as a foundational reference, they may not directly apply to 
AI-generated signing avatars, necessitating tailored adjustments 
and refinements. 

5.2.2 Expressiveness of Facial Movements Generated by AI for Sign 
Language Understandability. Our findings demonstrate a preference 
for realistic and cartoon signmaku over robotic signmaku in both 
viewing, creating, and sharing due to natural hand and body move-
ments and at least some facial expressions making the language 
possible to understand. The cartoon signmaku has some facial move-
ment with unfiltered hands, and the task demand was similar to 
realistic in all three dimensions, indicating that when facial cues 
are lessened, the communication is still understandable. And when 
hand, body, and facial movements are all lessened, the message 
becomes hard to understand. The above implies the fundamental 
importance of hand and body movements. 

Meanwhile, as shown in RQ2, realistic is still preferred over car-
toon for its understandability. It reveals that facial movement makes 
it not only understandable but truly expressive. For example, facial 
expression and body posture are often used to convey emotional 
magnitude (surprised vs. shocked. vs. aghast) and eyebrows may be 
raised or lowered depending on the form of question being asked 
[72]. The importance of the expressive body has been brought up 
by researchers in the accessible computing field in general [65]. 
Expanding on previous research that focused on how audiences 
perceive various ASL filtering styles [39], our study also considered 
the perspective of those sharing content. We discovered that users 
are less inclined to create and share signmakus with filtered styles 
that lack facial movements. 

5.2.3 The Role of AI-Generated “Make-Up” Filters in Enhancing 
Sharing. RQ2 results suggested that the quality of ASL comments 
influences participants’ williness to share. Some opt for re-recording 
to enhance quality, and T4 emphasizes the importance of review-
ing and improving, particularly in facial movements. Therefore, 
’Make-up’ filters that automatically improve recording quality could 
improve willingness to share by reducing creation efforts. For exam-
ple, filters can improve signed comments’ expressiveness by adding 
vivid facial and eyebrow movements. Other non-linguistic features 
could be useful as well, such as lighting improvements. These filters 
underscore the potential of generative AI technology in providing 
understandable and expressive ASL content. 

In RQ1, participants emphasized the desire for self-presentation 
options, including fun filters, alongside the anonymity feature, con-
sistent with findings in our formative study, RQ2, and prior re-
search [39]. Future research should explore diverse filter options 
for facial expressions, body language, and signing styles. As RQ2 
suggests, sign language is rich in cultural and linguistic diversity, 
with variations in regional dialects, signing styles, and personalized 
expressions. Further generative AI technology should allow identity 
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expression within sign language avatars enabling learners to show-
case their unique cultural and linguistic backgrounds, preserving 
the diversity of sign language communities and authenticity of the 
individuals. This dataset might also be interesting to researchers 
who want to contrast fluent and non-fluent signing – [32]. Simi-
lar to a study by Arakawa et al. [6], which discovered that voice 
conversion impacted speech ownership and implicit bias in self-
presentation, it is essential to consider potential biases introduced 
by sign language filters. 

5.2.4 Scalability of Signmaku Design Parameters. A significant area 
where AI can make valuable contributions is in automating the fine-
tuning of design parameters during round 2 of formative studies 
(Phase I). Specifically, design aspects like “duration,” “dimension,” 
and “placement in relation to the video content” can be optimized 
by harnessing large-scale data and adapting to various user in-
terface layouts. For example, among these parameters, managing 
the duration can be particularly challenging. We observed that 
participants comfortably diverted their attention from the learn-
ing content for up to 10 seconds and still easily re-assumed the 
content without feeling stressed. Typically, for educational ASL 
sentences, one full sentence, as determined in our initial formative 
study, takes approximately 10 seconds. However, it’s worth noting 
that learners might prefer signing for a longer duration, and in 
our evaluation study (Phase II), our participants’ signed comments 
lasted about 30 seconds. In our current approach, we manually edit 
the videos, but there is potential for designing a tool that offers 
auto-editing and streamlines this process. Also, our current design 
only presents one signmaku at one particular time of the video, 
future research might explore the possibility of displaying multiple 
signmaku simultaneously. 

We want to emphasize that the parameters we selected for each 
design aspect are solely for our evaluation study (Phase II), which 
is based on our selected video on AR. We do not claim these pa-
rameters are generalized to broader contexts. Importantly, future 
research should investigate how participants’ experiences are im-
pacted when multiple users’ comments are presented, as danmaku 
in nature allows multiple users commenting on the same video 
scene [22, 74]. Additionally, future research would need to evaluate 
how filters work for some signers but not for others, and how the 
filters can be further personalized based on how individuals express 
differently. This is particularly relevant in light of our needfinding, 
which revealed significant variations in individuals’ signing quality 
and clarity when using filtered signmaku. 

5.2.5 Promoting Deaf Cultural Identity in Online Social Interac-
tions. It’s crucial to recognize Deaf as a cultural identity, not as 
a disability, and promote mutual inclusivity through intercultural 
dialogue. To foster a sense of belonging within the Deaf culture, 
future video systems can consider encouraging DHH individuals 
to teach ASL during interactions with hearing people. Mack et al. 
found that Deaf signers want to share their language and culture 
with both hearing family members and friends [45], highlighting 
the need for online learning technology to facilitate intercultural 
engagement and language learning between Deaf and hearing indi-
viduals. Future research should also investigate hearing individuals’ 
perception of signmaku, exploring design features like signmaku 
frequency control and AI-generated text captions using recent AI 

technology [15]. Additionally, further research is required to under-
stand meaningful two-way translation using AI, moving beyond 
word-for-word translations. 

5.3 Limitations 
We acknowledge a few limitations in our study. First, our partic-
ipants are from a higher education school specifically for DHH 
students. DHH students from mainstream higher education schools 
might have different perspectives toward their interactions with 
other students and technology. Future studies should conduct stud-
ies with more DHH students with a more diverse background. Sec-
ond, our study is conducted using American Sign Language (ASL), 
and the results may be different using other sign languages. Future 
studies may explore how different sign languages may impact the 
implementation of signmaku for online learning. Third, our current 
signmaku design did not allow participants to customize the pa-
rameters of signmaku. During the interview, participants suggested 
more ways to customize the signmaku experience, such as changing 
size and location of the signmakus or turn on or off signmakus. 
Future studies may explore how these interactions may impact the 
experience and effects of using signmakus in video-based learning. 
Future research could build beyond our work on understanding 
the sharing effect after video watching to during video watching. 
Fourth, we used facial expression recognition technology to auto-
matically detect participants’ emotion while watching the video. 
We did not use it to examine the detected emotions, rather we only 
compared the emotion changes. Future studies could apply more 
advanced tools to capture learners’ emotions more accurately and 
re-evaluate our findings. 

6 CONCLUSION 
We introduced a new video commenting feature, Signmaku, which 
demonstrated promising results in enhancing video-based learning 
for DHH students. The cartoon signmaku created a more engaging 
and interactive learning environment, positively impacting users’ 
perceived learning engagement and social interaction. Our novel in-
teraction design has the potential to encourage learners to actively 
participate in the learning process and empower them to express 
their opinions openly. Our research expands the design space for 
online learning, thus addressing the specific needs of DHH individ-
uals and providing access to a wide range of educational resources. 
We emphasize the need to address the limitations of generative AI 
techniques in creating sign language to ensure accurate and com-
prehensive content. Adopting signmaku and prioritizing inclusive 
online learning can unlock significant learning opportunities for 
DHH students, thereby promoting equity in education and enabling 
DHH students to thrive alongside their hearing peers. 
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A APPENDICES 
A.1 Survey Questions 
Below, we present the survey questions used in our Phase II evaluation study. Note: In the surveys, we used the term “ASL-based Danmaku” 
instead of “signmaku.” The three types of signmakus were also referred to using different terms for easier understanding: realistic signmakus 
were referred to as “ASL-only comments;” cartoon signmakus were referred to as “Cartoon ASL comments;” and robotic signmakus were 
referred to as “Robot ASL comments.” 

A.1.1 Part 1: Three types of Signmakus for Video-based Learning. Danmaku is a YouTube-like video-sharing platform. Viewers’ comments 
appear on the screen and each comment can be customized (e.g., size, color, etc.). The comments go beyond real-time, with previous and 
later comments being shown together. 

In our tool, you experienced three types of ASL-based Danmaku: ASL-only comments, Cartoon ASL comments, and Robot ASL comments. 
Rank how much you enjoyed the three ASL-based Danmaku types you saw in the video. (Tied ranking is not allowed.). 

Realistic Signmakus. 
• How mentally demanding was viewing the pop-up ASL-only comments? Mentally demanding refers to actions (e.g., thinking, 
deciding, remembering, looking, searching, etc.) that were hard to do WHILE viewing the ASL-only comments. 
Choose on a 10-point Likert scale, where 1 is Easy (low demand) and 10 is Hard (high demand). 

• How physically demanding was viewing the ASL-only comments? Physically demanding refers to actions (e.g., clicking, pausing, 
moving body forward to read, switching eye gaze between features, etc.) that were hard to do WHILE viewing the ASL-only comments. 
Choose on a 10-point Likert scale, where 1 is Easy (low demand) and 10 is Hard (high demand). 

• How much time pressure did you feel viewing the ASL-only comments and the video at the same time? Was the pace slow & 
relaxed OR rapid & rushed? 
Choose on a 10-point Likert scale, where 1 is Slow & Relaxed and 10 is Rapid & Rushed. 

Cartoon Signmakus. 
• How mentally demanding was viewing the pop-up Cartoon ASL comments? Mentally demanding refers to actions (e.g., thinking, 
deciding, remembering, looking, searching, etc.) that were hard to do WHILE viewing the Cartoon ASL comments. 
Choose on a 10-point Likert scale, where 1 is Easy (low demand) and 10 is Hard (high demand). 

• How physically demanding was viewing the Cartoon ASL comments? Physically demanding refers to actions (e.g., clicking, 
pausing, moving body forward to read, switching eye gaze between features, etc.) that were hard to do WHILE viewing the Cartoon 
ASL comments. 
Choose on a 10-point Likert scale, where 1 is Easy (low demand) and 10 is Hard (high demand). 

• How much time pressure did you feel viewing the Cartoon ASL comments and the video at the same time? Was the pace slow & 
relaxed OR rapid & rushed? 
Choose on a 10-point Likert scale, where 1 is Slow & Relaxed and 10 is Rapid & Rushed. 

Robotic Signmakus. 
• How mentally demanding was viewing the pop-up Robot ASL comments? Mentally demanding refers to actions (e.g., thinking, 
deciding, remembering, looking, searching, etc.) that were hard to do WHILE viewing the Robot ASL comments. 
Choose on a 10-point Likert scale, where 1 is Easy (low demand) and 10 is Hard (high demand). 

• How physically demanding was viewing the Robot ASL comments? Physically demanding refers to actions (e.g., clicking, pausing, 
moving body forward to read, switching eye gaze between features, etc.) that were hard to do WHILE viewing the Robot ASL 
comments. 
Choose on a 10-point Likert scale, where 1 is Easy (low demand) and 10 is Hard (high demand). 

• How much time pressure did you feel viewing the Robot ASL comments and the video at the same time? Was the pace slow & 
relaxed OR rapid & rushed? 
Choose on a 10-point Likert scale, where 1 is Slow & Relaxed and 10 is Rapid & Rushed. 

A.1.2 Part 2: Perceived Sense of Community for Learning. (20 Questions). These 20 questions were developed based on Rovai’s Classroom 
Community Scales [26, 59]. The questions were divided into 2 sets of 10 questions measuring two factors: connectedness and learning. Below, 
we present these two sets of questions separately. The number before each question represents the order of appearance. For each question, 
participants may choose between the following options: Strongly disagree, Disagree, Neutral, Agree, Strongly agree, which is converted to 1-5 
in the analysis, and certain statements’ answers are converted to 5-1 according to [26, 59]. 

First, rank how much you enjoyed providing three ASL-based Danmaku to future learners. (Tied ranking is not allowed.) 
Then, answer the following questions. When we refer to “tool”, please consider you creating and sharing your own ASL comments. 
Sense of Connectedness: Compared to using video to learn by myself, 
1. I feel students using this tool care about each others. 
3. I feel connected to others using this tool. 
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5. I do NOT feel a sense of community using this tool. 
7. I feel using this tool is like family. 
9. I feel isolated using this tool. 
11. I trust others using this tool. 
13. I feel I can rely on others using this tool. 
15. I feel like others using this tool depend on me. 
17. I feel uncertain about others using this tool. 
19. I feel confident others will support me using this tool. 
Sense of Learning: Compared to using video to learn by myself, 
2. I feel I am encouraged to ask questions using this tool. 
4. I feel it hard to get help when I have a question using this tool. 
6. I feel I receive timely feedback using this tool. 
8. I feel UNeasy that this tool exposes gaps in my understanding. 
10. I feel reluctant to sign/speak openly using this tool. 
12. I feel using this tool results in only modest learning. 
14. I feel others do NOT help me learn using this tool. 
16. I feel I am given plenty opportunities to learn using this tool. 
18. I feel my educational needs are NOT being met using this tool. 
20. I feel that using this tool does NOT promote my desire to learn. 

A.1.3 Demographics Information. 
• What is your status as undergraduate student? 
Choose one of the following: Freshman; Sophomore; Junior; Senior; Other: [textbox]. 

• What is your gender identity? 
[textbox] 

• What is your ethnicity? 
[textbox] 

• What is your age? 
[textbox] 

• How do you identify (within the Deaf community)? 
Choose one of the following: Deaf; Hard of Hearing; Hearing. 

• Which of the following statements is true about your immediate family (parents and siblings)? 
Choose one of the following: One or more of my family members are deaf or hard of hearing; None of my immediate family members is 
deaf or hard of hearing. 

• What language did you use growing up in face-to-face communication? 
Rank the following options: English; Other SPOKEN language; ASL; Other SIGN language. Participants may choose “Does not apply” for 
any of the options. 

• At what age did you learn ASL? 
Choose “From birth (0-12 months)” or any number from dropdown box. 

• What is your country of origin? 
[textbox] 

• Is English your 1st written language? 
Choose one of the following: Yes; No. 

• Which are you most comfortable with as a classroom instructional language? 
Choose one of the following: ASL; English; Both ASL and English. 

• What is your major (or planned major)? 
[textbox] 
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