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WAVE EQUATIONS IN THE KERR-DE SITTER SPACETIME:
THE FULL SUBEXTREMAL RANGE

OLIVER PETERSEN AND ANDRAS VASY

ABSTRACT. We prove that solutions to linear wave equations in a subextremal
Kerr-de Sitter spacetime have asymptotic expansions in quasinormal modes
up to a decay order given by the normally hyperbolic trapping, extending
[Vas13]. The main novelties are a different way of obtaining a Fredholm setup
that defines the quasinormal modes and a new analysis of the trapping of
lightlike geodesics in the Kerr-de Sitter spacetime, both of which apply in the
full subextremal range. In particular, this reduces the question of decay for
solutions to wave equations to the question of mode stability.
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1. INTRODUCTION

Kerr-de Sitter metrics are Lorentzian metrics (which we take of signature
(=, +,+,+)) on Ry, x (0,00), x S? solving Einstein’s equation Ric(g) = Ag with
a cosmological constant A > 0. They depend on three parameters: apart from the
cosmological constant A, these are the mass m > 0 and the angular momentum
a € R of the black hole the metric corresponds to. Here the ‘black hole’ nature
corresponds to the presence of certain null-hypersurfaces, called horizons, which
for the Kerr-de Sitter metrics lie at certain values of r. The metric is given in
terms of a quartic polynomial p, and the three parameters then have to satisfy an
additional condition, namely that p has four distinct real roots; the significance of
this condition is due to the horizons lying at the roots of u. Kerr-de Sitter metrics
corresponding to these parameters are called subeztremal.

In [Vasl3] the wave equation on Kerr-de Sitter spacetimes was analyzed for a
large but not complete range of the parameters by showing that it fits into the
Fredholm framework based on microlocal analysis developed there; the result was
an expansion of solutions of the wave equation into a finite number of terms, cor-
responding to quasinormal modes described below in Section 1.2, modulo an ex-
ponentially decaying tail. That paper then formed the basis of the approach to
non-linear wave equations by Hintz and Vasy [HV15, HV16] which culminated in
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the proof of the stability of slowly rotating Kerr-de Sitter black holes in [HV18]; the
first black hole stability result without symmetry assumptions. The purpose of this
paper is to complete [Vas13] by extending its results to the full subextremal range.
In particular, we show, in the full subextremal range, the expansion of solutions
of the wave equation into a finite number of terms, given by quasinormal modes,
modulo an exponentially decaying tail, see Theorem 1.6. While for linear equa-
tions the question whether any of these quasinormal mode terms is non-decreasing
is irrelevant, it becomes highly relevant for non-linear wave equations, where the
absence (perhaps apart from certain well-understood ones) of quasinormal modes
corresponding to non-decaying terms is called mode stability, see Section 1.2.

It turns out that the additional limitations of [Vas13] had two separate origins.
The basic approach of [Vasl3] was to Fourier transform the wave operator along
the Killing vector field —0;, to obtain a family of operators, P,, depending on the
Fourier dual variable 0. These operators are non-elliptic, hence their analysis in-
volves the Hamilton flow in the characteristic set of the principal symbol. One of the
additional assumptions in [Vas13], denoted by (6.13) there, was to ensure that for
each o € C, P, satisfies a non-trapping condition; it was shown there that indeed in
the limiting case of (6.13), trapping appears. It was shown that under this classical
non-trapping condition the family P, is Fredholm for each ¢ with the analytic Fred-
holm theorem applicable. The other additional assumption of [Vas13] concerned the
behavior of the family P, for o with large real part and bounded imaginary part,
namely in this large parameter (or as rescaled there, semiclassical) sense, which is
stronger than the fixed o consideration, the only trapping is normally hyperbolic
trapping; this corresponds to the photon sphere when a = 0. This semiclassical
normally hyperbolic trapping assumption was shown under the additional condition
(6.27) in [Vasl3], namely that |a| < @m. We recall that, with a basic microlocal
analysis background, the analysis of [Vas13] was self-contained apart from using the
normally hyperbolic trapping analytic results (estimates for a microlocalized at the
trapping version of P, 1) of Wunsch and Zworski [WZ11]. Normally hyperbolic trap-
ping has since been investigated in numerous papers [Dyalsb, Dyal6,NZ15, Hin21],
giving a more precise version of [WZ11], but for the present purposes [WZ11] still
suffices.

In this paper we remove these limitations in two steps. First, we change the
Killing vector field with respect to which we perform the Fourier transform. It
turns out that for an appropriate choice of the Killing vector field, the Fourier
transformed operator P, is classically non-trapping in the full subextremal range.
Second, we show that in fact the semiclassical normally hyperbolic trapping holds
in the full subextremal range as well. Since these were the only two additional
limitations in [Vas13] in the subextremal range, this immediately implies that all
of the results of [Vas13] in fact hold in the full subextremal range.

While in this paper we focus on the scalar wave equation, the changes when
turning to tensorial wave equations in general are minor, as shown earlier already
in [HV18], mainly affecting certain threshold quantities. We will discuss this else-
where.

As a comparison, we mention that it has been known for some time that the full
subextremal range for the vanishing cosmological constant (A = 0) Kerr spacetime,
la] < m, behaves in the same way as for small |a|, see [FKSY06, DR11, Dyalba,
SR15,DRSR16] and references therein, and there even mode stability is known, see
[Whi89, SR15, CTdC22] and references therein.
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1.1. Kerr-de Sitter spacetimes. We now describe the subextremal condition in
more detail. The polynomial p is given by

A 2
pu(r) == (r* +a?) (1 - TT) — 2mr, (1)
and the subextremality condition is that it has four distinct real roots
r_ <rg <re<Te,

which is equivalent to the discriminant condition

Aa2\* /a2 Aa? 9 Aa?\? 9

It follows that there is a unique rg € (7, r.), such that

' (ro) = 0. (3)

As we will see, 1o will play a crucial role in choosing the Killing vector field for the
Fourier transform. The domain of outer communication M in the subextermal Kerr-
de Sitter spacetime is given (in Boyer-Lindquist coordinates) by the real analytic
spacetime

M =Ry X (re,re)r X Sg % (0,7)e,

with real analytic metric

g = (r* + a*cos*(0)) <

c(#) sin?(9)
b2 (r2 + a? cos2(0))

o )
U IE())

+ (adt — (r* + a?) dg)*

S b2(r2 +Mcg)cos2(9)) (dt - aSiHQ(Q)d‘fD)Q .
where

b:=1+ ATGZ, c(0):=1+ ATG2 cos?(0).
One easily verifies that this metric extends real analytically to the north and south
poles 6 =0, 7.

The Boyer-Lindquist coordinates are singular at the roots of u. We therefore
extend this metric real analytically over the future event horizon and the future
cosmological horizon, corresponding to the roots r = r. and r = r., respectively.
One way to do this is by the following coordinate change:

te =t — D(r), A
b 1= 6= U(r), “
where ® and ¥ satisfy
o — r2 4 g2 .
(1) = b1 0),
V() = b ),

where
filre=96,rc.+96) =R,

is a real analytic function such that

flre)=—1, f(re) =1 (5)
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The new form of the metric is
2 2 2
g« = (r° 4+ a® cos?(9))

~ 2 5(r)(dt. — asin®(6)dp.)dr

u(r) ) 2
© b2 (r2 + a2 cos2(0)) (dt. —asin®(9)dg,) (6)
c(6) sin®(6) (242 2
b2 (r2 + a? cos?(0)) (adts — (* + a%) dg.)

+ (r* 4+ a? 0052(9))%,

which extends real analytically to

Ry, X (re —0,7¢ +8)y X S;*,G'

5

The two real analytic lightlike hypersurfaces
HI =Ry, x {r.} x S;*ﬁ’
HE =Ry, x {r.} x Sé*ﬂ,
are called the future event horizon and future cosmological horizon, respectively.

Note that the real analytic Killing vector fields d; and 0y, in Boyer-Lindquist coor-
dinates, extend to real analytic Killing vector fields d;, and 0y, over the horizons.

Remark 1.1. We claim that there is a real analytic choice of f, such that the
constant t, hypersurfaces are everywhere spacelike. It is straightforward to check
that this is equivalent to

The left hand side in (7) is indeed positive, since u(r) < r* +a? for r > 0. Let
fo:(re=06,re+9) =R

be any real analytic function satisfying (5) and write
f(r) = fo(r) + pu(r) fr(r).

The function f satisfies (5) for any choice of real analytic function
fii(re—0,re+9) =R

Define

fo(r) n 1 1 a?p(r)

p(r) — p(r) (r? +a?)?

for any r ¢ {re,7.}. Note that f_ has a continuous extension on (r. — §,r.) and

f+ has a continuous extension on (r.,r. + 0) and

lim £ () = 00 = ~ im (1)
The condition (7) becomes
(f,(T),OO), re (re 75;7’6]7
filr) € §(f=(r), f4(r), 7€ (re,me), (8)
(—o0, f4(1)), T Ere,me+90).

There are many real analytic functions f; satisfying this condition, making sure
that the constant t, hypersurfaces are everywhere spacelike.



WAVE EQUATIONS IN THE SUBEXTREMAL KERR-DE SITTER SPACETIME 5

1.2. Main result.

Assumption 1.2.

o Let (M., g«) be a subextremal Kerr-de Sitter spacetime, extended over the
future event horizon and the future cosmological horizon, where

M, =Ry, x (re — 0,1 +6), x 554,
with & > 0 small enough so that the boundary hypersurfaces
Re, X {re =6} x S35, Ry, x{rc+6} x 55 ,
are spacelike and with f chosen as in Remark 1.1 so that the hypersurfaces
{te=c} x (re = 8,rc+6)r x 55 4

are spacelike, for all ¢ € R.
e Let A be a smooth complex valued function on M, such that

Oy, A=09;,A=0.
We let P be the linear wave operator given by
P=0+A.
For any subset U C M,, we use the notation C*°(U) and C¥(U) for the smooth

and real analytic complex functions on U, respectively.

1.2.1. Quasinormal modes. One of the main novelties in this paper is a new defini-
tion of quasinormal modes. More precisely, we define the quasinormal modes with
respect to a different Killing vector field than in previous literature. As mentioned
above, there is a unique rg € (r¢,r.) such that

w(ro) = 0.
Definition 1.3 (Quasinormal mode). A complex function
u € C®(M,)

is called a quasinormal mode, with quasinormal mode frequency o € C, if

a .
(8,5* + W&m) U= —iou
and
Pu=0.

Quasinormal modes and mode frequencies are also called resonant states and reso-
nances.

This certain choice of r( is important in order to get a Fredholm theory for the
induced mode equation, which applies in the full subextremal range.
Remark 1.4. We can write any quasinormal mode as
—iots

u=-e Ve,

where

(at* + a@) vy = 0.

T3 + a?

Our first main result is the following:
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Theorem 1.5 (Discrete set of quasinormal modes).
Let (M., g«) and P be as in Assumption 1.2. Then there is a discrete set of quasi-
normal mode frequencies. More precisely, there is a discrete set A C C such that

ce A
if and only if there is a quasinormal mode
u € C(M,)

with frequency o. Moreover, for each o € A, the space of quasinormal modes is
finite dimensional. If the coefficients of P are real analytic, then the quasinormal
modes are real analytic.

The discrete set of quasinormal modes on the Kerr-de Sitter spacetime is analo-
gous to eigenfunctions of an elliptic operator on e.g. a compact manifold without
boundary. The quasinormal mode frequencies are analogous to the corresponding
eigenvalues. Just as eigenvalues and eigenfunctions depend on the operator, i.e. gen-
erally change when the coefficients change, the quasinormal modes and frequencies
of course also depend on the operator.

This theorem is proved in Section 2 by showing that o € A is equivalent to the
lack of invertibility of a certain Fredholm operator P,. Since P, depends analyti-
cally on o in the appropriate sense, the analytic Fredholm theorem guarantees the
discreteness of A.

A difference between the eigenfunctions and eigenvalues of elliptic self-adjoint
operators and the present case is that the meromorphic family P, ! can have higher
order poles, though they are finite rank. These Laurent coefficients then give rise
to generalized quasinormal modes which play a role in the asymptotic expansion of
solutions of wave equations below.

While the Killing vector field in the definition of quasinormal modes may seem
curious, and thus the condition on v, in Remark 1.4 odd, one way to think about
this, and indeed this is how the proof proceeds in Section 2, is to change coordinates,
namely replace ¢, by ¥, = ¢, — ngrLaQt*, while keeping ¢, unchanged (but call it 7, =
t. for clarity). In the new coordinates, the quasinormal modes are functions of the
new ‘spatial’ variables, r, 0, 1., i.e. are annihilated by 0,,. One can think of this step
as a refinement of the earlier coordinate changes (namely the introduction of ¢, ¢,
in place of ¢, ¢) that were necessitated by the horizons. While the metric is already
well-behaved after those coordinate changes, thus the wave operator has smooth
coefficients and is non-degenerate, the solvability theory for non-elliptic operators
is much more intricate than for elliptic operators, and this further refinement plays
a key role in the analysis.

1.2.2. Asymptotic expansion. Our second main result concerns the behavior of so-
lutions to the wave equation. For the statement of this, we use the standard Sobolev
spaces based on the cylindrical geometry of M,, i.e. use the vector fields d;,, 0, and
vector fields on the sphere. For instance, considering (r. — §, 7. + §), X 537% - Ri
as spherical coordinates, for non-negative integers s we simply have

lullFe =D 107,05 ullZ2(ar. ag.)-
J+IBI<s
Here the bar over H corresponds to Hormander’s notation for extendible distri-
butions, see [Hor07]. We remark that if one compactifies M, via replacing ¢, by
T, = e~ adding T, = 0 as an ideal boundary, then these spaces are Melrose’s
b-Sobolev spaces, see [Mel93], which is how the result was phrased in [Vasl3].
Changing to the variables (7, 1) leaves this definition unchanged, up to equiva-
lence of norms, i.e. we could equally well write, with (r. — d,7. +9), x S, C R?
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being spherical coordinates,
lulZe = D" 102 02ulZ2ar. ag. -
J+lBI<s

We then have the following:

Theorem 1.6 (The asymptotic expansion of waves).
Let (My,g«) and P be as in Assumption 1.2 and let tg € R. There are C,6 > 0
such that for 0 < e < C and

1
s> 3 + P,
where f3 is defined in (12), any solution to
Pu=f

with f € e~ Hs~9(M,) and with supp(u) Usupp(f) C {t. > to} has an asymp-
totic expansion

N kj
u— Z Z themiitp € e H*(M,),
j=1k=0
where o1,...,0n are the (finitely many) quasinormal mode frequencies with

Imo; > —¢

and k; is their multiplicity, and where e~ v, are the C* (generalized) quasi-
normal modes with frequency o; which are real analytic if the coefficients of P are
such.

Theorem 1.6 implies that we always have decay apart from finitely many terms.
Moreover, decay for all solutions u is equivalent to proving that

Im (o) < 0,

for all 0 € A. On the other hand, decay for all solutions to the zero resonance
amounts to proving that for all ¢ € A\ {0}, Im(0) < 0, and ¢ = 0 is simple
(with thus no generalized quasinormal modes). This is what is commonly known
as mode stability for the operator P, which in general will depend strongly on the
lower order terms. For this, only the relatively simple case of |a| small is known, see
Dyatlov’s paper [Dyall]: for the wave operator, if a = 0, this (in the second sense,
corresponding to decay to constants) can be shown explicitly, and if |a| is small,
it follows by perturbation stability of the Fredholm setup; for the Klein-Gordon
operator of small positive mass parameter the first (full decay) statement holds for
small |a|. We remark that recently mode stability was extended to a larger range
of parameters by Casals and Texeira da Costa [CTdC22].

1.2.3. Quasilinear wave equations. In fact, our results immediately make the meth-
ods of [HV16] on solving quasilinear equations applicable in the extended range of
parameters. That paper uses the compactification M, of M, by adding e~** as
a boundary defining function, mentioned above, to define the b-Sobolev spaces
(which we here write as H, following the discussion above), and b-differential op-
erators Diff},; here we merely state a simplified result as an illustration. Using
(t«,y) as above, du = (0, u,dyu), for each p = (t.,y) we have an inner product
gp(u(p),du(p)) on T, M, where g, : R® TyM — SQT;M depends smoothly, up to
the boundaries r = r. — d, r = 1. + 4, on p via y (or indeed via (z,e~ 7)), and we
consider the quasilinear wave equation

|]g(u,du)u = f + q(uv du)
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for real-valued u, with ¢ being a polynomial in w, 0y, u, Oyu with vanishing zeroth
and first order terms, and with real coefficients that are smooth functions of y (or
again (z,e”")). The weighted version of the Sobolev spaces is simply H* given
by u € H*® if e***u € H®. For instance, Theorem 4 of [HV16], in a simplified
form (corresponding to Theorems 1 and 2 there) but with an extended range of
parameters becomes:

Theorem 1.7 (cf. Theorems 4 and 1 of [HV16]).
Let (M., g.) be a subextremal Kerr-de Sitter spacetime, and consider Lyu,du)y =
Og(u,au) with g(0,0) = g.. Suppose further that Lo = L,y is such that Lo has a
simple resonance at 0 (i.e. the associated Fredholm operator’s inverse has a simple
pole), with resonant states spanned by constants, and no other resonances in Imo >
0, i.e. that mode stability in the second sense holds. Suppose that q(ug,dug) = 0
for ug a constant. Let s € R.

Then, with d = 12, for a > 0 sufficiently small: If f € H*® is real valued with
a sufficiently small H?*%“-norm (depending on s), then the equation Ly(u,duyv =
f+q(u,du) has a unique, smooth in M., real valued, global forward solution of the
form u =wug + 1, & € H>, ug = cx, ¢ a constant, x € C¥(M,) identically 1 for
t. large.

2. THE FREDHOLM SETUP

The goal of this section is to prove Theorem 1.5. This generalizes [Vas13] by

removing the assumption
Aa?\’
<1 - T“) > 9Am2, (9)

which was required in [Vasl3]. In fact, (9) was stated in [Vasl3, (6.13)] as the
equivalent condition

ro € (revre), W(ro)=0 = a® < u(ro),

i.e. that the maximum point of p in the domain of outer communication is larger
than a?. This will not be necessary in the analysis we present below. Vasy consid-
ered in [Vas13] the operator

Pou = ¢t p (efwt*u) ,
for o € C, where t, is as above (or a slight modification with similar properties),
and u only depends on the remaining coordinates (¢.,r,60). This corresponds to
the condition
8t*u =0.
One may therefore consider P, as a linear second order differential operator
P, : C*®(L,) = C>®(L,),

where
Ly :={t. =0} X (re = §,rc +0)r X S5 C M.

In [Vas13] it was shown that P, is a Fredholm operator between appropriate Sobolev
spaces, assuming (9). If (9) is violated, the Fredholm theory of [Vas13] does not
apply to P,. The main reason for this is that there are trapped bicharacteristics
of P, in T*(L. N M) if a is too large. This is closely related to the fact that
the ergoregions of the event horizon and cosmological horizon intersect for large a.
In order to avoid this, we will construct another operator P,, which has similar
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properties in the full subextremal range as P, has for a satisfying (9). For this, we
first introduce a new coordinate system (7,7, ., ), where

T
(5)= (o e 10

with 79 € (7¢,7c) being uniquely defined by

p'(ro) = 0.
Note that
a
0., =0, ———=0¢., Oy, =0
* b+ T(2) T+ a2 P (I b

are both Killing vector fields, since a and ry are constant. A better choice than 150
is to consider the operator

Pgu = €iGT*P (efia‘r*u) _ eiat*P (efiat*u) ,

where u only depends on coordinates (1., r,0), i.e.

a
8T*u = (at* + Wad)*) u = 0. (11)

Even though 7. = t., we get a quite different induced operator P, on the modes,
assuming 0, u = 0 instead of 0;,u = 0. We conclude that

P, : C®(Ly) = C*™(Ly)
is a linear differential operator of second order, where we note that indeed
L.={r =0} x(re = d,1c+0), X S?b*ﬂ'

The key difference to P, is that the there are no trapped bicharacteristics of P, in
T*(L. N M) for any parameters in the subextremal range, see Lemma 2.4 below.
This will be used to prove that P, is a Fredholm operator between appropriate
spaces, which is the main step in proving Theorem 1.5. In order to formulate the
Fredholm statement, define 3., 5. € R as
r? + a?

Aa?
/ |7‘:T€/C :

=322 (1+ —
ﬁe/c ( + 3 ) 0

Since p/(re) > 0 and p'(rc) < 0, we note that 3./, > 0. For each s € R, we use the
notation

H® = H° (L),

for the extendible Sobolev distributions on L., in the sense of Hérmander [H6r07).
We will prove the following modification of [Vas13, Theorem 1.1], which holds in
the full subextremal range:

Theorem 2.1. Define
B = max(ﬁe, Bc) >0 (12)

and let s > The operator

1
5
P,:{uc H* | P,uc H* '}y — A}
is an analytic family of Fredholm operator of index 0 for all o € C such that
1—-2s
20

Imo >

Moreover, P, is invertible for Imo > 1.
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The proof of this theorem follows from the Fredholm framework for non-elliptic
operators, developed in [Vas13], once we have established the necessary results for
the bicharacteristics, described above. We begin by studying the bicharacteristics
in the domain of outer communication M and it will be convenient to do the
computations in a modification of the Boyer-Lindquist coordinates (¢,r, ¢,0). We
define these new coordinates analogous to (10) as

T\ t
(0) = (o smt)

a a
0 =0+ 5——=0s= 0. + 5——0 = 0;.|um,
t+r3+a2 % <t*+r§+a2 ¢*>|M Y

Since

we may identify the restriction of P, to L, N M with the operator

efiaTP (eio"ru)
where u € C*°(M), such that

O-u = 0.
We may therefore identify P,|r,na with the linear the second order differential
operator

P, : C*(L) — C*(L),
where
L:={7=0} X (re,7¢)r X Si,e-

In the new coordinates, the dual metric G is given by

(r* + a* cos*(0))G = u(r)d? + c(0)0;
b2 o r2 + a? cos?(0) )2
-7 0o, o=z P Ay
+ (0)sm2(0) (asm (0)0r + hp
b2 9 9 r3 —r? ?
) ((7’ +a“)0; Jrairo . 8¢> .

The principal symbol p, of P, is thus given by
(r* + a® cos* () )ps (€)

= ()& + c(0)&F +

b (r3 + a® cos?(0))? B aQM )
(r2 4+ a?)? ( c(6) sin?(6) 1(r) ) & (13)

Since the bicharacteristic flow is invariant under conformal rescaling, it suffices to
consider

Ao := (r* + a* cos?(0))p,.
Lemma 2.2 (No characteristic set at 79). We have
Char(P,) C {r #ro}.

Proof. Assume that there is a point in the characteristic set with r = ry. Then

b2 (r2 + a® cos?(0))
(rg +a?)?  ¢(0)sin?(9)
and since p(rg) > 0, this is a sum of positive terms and hence

& =8 =2E& =0.

This proves the lemma. ([

2
0=do(&)|r=r, = U(TO)&% + c(9>§g + 53)7
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Remark 2.3 (Ergoregions). One way of interpreting the above lemma is that 9, is
timelike at ro. Hence the ergoregions of the event horizon and cosmological horizon,
with respect to J;, are disjoint. It is easy to see that this is not the case for 9; in
general; the ergoregions may well intersect in that case.

Lemma 2.4 (No trapping). For each € > 0, all bicharacteristcs of P, in L leave
the region

(re +e,7c—€)p X Si,@
both to the future and past.

Proof. The Hamiltonian vector field is given by

3
Z a&]qa ajqo')afj

We claim that

<0, ifr.<r<rg,

: (14)
>0, ifrg<r<re,

Hyr=0 = Hidr{

in the characteristic set. Assume therefore that

0=Hg,7r = 0¢,qo = 2&-p(1).

Since u(r) > 0 for all r € (re,r.), we conclude that & = 0. At such points, the
second derivative is given by

H, rle=0 = 2 (H, &g, =) u(r)

=-2 (&"QULETZO) ,LL(T)

_ b? 2 (T(2) - T2)2 2

BRCETET O

_y a?b?  p(r)or(rg —r?)? — p/(r)(r2 — r?)? e
R e 4

Now, with our choice of rg, we note that
, >0, re<r<ro,
pw(r)
<0, rp<r<re,

and

<0, re<r<r
&«(7’377’2)2 ) e 0,
>0, ro<r<re.

Finally, (rZ —r2)2 > 0 for 7 € (re,7.)\{ro} and u(r) > 0 for all r € (r.,7.), proving
(14). We may use this to define an escape function

£ = (3C(T_”))2HOl r
for any C' > 0 and note that
H, &= Cr=ro)* (20(7“ —70) (anr)2 + Hégr) .

Since the characteristic set is disjoint from {r = ¢} and by (14), we can choose C
large enough so that Hy & is everywhere non-vanishing and has the same sign as
r —rg. Hence &£ gives an escape function for the bicharacteristics of q, in L, which
finishes the proof. (I
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We now improve on Lemma 2.4 by including the precise behavior at and beyond
the horizons. By Assumption 1.2, the hypersurface L. is spacelike, which means
that dt. is a future pointing timelike one-form everywhere along L. All elements
of the characteristic set of P are lightlike, so we can use this fact to divide the
characteristic set of P into two disjoint sets. Moreover, since there is a natural
embedding

Char(P,) C Char(P),
we may divide the characteristic set of P, as
Char(P,) =X, UX_,
where
Y1 = {€ € Char(P,) | £G.(dt,, &) > 0},
where G, is the dual metric induced by g., defined in (6). Note that indeed

YiNn¥_ =0,
hence ¥4 and ¥_ are invariant under the bicharacteristic flow.

Lemma 2.5. Fach bicharacteristic of P, in 3 either starts at fiber infinity of
N*{r=r.}N{& > 0}
and ends at r =71, — 0 or starts at the fiber infinity of
N{r=r.jn{, <0}
and ends at v = r. + . The reverse behavior holds for X_. Moreover, the fiber
infinity of
N*{r=r.}N{x& >0} and N*{r =r.} N{FE& > 0}

are generalized normal source/sink manifolds of the bicharacteristic flow, respec-
tively, in the sense of [Vasl3].

Proof. This actually follows from the semiclassical considerations in [Vas13], since in
a large parameter sense (the relationship between large parameter and semiclassical
frameworks being discussed in Section 2.1 there) our new choice of ¥, amounts to a
new choice of the ‘classical hyperplane’ o = 0 relative to the choice in [Vasl3] (the
classical hyperplane in [Vasl3] corresponds to the choice o + Tg‘i—agw* = 0 in the

notation of this paper), but at the normal source/sink manifolds, &, = 0, so these
lie at the same location, and the normal source/sink manifold being such even in
the large parameter sense for the old choice (which is equivalent to the semiclassical
considerations there) implies the same property for our new choice. However, for
the convenience of the reader we give a direct argument.

In order to study the characteristic set of P, near the horizons, we need to work
in the coordinate system (7,7, s, 6), defined in (10). The dual metric in these
coordinates is given by

(1% + a® cos*())G.
2 _ .2
_ 2_o9 2 2 o — T
r0f = 20£0) (07 + 0. + a3 050, )0,
73 + a’ cos?(0) 5 2
8 +a? v

b2
() sin*(0)
1— f(r)? rd —r? 2
2 2 2, 0 _
) (r Jra)a*JrarngaQ&b*
The principal symbol p, of P, is thus given by

(r* + a® cos®(0) )po (&)

+ c(0)9F + (a sin?(0)0,, +
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2 2
T — T
2 2
o +a

b? 8 + a? cos?(0) 27 o1 — f(r)? ( 7’87"2)2 5
N <c(9) sin?() < 78 + a? ) b w(r) arg + a? S
(15)

As before, since the bicharacteristic flow is invariant under conformal rescaling, it
suffices to consider

= M(T)gz — 2abf(r) Ep.&r + 0(9)53

Ao := (r* + a* cos?(0))p,.
By Lemma 2.2, there are no bicharacteristics crossing r = r¢. In this proof, we
therefore only study the bicharacteristics where r < rg, as the case r > 7 is
similar. Since
G (dT, dr)|7“:re =0
and
dt,. = dr,
we have
G (dty, dr)|p=r, = Gu(dTy,dr)|p=r, = b(r? 4+ a®) > 0.
This means in particular that —dr|,—,, is a future pointing lightlike one-form, so
it can be used to characterize ¥+ N {r = r.}. For any & € Char(P,) N {r =r.}, it
follows that £ € ¥4 N {r =r.} if and only if

+G, (dt,, ©)|r—r, > 0,

which is equivalent to
+G(—dr,&)|p=r, >0

or

§|T:Te = €Td/r|7':7'e)
with £&,|,—,, > 0. We now compute the Hamiltonian vector field applied to the
function r at the event horizon:

3

an/r|7':7'e = Z ((aﬁjqa)aj - (ajqU)afj) T|T:re

j=1
rg — 12 (16)
3 + a? &
= —G(=dr,{)[r=r..

We conclude that all bicharacteristics in ¥4 crossing the event horizon enter the
black hole region, where r < 7, and all bicharacteristics in ¥_ crossing the event
horizon enter the domain of outer communication, where r € (r.,r.). In particular,
no bicharacteristic can pass the event horizon twice. On the other hand, Lemma
2.4 implies that each bicharacteristic in ¥4 in the domain of outer communication
turns in the past/future and approaches the event horizon r = r..

It remains to show that the fiber infinity of

N*{r=rc}n{£&{ > 0}

is a generalized normal source/sink of the bicharacteristic flow, in the sense of
[Vas13]. Let us first check that N*{r = r.} is the largest subset of

Char(P,) N {r =r.},

which is invariant under the bicharacteristic flow. Indeed, equation (16) shows that
the Hamiltonian vector field is transversal unless &, = 0. But if &, = 0, then
equation (15) implies that & = 0 and hence

Ee N {r=re}.

= 2ab

=T,
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Restricting the Hamiltonian vector field to the conormal bundle, we get
r2 2
& Hy, N fr=r.} = QGbﬁ(%* — W (re)&rOk, -
Since p/(re) > 0, this shows that the fiber infinity of
N {r=r.}N{x& >0}

is a generalized source/sink of the bicharacteristic flow, in the sense of [Vas13]. We
finally need to check that it indeed is a normal source/sink in the generalized sense
of [Vasl3]. This is to say that for a suitable (local) quadratic defining function pg
for N*{r = r.} in the characteristic set of P,, modulo cubicly vanishing terms at
N*{r =r.}, there is a function 8; > 0 such that

& Hy, po — Bipo >0

near N*{r = r.}. We can for example take py to be a multiple of the (modified)
Carter constant, i.e.

L ) b2 r3 + a? cos®(0) 2 5
Poi=&; (c(9>§9 * () sin?(0) ( T3 + a? ) S )

Note that
Hy,&2po = {40, & 0}

2 _ .2 1—f 2 2 .2\ ?2
= {‘u(r)fg — 2abf(7’)%§w*fr —v? ’u(r()r) <arg r >

b2 (7’8 + a? cos?(0)
() sin?(0) g + a?

()& +

2
) gi*} {200, €2p0)
= 0,

since the second Poisson bracket vanishes trivially and the first Poisson bracket
vanishes because the first factor only depends on (7, &, &y, ) and the second factor
only depends on (6, &g, £y«). We deduce that

& "Hy, po = &rpoHy, &2 = =262 (Hy, &) po,
so 1 = —2672(Hy, ). At N*{r =r.}, we have
Br =2 (re),
which is positive as desired. We have thus shown that the fiber infinity in
N*{r=r.}N{x& >0}
is a normal source/sink in the generalized sense of [Vas13]. This concludes the

proof, since the behavior near r = r, is studied analogously. (]

Proof of Theorem 2.1. By Lemma 2.5, the dynamics of the bicharacteristics at and
beyond the horizons HF N L, and HF N L. is precisely the same as in [Vasl3,
Section 6.1], i.e. the analysis for P, in our setup is similar to the analysis for B,
there. The proof of Theorem 2.1 therefore follows the same lines as the proof of
[Vasl13, Thm. 1.4]. O

Proof of Theorem 1.5. Since P, is invertible for Im o > 1, analytic Fredholm the-
ory implies that P, has a meromorphic extension to the open set

1-2
QSZ{IIHO'> 268}.
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In particular, P, is invertible everywhere in 25 apart form a discrete set. Moreover,
since P, has index zero, P, is invertible if and only if the kernel of P, is trivial.

Since
c={JQ.,
seR
we conclude that ker(P,) is non-trivial precisely on a discrete set A C C. Following
the arguments in the proof of [PV, Theorem 1.2] line by line, using Theorem 2.1 in
place of the [Vas13, Theorem 1.1], it follows that smooth elements in ker(P,) are
real analytic if the coefficients of P are real analytic. O

Remark 2.6. We recall that [PV] proves the real analyticity of the quasinormal
modes by using yet another Killing vector field, or rather two, one each for the
two horizons, with respect to which the Fourier transformed wave operator is of
Keldysh type, so has a similar structure to that of the Schwarzschild-de Sitter
spacetime relative to the standard d;,. (The Killing vector fields we use are lightlike
at the horizon under study.) Hence, after this reduction, the real analyticity result
of Galkowski and Zworski [GZ21] can be used in a local manner at each horizon.
Then the mode analyticity with respect to any other Killing vector field which gives
rise to a global Fredholm theory, such as ours presently, is deduced by decomposing
the quasinormal modes into eigenmodes relative to the vector field dy,, each of
which is a quasinormal mode relative to the horizon Killing vector fields as well.

3. NORMALLY HYPERBOLIC TRAPPING

The goal of this section is to prove Theorem 1.6. This generalizes [Vas13] by
removing the assumption
V3

ol < Lom, (7)

which was required in [Vasl3, (6.27)]. In the previous section, we studied the mode
operator and showed in particular that the bicharacteristics of that operator are
non-trapped. As is well-known, there are trapped bicharacteristics for the full wave
operator, i.e. trapped lightlike geodesics.

In order to apply the semi-classical or high energy estimates from [Vasl3], we
need to prove certain properties of the trapping in the domain of outer communi-
cation. More precisely, we need to show that the trapping is normally hyperbolic.
This was done in [Vas13] assuming (17). In this section, we prove that the analo-
gous results hold for the full subextremal range. Since we only work in the domain
of outer communication, it is convenient to work in Boyer-Lindquist coordinates
(t,r, ¢,6) with dual variables (&;,&,£4,89). We let p denote the principal symbol
of the wave operator P.

Remark 3.1. Since d; and 0, are Killing vector fields, it follows that & and &g
are constant along the Hamiltonian flow with respect to p.

Theorem 3.2 (Trapping in the subextremal Kerr-de Sitter spacetimes). For any
(&, &5) € R®\{(0,0)}, define the function

F(r) = % ((r2 +a®)& + a§¢)2 .

(a) Either
e F wvanishes at r =1, or 1. and F and has no critical point in (re,rc),
or
e F has precisely one critical point re, ¢, € (re,rc) and F” (re, ¢,) > 0.
(b) F is positive on the characteristic set in M.
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(c) The trapped set in M is
I'= U Fftquﬂ
(€::€0)€R?\{(0,0)}
where
Fftaf¢ = {fr =0,r = 7“5“5(#} n Char(P).

(d) T is a smooth connected 5-dimensional submanifold of T*M , with defining

functions &, 7 — 1¢, ¢, and p.
(e) The linearization of the bicharacteristic flow at T is given by

H (T - rﬁ"g‘ﬁ) = 1 ( 0 2M(T5taf¢)) (T - Tft1£¢)
AN (2 o T a2cos?(0)) \B*F"(re,e,) O ¢

+O((r—ree,)’ +6)

In particular, the trapping in the domain of outer communication in any subextremal
Kerr-de Sitter spacetime is normally hyperbolic trapping in the sense of [WZ11].
The stable (s,—) and unstable (u,+) manifolds are the smooth manifolds given by

F(r) — F(re, ¢,)
1

/s = ¢, = +sgn(r — T&@P)b\/ N Char(P).

The main computation in the proof is the following:
Proposition 3.3. We have
h(r) = 2p0, (rp’ — 4p) — p'(rp” — 4p) <0,
for allr € (re,7e).

We postpone the proof of the Proposition 3.3, as it will take up a significant
amount of this section.

Proof of Theorem 3.2, assuming Proposition 3.3. We begin by proving claim (a).
If & = 0, then the claim is clearly true with r¢, ¢, = ro, we may therefore assume
that & # 0. We now consider critical points of F in (re,r.). Defining

fr) = ((r* + a®)& + aly) 1 — 4r&up

we note that
(r* + a*)& + ay

F'(r) = — 2 f(r),
which vanishes if either
(r* +a*)& +aly =0 (18)
or
f(r)=0. (19)

for some r € (re,r.). We claim that all critical points of F in (r.,r.) are local
strict minima. Note first that since —4r&u(r) # 0, for all r € (r.,r.), there is no
critical point of F satisfying both (18) and (19) simultaneously. Any critical point
r € (re,rc) of F, satisfying (18), satisfies

27"515
,LLQ

242
r
(—argp) = 8L >,
1
and is therefore a local strict minima. It thus remains to study the case (19), which

is equivalent to

F'(r) =

Arpy

/ 3

(r? +a*)& +aly =



WAVE EQUATIONS IN THE SUBEXTREMAL KERR-DE SITTER SPACETIME 17

since p’ # 0 at the roots of f, since —4&u # 0. At such points, we compute that
f(r) = u"(r) ((7" +a )ft +aky) + 2rp (1)& — Ap(r)& — drp' (r)&;

— & ()2~ au) - 20 ()

= ) (2m( i (r) = 2u(r) (r) — ri’ (r)?)

- j(;ﬁ) (214()B (rt () — (7)) — 1 (1) (i () — 4u(r)))
T

G

where h was defined in Proposition 3.3. It follows that all critical points of F|,
satisfying (19), satisfy
(r* 4+ a®)& + aéy . £
> fi(r) = =8r

I oy
by Proposition 3.3. We conclude that all critical points r € (re,r.) of F are local
strict minima. Now, if (r? + a?)& + af, vanishes precisely at r = r. or 7., then
F — oo at the other end point of [r., 7] and it follows that F' cannot have critical
points for they would all be local strict minima. In the remaining case, F' — oo
as r — r. and r. and we conclude that there is a unique strict minimum re, ¢, €
(re,7c). This proves claim (a).

We continue by proving claim (b), i.e. that

(r? +a®)& +afy #0

in the characteristic set. The principal symbol p of P is given by
2

() sin®(0)

(1 + a*)& +a§¢) .

F'(r)=— h(r) >0,

2

(r* + a® cos®(0))p(€) = p(r)&7 + ()& + (asin?(0)& + &)

p(r)

Assume there is a point in the characteristic set satisfying (r? + a?)& + a&y = 0,
then

asin?(0)¢ +&, =0
and we get a solution to the linear equation

r4+a® a\ (&) 0
asin?(0) 1) \&)
and the determinant of the matrix is

r? 4 a? cos*(#) > 0.

This implies that & = £, = 0, which in turn implies that &, = & = 0.

Let us now show claim (c). For this, recall first that Char(P) is invariant under
H,,. Since the bicharacteristic flow is invariant under conformal changes, let us for
simplicity study

a(§) = (r* + a” cos*(0))p(¢)
= p(r)&; +e(0)& +

2

() sm?(0) (asin®(0)& + &)

2

b 9 9 2
el ((r* 4+ a®)& + aky)
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Since Hq&: = Hq&p = 0, it follows that Hqre, ¢, = 0 and we use this to compute

Hq(T - TEtqub) - 2M(T)§T7 (20)
b2
Hq&“ = —0r (Mfg - W ((7”2 + a2)€t + a£¢)2)
= /& +V°F'(r). (21)

Evaluating these at I', both expressions vanish and it follows that I" is invariant
under Hy. We claim that
2 2 2
€ ¢ I, Hy (T - rﬁtfqb) |I =0 = (Hq) (T - r&t,&p) |Z > 0. (22)

To prove this, assume that

0=Hq(r— 7’&@)2 le =2 (r —re, c,) Hyrle,

which implies that either r = r¢, ¢, or Hyr = 0 at x. We compute

(Ho)” (r —reve,)” o = 2 (Hgr)? o + 2 (r — 76,6, (H)” 7o

Now, if 7|, = r¢, ¢,, We see that

2
(Hq)2 (T - Tft-,fap) le =2 (qu)z l= >0

and it vanishes if and only if Hqr|, = 0, in which case &|, = 0 and hence z € T
Similarly, if instead Hqr|, = 0, then &.|; = 0 and we conclude that

(Ho)> (r —rere,) o = 2 (r —7e.¢,) (Hy)* rla
=4 (r—re.e,) p(r)b*F'(r)]2.

Recalling that © — r¢, ¢, and F’(r) have the same sign, we conclude that this is
positive unless 7 = r¢, ¢,, in which case x € I'. This proves claim (22). For any
C > 0, we define the function

2
E = ec(r_rit,&p) Hq (T —_ 74&,54))2 X

We get

o = 0" (0 (B (- rece)?) + ) ().

which by (22) is positive precisely away from I if C'is large enough. Thus & provides
a globally defined escape function which grows along each bicharacteristic not in I'
and vanishes identically at I'. Note that £ is also an escape function in the case
when (r? + a?)&; + a&, vanishes at r. or r., by substituting T¢, £, in the expression
for £ with that point. This proves in particular that I' is precisely the trapped set
in M, which is claim (c).

For claim (d), we need to prove that

d (T - 7’&,54;) , d&- and dp
are linearly independent at I'. This follows by noting that
0 19)8) 1
dp(=)lr==jr=—"=—— (W —V*F)|r =0.
P <0r> e 6r|F r2 + a? cos? () (H & ) e

Finally, the linearization claim in (e) follows immediately from (20) and (21) by
Taylor expanding F’ around r = r¢, ¢, .

The full stable and unstable submanifolds then are given as in Dyatlov’s paper
[Dyal5a, Proposition 3.5]. By equation (21), we note that

Hq (uff — b (F - F (Wm&»))) =0,
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which shows that the flow of Hy leaves ['“/# invariant. Moreover, note that
r=r“nre.

The defining functions for T'*/* are

F(r) — F(re.g,)
I

& Fsgn(r — T&@P)b\/ and p,

and since dp(9¢, )|r = 0, it follows that I'*/* are smooth submanifolds of Char(P)
near I'. A simple rewriting taking into account the eigenvectors of the linearization,
or indeed the sign of the escape function &£, namely negative on the stable (so
sgn, = —sgn(r —r¢, ¢,) there), positive on the unstable manifold (so sgn¢, =
sgn(r —r¢, ¢,) there), gives the conclusion. O

In order to prove Proposition 3.3, we need the following two lemmas. The first
one gives three useful ways of rewriting h:

Lemma 3.4. We have

1 4a?
hr) = —=(rp' —4p)® — 4p (3m - i) (23)
r r
4 2 3 Aa? 2 2 2
=4Amr* — 4b°r° + 12m 1—T r° —12m°r + 4ma (24)
3
47t 5 4a2 e Aa?\ > m
3 r 3 1— Aéﬁ
(25)
a? 1
+ 4m3 <_2 - Aa? ) ’
m? 1 - Ag
for all r € R.

Remark 3.5. Note that the discriminant condition (2) ensures that

1 AaQ>O
3 )

hence the expressions in the lemma make sense.

Proof. Note that

AQ
ru’ —4p=—2 (1%) r? 4 6mr — 4a?,

2
Op(rp — 4p) = —4 (1 — ATG) r+6m

2 8a?
== (rp/ —4p) — 6m + =
r r
Inserting this gives

! I I 2 I 80/2 ! I
200 (rp’ — 4p) — p'(rp’ — 4p) = 2p | — (rp’ = dp) = 6m + —— | — (v’ — 4p)

r

4 4a*

1 4a?
(ri — 4p)* —4p (3m - i) ,
,

r
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proving identity (23). The identity (24) now follows by

r

I
|
S =
/T\
[\
7 N
—
|
w‘g
()
N~
=
(V)
+
CSD =
3
|
S
Q
[ )
"
(V]

Art Aa?\ 9 4a>
—A4|-——+|1——— )" —2mr+a 3m — —
3 3 T

Aa?\? 16a*
—4(1—%) r3 — 36m2r — a4

r

Aa? Aa?
+ 24m (1—7“) r2 — 16 (1— T“) a®r + 48ma?

A 2
+ 4Amrt — 12m (1 — Ta) r? + 24m2r — 12ma?

2

A 16a*
416 (1 — T“) a?r — 32ma? + —2

r

16Aa?

Aa?\? Aa?
= 4Amr* — 4 <1+ Ta) r3+12m (1 Ta) r? —12m®r 4+ 4ma?,
as claimed. Finally, the identity (25) follows by
Aa2\? Aa?
AAmrt — 4 <1 + Ta) 3+ 12m (1 — Ta) r? — 12m?r 4+ 4ma®
Aa2\? Aa2\?
:4Amr4—4<1—|—?a) r3+4<1_Ta) 3

Aa?\? Aa? 4m3
—4(1——“) r3+12m(1——a)r2—12m2r+%
3 3 1—Ag
2
5[ @ 1
+4m (W—W>
3
3
4Ar4<3 42) 4(1 Aa2>2< m
= L a B R Vel
3 T 3 1-7
a? 1
+4m3<_2_7Aa2 :
me o 1- 55

O

Lemma 3.6. Given a € R and m > 0, there is a (potentially empty) interval
(Ao, A1) such that a,m and A > 0 satisfy the discriminant condition (2) if and

only if
A e (Ao, Al),

i which case we have
a? - 9 1
m2 81— A§2 '

If |a| > m, then Ao > 0.

Proof. Writing v := AT“2, the discriminant condition (2) becomes

(12 m2
*(HWW +36(1 =77+ (1 —7)° — 27y >0.

(26)
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We introduce
Y . m

- T @y
Multiplying with m’ and using that

a2
,YQ ,YQ
(L)' = (=) +47)° = —5 + 8 +16+7,
we note that (2) is equivalent to
2
L (—1— 80— 1607 + 36va + a — 27va?) > 0

which in turn is equivalent to
—16v* + (—27a* + 36 — 8)v — 1+ a > 0.
Since this is a quadratic expression in v and since

0,1)3y—v

is injective, this proves the first assertion by Remark 3.5. The discriminant of the

quadratic expression in v is
a(9a — 8)3,

which is positive if and only if (26) is satisfied. Finally, in case |a] > m, equation

(2) implies that A = 0 is not allowed, proving the last assertion.

Remark 3.7. The case of Reissner-Nordstrom-de Sitter spacetimes gives rise to

21

O

a very similar subextremality condition, which was explicitly analyzed in [Hinl8,

Proposition 3.2], following [KI04].
Proof of Proposition 3.3.

Step 1: The case when r € (%,rc) N (re,7re). This is immediate from (23), by

3

noting that
2

4
3mf%>0, p(r) >0,

in the interval.
Step 2: The case when 1L2 > 2. Since

1-4Ag2 = m
4Ar3 Aa?
p(r)=— ST +2<1—>7’ 2m,
we know that
p'(r) <0,

for all

Since we know that
r— <0<ro<re<re,
and
w(0) = a? >0,

it follows that
m

_ Aa?”
1 3

Te >

The proof in this case is completed by combining this with (25) and Step 1.

Step 3: The remaining case. We are left with proving the statement when

1 a?

17Aa2 <m2’
3
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c 4a?
r Tey,— | -
3am

The assertion in Proposition 3.3 is the negativity of

h(r) = 2uf' — u'f.

2
fr)y=ry —4p= -2 <<1 - ATG> r? 3mr+2a2) .

By Lemma 3.6, we need to check the condition in an interval A € (Ag, A1), where

Ao > 0.

where

We first claim that h(r) decreases with increasing A for all r € (re, %) Differen-
tiating h with respect to A, using equation (24), gives
0 8 2 2q? 2
—h(r) = 4mr* — —a®br® — 4ma®r? = 4m3r? (L) B LA ,
oA 3 m
which is negative for all r € (11, r2), where
T2 a®b a*t?  a?
m  3m?2 9mt  m?’
The claim is proven if we can show that (r1,72) C (r¢, 7). Since
ry <0< re,

it remains to show that

which is equivalent to

a* 1+Aa2 2+ a? >4a27a2b 3—A§2 5
- = a
9m4 3 m2 = 3m? 3m2 7

which in turn is equivalent to

a? Aa?\? Aa?\?\ @t
Z > 322 ) (1422 i
m2 ( 3 ) < + 3 > 9m4

Aa? a*
1—— ) —.
5 ( 3 ) 9m?

This inequality is equivalent to (26), so the proof of the claim is complete.

]

It therefore suffices to prove the negativity of h(r) for all r € (Te, %ﬂ, in the

limit when A = Ag. By definition of Ay, p has at least a double root when A = Aq.
Since 11(0) = a® > 0, independent of A, there is still a simple negative root 7_ < 0.
Since p decreases with A, the case r¢ < r. = r. is excluded for A = Ay, for it
would contradict that p has four distinct real roots for any A > Ag. Similarly,
the case r¢ = r. = r. can be excluded, since also p’ decreases with A and would
in that case not have three distinct real roots for any A > Ag. We conclude that
r_ <rg=re<r.when A = Ag. In this case, u(r.) = p'(r.) = 0 and we note that
r. satisfies the equation

0= rap(r0) () = =2 (1

A0a2

> r2 — 3mr, + 2a2) . (27)

Since

—4

ru —4p =10, (7’ u) ,
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and since 7~*p has two positive zeros r¢ = r. and 7., we conclude that r, coincides
with the smaller root of (27):

Te = sm - mn 97801_22 (1—A0a2>.
2(17 A%aZ) 2(17 Aggaz) m 3

The idea is now to estimate the Taylor expansion at r. for r > r.. We write

_ ! (r—re)k
h(r) = kzzoh(k) (re)T.

It is immediate from (24) that

h4) (re)
4!

= 4A0m

Using that
p(re) = p'(re) = f(re) =0,
one computes that
h(re) = h'(re) = h'(re) =0,
W' (re) = 3p/" (re) f" (re) — 1" (re) f' (re).
We note that

A0a2

f(r)y=-4 (1 — ) r+6m=ru’(r)—3u'(r)

2 Aa2
"(re) = 2my |9 — 8 (1 — 20
£(r) m\/ (-2

f”(re) = reﬂm(re) - QN//(re)-

and hence

) = rep (re)-

Moreover,

Inserting this, we get

R (re) = *GNN(TG)Q + 2rept” (re)p” (re) (28)
< 2f'(re)u” (re) (29)
a? Aga?
= —32A0mre\/9 — SW (1 -3 ) (30)
Using that
m
Te Z W’

3
the Taylor expansion at r = r. can be estimated as

h(r) < 16 Agm? \/9 a? (1 B Aga?
3

_g&
(r—re)® — 31—1\?‘12 m?2

> + 4Agm(r — 1)

for r > r.. Now, the above bound is increasing with 7, it therefore suffices to check
the negativity at
. 3m 38a? 40>
o= >2- =
2(1_/\0112)_29771 3m
3
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h () 16 Agm? a? Aga?
(F —1e) 31 5 m 3

We get

< 0.

We have in particular shown that A(r) < 0 when
4 2
r e (re,i], A= Ag.
3m

It follows that h < 0 on this interval for all A € (Ag, A1). The proof is completed
by applying Step 1. (|

Remark 3.8. We also present a somewhat different approach to proving (28),
which was the key computation above. By (24) we have, with A = Ag, 7 = ¢,
R (r) = 24(4Amr — (1 +7)?),
and want to prove that
8
B (re) < —96Are4/1 — —, 31
(re) < —96A7ey /1 - (31)

where, as in Lemma 3.6, o = #iv)’ v = AT‘IQ, and « € [8/9,1] for us. Also,

)

Thus,
6Am> 8
"(re) = 24 1—4/1—-—)—-(1 2
W (r.) (1V( Vi-52) (+7)>,
and Ag? )
A 2:3_a7m 1—7)=3a~(1 — 32
m 3 a2(177)( 7) = 3ay(1 —7), (32)
SO

hw(Te) ] )
—18ay(1—/1- =) —q .
21 80‘7( 9a) (L+7)

On the other hand, the right hand side of (31) divided by 24 is

4%(1\/1%)\/1%.

which is, using the rewriting (32) for Am?,

—18a7(1—\/1—9%)\/1—9%.

Subtracting this from h"/(r.)/24, one wants to show that it is < 0. But this is

18047(17 u%)(umf%)f(uwzv

which simplifies to

8
18va (1—1+9—Q) —(147)2 =16y — (1 +7)?,

which is exactly the negative of the quadratic polynomial one gets in the discrim-
inant when one wants to assure that 7’ — pu = 7?(r~'u)’ has distinct real roots,
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as is the case in the subextremal range, namely one each in (r¢,7e) and in (r¢,7.)
corresponding to the critical points of r~!j there, i.e. v has to be such that the
negative of this is > 0, so it is indeed < 0.

Finally, we combine Theorem 3.2 with the results of [Vasl3] in the proof of
Theorem 1.6:

Proof of Theorem 1.6. We again consider the operator
P,:{u€ H® | P,uc H '} — H*!

from Theorem 2.1. The semi-classical trapping is corresponding to the trapping of
bicharacteristics of the full wave operator P. Given that Theorem 3.2 implies that
the trapping is normally hyperbolic, the proof of the semi-classical estimates and
consequently the proof of Theorem 1.6 proceeds completely analogous to the proof
of [Vas13, Theorem 1.4]. O
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