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Abstract

The Prime Extragalactic Areas for Reionization and Lensing Science, a James Webb Space Telescope (JWST)
GTO program, obtained a set of unique NIRCam observations that have enabled us to significantly improve the
default photometric calibration across both NIRCam modules. The observations consisted of three epochs of
4-band (F150W, F200W, F356W, and F444W) NIRCam imaging in the Spitzer IRAC Dark Field (IDF). The three
epochs were six months apart and spanned the full duration of Cycle 1. As the IDF is in the JWST continuous
viewing zone, we were able to design the observations such that the two modules of NIRCam, modules A and B,
were flipped by 180° and completely overlapped each other’s footprints in alternate epochs. We were therefore able
to directly compare the photometry of the same objects observed with different modules and detectors, and we
found significant photometric residuals up to ~0.05 mag in some detectors and filters, for the default version of the
calibration files that we used (jwst_1039.pmap). Moreover, there are multiplicative gradients present in the
data obtained in the two long-wavelength bands. The problem is less severe in the data reduced using the latest
pmap (jwst_1130.pmap as of 2023 September), but it is still present, and is non-negligible. We provide a recipe
to correct for this systematic effect to bring the two modules onto a more consistent calibration, to a photometric
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precision better than ~0.02 mag.

Unified Astronomy Thesaurus concepts: Flux calibration (544); Astronomy data reduction (1861); Space

telescopes (1547)

1. Introduction

For any space-based facilities, pre-determined flux calibra-
tions are essential because the observations of standard sources
cannot be integrated into the observations of every science
target. For the Near Infrared Camera (NIRCam) (Rieke et al.
2005) onboard the James Webb Space Telescope JWST), the
requirement of its absolute flux calibration is to reach an
accuracy of 5% (4% has been achieved as reported by Rigby

et al. 2023). The internal uniformity over all its detectors can be
much better, and a lot of science applications will benefit from
a uniformity of 1%-2%. Over the past year, the NIRCam flux
calibration has improved significantly, and the updates have
been continuously incorporated in the JWST calibration
reference files used by its data reduction pipeline. In the JWST
jargon, the reference “pmap” files are part of the “context” of
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Figure 1. Left: NIRCam focal plane layout (https:/ /jwst-docs.stsci.edu/jwst-near-infrared-camera /nircam-instrumentation /nircam-field-of-view). Right: footprints of
PEARLS NIRCam observations in the JWIDF. The outlines are for the three epochs, which fully overlapped.

the evolving pipeline. Due to its importance, the accuracy of
the calibrations provided by the pmap has been checked by
various independent research groups from time to time (e.g.,
Boyer et al. 2022; Nardiello et al. 2022, 2023; Sunnquist et al.
2022; Griggio et al. 2023), and some of these results have been
incorporated in the frequently updated pmap file.

The Prime Extragalactic Areas for Reionization and Lensing
Science (PEARLS), a JWST GTO program (PID 1176 and
2738; Windhorst et al. 2023), finished a set of unique NIRCam
observations that revealed an unexpected problem in the
existing NIRCam flux calibration. We found that the two
modules of NIRCam, modules A and B, have non-negligible
offsets in their calibrations as provided by the pmap. This paper
presents our investigation of this problem and offers a recipe
for remedy. The paper is organized as follows: the data and the
reduction are described in Section 2, the analysis method is
detailed in Section 3, and the results are given in Section 4.
Throughout the paper, all magnitudes quoted are in the AB
system.

2. Observation, Data and the Revealed Problem

The PEARLS NIRCam data on the IRAC Deep Field
(dubbed “JWIDF;” Yan et al. 2023a) were taken in three
epochs six months apart (2022 July 8, 2023 January 6, and
2023 July 6) that spanned the full duration of JWST Cycle 1
for time-domain studies. The first epoch of observations was
described by Yan et al. (2023a). In all three epochs, the
observations were done in four broad bands, namely,
F150W, F200W, F356W, and F444W. The first two bands
are in the NIRCam “short wavelength” (SW) channel, which
has four arrays (ID 1-4) in each of the two modules (A and
B), and the last two bands are in the “long wavelength”
(LW) channel, which has one array (ID “long”) in each

module. The detector layout is illustrated in the left panel of
Figure 1.

To cover the gaps between detectors, the observations used
FULLBOX dithers with the 6TIGHT pattern, which results in a
~5!9 x 2!4 rectangular area covered by six dithered expo-
sures. The footprint is shown in the right panel of Figure 1. The
dithered positions are determined by the STANDARD subpixel
dither to optimally sample the point-spread functions. For each
exposure, the SHALLOW4 readout pattern was adopted with
“up-the-ramp” fitting to determine the count rate. The
observations at each epoch were taken with the same exposure
time for all filters, with comparable exposure times for the
different epochs (3157, 2512, 2835) s for epochs (1, 2, 3).

As the JWIDF is in the JWST northern continuous viewing
zone, we were able to design the observations such that module
A and B were flipped by 180° and completely overlapped each
other’s footprints in all epochs. Thanks to this unique design,
we are able to compare the fluxes of the same objects measured
in different arrays of different modules.

We create the mosaics (one for each band) following the
procedures outlined by Yan et al. (2023b). In brief, the uncal
data are downloaded from the MAST archive, and are
processed by the JWST pipeline'” (version 1.11.4; Bushouse
et al. 2022) stages calwebb_detectorl and calwebb_
image2 to produce the cal data. This involves a few
customized steps. Before producing the cal data, for each
image in the SW channel, we estimate and subtract the median
background count rate to level off the different baseline bias
levels among SW detectors. To do this, each source-masked
image is segmented into blocks of 128 x 128 pixels, and then
we apply a 3 x 3 median filter to obtain the median background
value. For the produced cal images, we correct for the 1/f
noise in each image in the SW channel by running the external

7 hups: //github.com/spacetelescope /jwst
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Figure 2. Demonstration of the over/under-subtraction problem in the difference images between the three JWIDF epochs using the default calibration. The F444W
band is used here as the effect is the most obvious in this band. The parent images are produced using the latest jwst_1130 . pmap. From left to right, the difference
images are between epochs 2 and 1, 3 and 2, and 3 and 1, respectively. These images are smoothed using a circular aperture of 6 pixels in radius to make the effect
more visible in this display. The problem only appears when the epoch 2 data are involved. As the NIRCam detector orientation was flipped by 180° in epoch 2 with
respect to that in epoch 1 or 3, the only plausible explanation is that the flux calibrations in module A and B have non-negligible offset.

tool imageloverf'® on a per-amplifier basis along both rows
and columns. Then, we apply another round of background
subtraction on each cal image, which aims to remove the non-
uniformity of the background in the final mosaic and is also
done by segmenting each source-masked image into sections of
128 x 128 pixels and applying a 3 x 3 median filter. The
processed cal data are then fed to the JWST pipeline stage
calwebb_image3 to create the mosaics. All mosaics are
reduced to the same World Coordinate System grid using the
epoch 1 data as the reference to allow for matched aperture
photometry (see Section 3). The final images have a pixel scale
of 0”06, and the absolute astrometry is tied to the GAIA third
data release.

'8 hitps: //github.com/chriswillott/jwst

When constructing difference images in between epochs for
transient search, however, an unexpected problem was
revealed. This is demonstrated in Figure 2. The difference
images between epochs 2 and 1 show under-subtraction
features in half of the field and over-subtraction features in
the other half. This is also seen in the difference images
between epochs 3 and 2. However, the difference images
between epochs 3 and 1 do not have this problem.

The usual cause of under/over-subtraction feature is
imperfect image alignment. However, this is not the case here
because the internal alignment accuracy of all our images has
reached <2 milli-arcsecond (mas). This is demonstrated in
Figure 3, which shows the histogram of the measured position
offsets of bright (<22 mag), unsaturated, compact sources in
F356W (as an example) between epoch 1 and 2. The median
and median absolute deviation (MAD) values along the R.A.
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Figure 3. Histograms showing position offsets of images between epochs 1
and 2, measured using bright (<22 mag) sources of the JWIDF field in the
F356W band. The red histogram is for the R.A. direction, while the blue one is
for the decl. direction. The values and uncertainties quoted in the figure legend
are the median and median absolute deviation (MAD) values of the measured
offsets.

Table 1
Median and MAD of the Position Offsets between Sources Detected in Epochs
1 and 2
Band Nopj AR.A. (mas) Adecl. (mas)
F150W 171 —0.6+2.8 —09+28
F200W 213 1.0+23 —-1.5+3.1
F356W 171 1.1+19 —0.6+1.6
F444W 158 0.7+£22 04+25

and decl. directions are 1.1 £ 1.9 and -0.6 &= 1.6 mas, respec-
tively, which are much smaller than the pixel size of 60 mas. In
Table 1, we list the measured median and MAD position offsets
for all the 4 bands. The result suggests that the problem cannot
be attributed to image misalignment. Noticing that the problem
only occurs when the epoch 2 data are involved, and
considering that the orientation of module A and B was the
same in epoch 1 and 3 but was flipped by 180° in epoch 2, we
are forced to consider the possibility that the flux calibrations of
the two modules have offsets.

3. Analysis
3.1. Detector Grouping

For ease of the analysis, we separate the raw data into groups
by epoch, band, and detector array. Table 2 summarizes the
number of raw images in each band in a given epoch. (All three
epochs have the same scheme.)

For each group, the mosaics are created in a similar way as
described above. As the JWST calibration context file has been
continuously updated in Cycle 1, the adoption of different
context files will result in different flux calibrations. For this

Ma et al.

work, we created two sets of mosaics with two contexts,
namely, jwst_1039.pmap (published on 2023 January 12)
and jwst_1130.pmap (published on 2023 September 15).
The latter is the latest context as of this writing.

By design, the position angles of two consecutive epoch
JWIDF observations differ by 180°, which means that the same
patch of sky (hence the same set of objects) are observed
independently by two different arrays from the two modules.
Moreover, because of the way the arrays are labeled (center-
symmetric), the matching pair of arrays have the same ID (1, 2,
3,4, or “long”). As illustrated in Figure 4, epochs 1 and 3 have
the same projected array layout on the sky, whereas between
epochs 1 and 2 (2 and 3), the same patch on the northeast half
of the field is observed by modules B and A (A and B),
respectively, and it is the other way around for the south-
west half.

For each patch of sky in each band, we perform matched
aperture photometry using the SExtractor (Bertin &
Arnouts 1996) dual-image mode on the three mosaics
corresponding to the three epochs, with the first epoch mosaic
used as the detection image. We adopt MAG_ISO as the
magnitude for all our analyses. Using other flux metrics such as
MAG_AUTO does not change the result. To ensure the
robustness of the statistics, we only include the objects that
are brighter than 22 mag, which corresponds to signal-to-noise
ratio 22 100. The number of sources used for the analysis are
listed in Table 2.

3.2. Modeling

The measured magnitudes of a source can be written as
m = Msource + Msys + O, (1)

where mguee is the true source magnitude, mygy, is the
systematic error, and o is the random error. For a given pmap,
both mgy, and o can depend on epoch and/or the detector array
that the source falls in. Using myy,y and mgme to denote the
systematic error terms associated with the detector array and
the time of observation, respectively, we have

M = Msource + Marray + Miime + 0. 2)

The magnitude offsets measured between any two epochs
can then be expressed as:

A= Asource + Aamly + Atime + o, 3)

where Agource 1S the intrinsic change of the source flux, A,y is
the inter-module calibration systematic error, and A, is the
systematic error related to the time of observation. When
combining (e.g., using mean or median) all the sources in a
patch of sky, the random error term o should disappear.
Furthermore, for the JWIDF data, we expect a negligible
amount of intrinsically variable sources in each sky patch, i.e.,



Publications of the Astronomical Society of the Pacific, 136:024501 (10pp), 2024 February

Ma et al.

Table 2
Summary of the Image Groups for Making Mosaics Per Detector Array Per Epoch, and the Number of Sources used for the Analysis in Each Mosaic

Number of Raw Images

Number of Sources Used

Array Name
F150W F200W F356W F444W F150W F200W F356W F444W
nrcal 6 6 19 23
nrca2 6 6 29 34
nrca3 6 6 28 31
nrca4 6 6 32 34
nrcalong S “ 6 97 84
nrcbl 6 6 19 21
nrcb2 6 6 19 23
nrcb3 6 6 26 30
nrcb4 6 6 25 31
nrcblong 6 83 82
4. Result
b2 b4 a3 al The measured magnitude differences are shown in Figure 5,
EpOCh b|0n9 along which shows that the magnitude offsets between epochs 1 and
1.& 3 2, measured from the same sources, depends on which detector
b1 b3 a4 a2 array observed the source.
— Taking the jwst_1039.pmap F356W image (the top-
right two panels) as an example, the left side (northeast half of
a2 a4 b3 b1 the JWIDF) is first observed with module B in epoch 1, and
Epoch along blong then module A in epoch 2, and it is the reverse for the right
2 side (southwest half of the JWIDF). The red colors shown in
al a3 b4 b2 the left panel indicate that the sources measured in module B

Figure 4. PEARLS JWIDF observation scheme. By design, the position angles
of the three epochs differ by 180°, which means that the same patch of sky
(hence the same set of objects) are observed independently by different arrays
of the two different modules.

Agource =2 0. With all this, we can reduce the above equation to
A~ Aarray + Atime' (4)

Due to the 180° rotation of the field of view, between two
successive epochs T; and T}, we have the pair of arrays with the
same ID x, x€ {1, 2, 3, 4, long}, from modules A and B
measured in two different sky patches p and ¢ but in flipped
time order. This is expressed as (random error term omitted):

Ap = Ay p + An,n, 5)

Ay = Apa + Az, (6)
where, by definition, Ay p = —Ap 4. Therefore, we can
separate the two systematic error terms:

Ap =4, —AY/2, @)

Agr = (A, + A)/2. ®)

(epoch 1) are ~0.04 mag brighter than module A (epoch 2),
while the blue colors shown in the right panel indicate that the
sources measured in module A (epoch 1) are around the same
amount (i.e., ~0.04 mag) dimmer than module B (epoch 2).
The same is true for the other bands; in particular, for the SW
modules, array ID 1 and 3 have the module B sources
brighter, but in array ID 2 and 4, the sources are brighter in
module A.

Comparing the results based on jwst_1039.pmap and
jwst_1130.pmap, we see that in general, the magnitude
offsets are smaller when using the latter pmap, and more so in
some arrays than others. Another notable feature is that, in both
cases, there are obvious gradients in the LW bands, which are
indicated by the fading colors of points along the long edge of
the JWIDF field in the panels to the right in Figure 5.

To best quantify the measured magnitude offsets as the
systematic error associated with the module/array/epoch, we
calculate the median and MAD of the offsets in each sky patch,
and organize the data points based on the notion outlined in
Section 3.2. The result is shown in Figure 6.

In the left panel, each data point represents the combined
measurements from the pair of arrays with the same ID (1, 2, 3,
4, or “long”), as each such pair is observed twice in two patches
of sky in one band. The x-axis is from the sources observed by
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Figure 5. Sources detected in each detector array and each band. The color coding indicates the measured magnitude offsets between epochs 1 and 2. Top: results
derived from jwst_1039.pmap; Bottom: results derived from jwst_1130.pmap.

module B in the first epoch, and y-axis is from the sources
observed by module A in the first epoch. This resembles the A,
and A, terms in Equations (5) and (6). The black line indicates
the location where A, + A, = 0. In the right panel, we plot the
median magnitude offsets as the y-axis, but in the x-axis, it is
the detector array ID, for better comparing the results on a per-
array basis.
The results show that:

1. There are large offsets in the inter-module calibration
from the data reduced in both pmaps. The offsets can be
20.05 mag in some arrays and bands. From the right
panel, we can see that the newer pmap (blue and magenta
symbols) have improved calibration (<0.02 mag) for the
detector array ID 1 and 3, and maybe also for array ID
“long;” however, for array ID 2 and 4, the offsets remain
the same as the older pmap.
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Figure 6. Left: median magnitude offsets in between epochs 1 and 2 for all detectors. The error bars are the MAD values. Different symbols are for different bands as
indicated in the legends. The ones in red are from the data processed by jwst_1039. pmap, while the blue ones are from those processed by jwst_1130.pmap.
Each data point represents the combined measurements from the pair of arrays with the same ID; each such pair is observed twice in two patches of sky. The x-axis is
from the sources observed by module B in epoch 1 and by module A in epoch 2, and y-axis is from the sources observed by module A in epoch 1 and by module B in
the epoch 2. This resembles the A, and A, terms in Equations (5) and (6). The black line indicates the location where A, + A, = 0. The two shaded regions in
different gray scales indicate the offsets of 0.05 and 0.02 mag (corresponding to ~5% and ~2% relative error, respectively), used as a visual guide. If the flux
calibration has no detector-dependent offset, all the points should be at the center (0, 0). However, this is not the case, even for those that are based on the latest pmap
(the blue points). Right: similar to the left panel, but in an alternative presentation. In addition to the data points showing the epoch 1 and 2 differences based on two
different pmaps files (red and blue symbols), a set of magenta data points (rendered smaller in size for better clarity) are added to show the epoch 2 and 3 differences
based on jwst_1130.pmap. The x-axis is the array ID, and y-axis is the measurements from the sources observed by module B in epoch 1 (and epoch 3 as well),
which were observed by module A in the second epoch. The magenta points and the blue points, both based on the data processed by jwst_1130.pmap, are very
close to each other because the sources were observed by the same detectors.

associated with the time of observation. The same

- Table 3 conclusion can also be derived from comparing the
Best Fit Linear Model Parameters Derived from the jwst_1130.pmap . .
Mosaics magenta data points to the blue ones on the right panel.
' — The magenta data points are the measurements from
Array ID Filter — Slope (mag arcmin ) using epoch 3 data in place of the epoch 1 data as used in
1 F150W 0.01296 + 0.00155 deriving the blue data points. The fact that they all mostly
! F200W 0.01534 £ 0.00111 overlap with each other means that the calibration is
2 F150W —0.04342 4+ 0.00148 . b hs 1 d3 h he field of
) F200W 005267 & 0.00117 cgns1stent etween epocos and 3, where the fie o
3 F150W 0.02193 + 0.00228 view has rotated by 360° thus the same patch of sky is
3 F200W 0.01397 £ 0.00113 observed by the same array and therefore the array-
4 F150W —0.05013 + 0.00231 dependent systematic error term does not play a role.
4 F200W —0.03045 £ 0.00158
long F356W 0.00874 4+ 0.00110 0.00300 £ 0.00075
long F444wW —0.01654 £+ 0.00128 0.00433 £ 0.00090

2. The data show little or no time-dependent systematic
errors in the calibration. This is suggested in the left panel
because all data points fall close to the black line where
A,+ A,=0. According to Equation (8), this is con-
sistent with the scenario where no systematic error is

5. Discussion

5.1. Linear Model Fitting to the Measured Source
Magnitude Offsets

In the previous section we derive the median magnitude
offsets between modules A and B, which would only be
appropriate to represent the calibration systematic error related
to the detector arrays if they are not a function of the location of
the sources on the sky. However, this is not true for the LW
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Figure 7. Demonstration of the effectiveness of our correction of the detector-dependent flux calibration non-uniformity. As in Figure 2, F444W band is used and the
images are smoothed for this illustration purpose. The left panel shows the difference image between epochs 1 and 2 where the over/under-subtraction features are
prominent (due to the flipped orientation of modules A and B), while the middle panel shows the one between epochs 1 and 3 where few features are seen (due to the
same orientation of modules A and B). The right panel again shows the difference image between epoch 1 and 2, however the parent images are created after applying
out recipe to correct for the calibration non-uniformity. This difference image is as clean as the one in the middle panel, which shows the improvement brought by our

correction procedure.

bands (F356W and F444W), where we can see gradients across
the long-side direction of JWIDF. Furthermore, the result
suggests that there is little to no time-dependent calibration
error, which imposes a strong constraint that ties the pair of sky
patches that are observed by the same array ID together. This
can be exploited to derive more robust estimates of the inter-
module systematic errors.

To this end, we construct the following linear model to fit the
magnitude offsets measured from both patches of sky (i.e., A,
and A,) that are observed by two arrays of the same array ID
but in reversed time order:

Ap = kd + AA,B ©)]

Ay =kd + Aps = kd — Ayp. (10)

where d is the 1d coordinate of a source along the direction of
the long-side of JWIDF (~72° from North C.C.W.), k and A, 5
are the linear model parameters, being the slope of the gradient
and the inter-module calibration magnitude offset.

The model fitting is done for all pairs of sky patches. For the
SW bands (F150W and F200W), we force the slope to be 0.
The best-fit model parameters and the uncertainties derived
from the jwst_1130.pmap mosaics are listed in Table 3.
The fitted magnitude offsets between module A and module B
are consistent with the median values reported in Section 4 for
the SW bands, but the values are much smaller for the LW
bands. This is reconciled by the fact that the fitted slope of the
gradients presented in F356W and F444W bands are
~0.003 mag arcmin ', which could lead to the seemingly
larger values derived from taking the median of the samples.
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Figure 8. Similar to Figure 6, but showing comparisons of the median magnitude offsets before and after our detector-dependent corrections to the flux calibrations. In
both panels, the blue symbols are the measurements from epochs 1 and 2 based on the data processed using jwst_1130.pmap, and the orange ones are those made
from the same data but with our corrections applied to the cal. fits files. The two shaded regions indicate the offsets of 0.05 and 0.02 mag as in Figure 6. The
orange symbols are all within 0.02 mag to the center (left panel) or the central line (right panel), which shows the improvements made by our corrections.

5.2. Recipe for Correction

The best-fit models derived from Section 5.1 can be used to
correct for this intra-module calibration systematic error. To do
this, we need to decide a “baseline” or origin for which we will
attribute the measured A4 p value across the two modules A
and B. Comparing the photometry from the images reduced
using the two pmaps jwst_1039.pmap and jwst_1130.
pmap, we notice that for the sources observed by array ID 1
and 3, where we see improved calibration consistency between
the two modules, the module B photometry remains the same
while the module A photometry changes from the older pmap
to the newer one. Therefore, we adopt the photometry
calibration of module B as the baseline and apply the
magnitude offset to module A to correct for the effect.

The magnitude offset to be applied to the raw “cal.fits” files
can be expressed as:

Ap = Aps (11)
Ag = 0. (12)

For the LW bands where gradients are present, one needs to
render the slope image with the best-fit slope values (also
taking into account for necessary coordinates transformation to
match to the definition of d variable used in Equation (10)), and
then divide this slope image from the “cal.fits” files.

We tested the recipe on the JWIDF data and created mosaics
that are free of this calibration systematic error. The difference
images created after the correction do not have the over/under-
subtraction features across the two halves of the JWIDF field,

as illustrated in Figure 7. We run the same analysis as outlined
in Section 3 with the corrected mosaics and the result is
presented in Figure 8. It shows that after the correction, the flux
calibrations of modules A and B are consistent, and the offsets
are reduced to <0.02 mag for all arrays.

6. Conclusion

This work exploited the unique design of the three-epoch
PEARLS JWIDF observations to characterize the array-
dependent calibration systematic errors in the JWST NIRCam
instrument. While there are little to no systematics associated
with the time of observation in the measured magnitudes, the
systematics associated with the module/array can be as large as
~0.05 mag. The exact size of the systematic offset depends on
the detector array and band. The most recent pmap
(Jwst_1130.pmap as of this writing) has improved inter-
module calibration for array ID 1 and 3 and maybe also for
“long,” but little improvement is seen in array ID 2 and 4. The
offsets in the LW bands show spatial gradients, which are not
seen in the SW bands.

We constructed a linear model to describe the behavior of
this flux calibration systematic error and fit this model to our
measurements. The best-fit parameters are used as the input to
our recipe to correct for the effect to bring the two modules
onto the same calibration. With our correction, the offset is
reduced to <0.02 mag. A Python implementation of the recipe
is available at the GitHub repository https://github.com/Jerry-
Ma/idf_nircam_cal_recipe. This recipe is only for the four
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NIRCam bands through which the JWIDF data were taken. It is
likely that this problem also presents in other NIRCam bands
and can be corrected in the same way, but the exact solutions
will have to wait until similar observations in these other bands
are obtained, e.g., through a long-term calibration program that
uses different detectors observing the same area with the full
suite of filters.
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