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Figure 1: We explored how parents used and envisioned a learning companion robot to support young children’s learning at 
home and introduce the notion of parent-robot collaboration as a mechanism for successful integration of robots into the home. 

ABSTRACT 

Learning companion robots for young children are increasingly 
adopted in informal learning environments. Although parents play 
a pivotal role in their children’s learning, very little is known about 
how parents prefer to incorporate robots into their children’s learn-
ing activities. We developed prototype capabilities for a learning 
companion robot to deliver educational prompts and responses 
to parent-child pairs during reading sessions and conducted in-
home user studies involving 10 families with children aged 3ś5. 
Our data indicates that parents want to work with robots as collab-
orators to augment parental activities to foster children’s learning, 
introducing the notion of parent-robot collaboration. Our fndings 
ofer an empirical understanding of the needs and challenges of 
parent-child interaction in informal learning scenarios and design 
opportunities for integrating a companion robot into these inter-
actions. We ofer insights into how robots might be designed to 

This work is licensed under a Creative Commons Attribution International 
4.0 License. 

CHI ’24, May 11–16, 2024, Honolulu, HI, USA 

© 2024 Copyright held by the owner/author(s). 
ACM ISBN 979-8-4007-0330-0/24/05 
https://doi.org/10.1145/3613904.3642806 

facilitate parent-robot collaboration, including parenting policies, 
collaboration patterns, and interaction paradigms. 
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1 INTRODUCTION 

As care robots have become more common and entered into formal 
and informal learning environments, a substantial literature has 
discussed how social robots could be designed to support children 
in school-based learning [11, 21, 32, 36], home-based learning [26, 
27, 41, 42], as well as various other aspects of life such as well-
being [24] and daily routines [7]. Most of the existing research has 
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primarily concentrated on interaction design between a robot and a 
single child [1, 9, 32, 55] or a robot with multiple children [18], with 
little work starting to consider the potential aspect of including a 
parent in the interaction [7, 8]. 

Recent feld deployments of learning companion robots suggest 
that the use of these robots in a home environment usually in-
volves complex social dynamics. Michaelis et al. [40] conducted a 
four-week in-home deployment study and found that a social robot 
naturally elicited involvement of multiple family members who 
all engaged with the robot in their individual ways. They recom-
mended ofering parents regular reports about children’s learning 
activities with the robot. Moreover, established work in develop-
mental psychology has shown that parents or primary caregivers 
play critical roles in promoting social and intellectual development, 
especially in young children [4, 14, 46]. Not only the frequency, 
but also the quality, of parental involvement in children’s learn-
ing can signifcantly infuence children’s life outcomes and overall 
well being [16, 23, 54]. The quality of parental participation in chil-
dren’s learning activities also difer from family to family based on 
individual characteristics of parents [13, 16]. 

We would therefore like to know what kind of social dynamics 
might emerge in interactions between a learning companion robot 
and parent-child pairs, as well as how parents perceive and envision 
their use of a learning companion robot to support their children’s 
learning activities at home. Without a thorough understanding of 
how parents make use of a learning companion robot at home, 
there is a dearth of design choices for integrating parents into ex-
isting child-robot interaction paradigms. It is therefore crucial to 
understand how social robots could be designed to work together 
with individual parents or caregivers, and thereby support young 
children’s learning by empowering parents in their strengths, sup-
plementing their weaknesses with assistance from the robot, and 
minimizing parental concerns via ethical design processes. 

In this work, which is part of a larger project on designing learn-
ing companion robots, we conducted feld studies and interviews 
with families in their homes using a learning companion robot as a 
technology probe designed to facilitate reading and math learning. 
We discussed with parents how they perceive their lived experi-
ence interacting with a social robot and their child, and how they 
envision such technology being designed to support their imple-
mentation of parenting strategies within an educational context. 

We found a signifcant interest in managing parental involve-
ment in children’s learning activities to the extent that parents 
saw the robot as a collaborator with them. In addition, we present 
themes related to parents’ preferences and vision of their collabora-
tion with the robot, including factors related to their own parenting 
policies, factors related to robots’ interaction management, and 
determining factors for the distribution of work between the parent 
and the robot. We later explain how these themes interconnect and 
the resulting design considerations for future robots that support 
parent-child pairs for in-home learning experiences. 

2 RELATED WORK 

2.1 Learning Companion Robots 

Social robots represent a growing technology that could provide 
social interactions and physically embodied presence. These af-
fordances have the potential to convert an individual learning ex-
perience into a socially-enriched one [41]. Compared to virtual 
agents, physically embodied robots can similarly ofer adaptive 
assistance [34, 49, 50] and verbal communications [5], yet distinctly 
support learners’ engagement with the physical world and elicit 
higher-level social behaviors during learning [2], thereby promote 
better learning outcomes [35]. Prior work has shown that social 
robots can efectively support school-based learning in mathematics 
[36], science [11], and literacy [21, 32]. Similarly, they can enhance 
children’s learning during home-based activities such as reading 
[41, 42], number board games [26], and math-oriented conversa-
tions with parents [27]. 

Prior work has demonstrated how social robots could support 
children’s learning within varying social dynamics and stakehold-
ers. We can categorize these studies based on the number and type 
of agents that are involved into interactions involving (1) a robot 
and a single child, (2) a robot and multiple children, (3) a robot, 
multiple children, and an adult, (4) a robot, a child, and an adult. 
First, a substantial body of work has focused on how a social robot 
could support a single child. For example, Kennedy et al. [32] demon-
strated how children learn elements of a second language from the 
robot in a short-term dyadic interaction context; on the other hand, 
Tanaka and Kimura [55] showed how a child can take the role of a 
teacher to instruct the robot as a novice, gaining self-confdence 
and improving learning outcomes. Chen et al. [9] suggested an 
adaptive role-switching model to fexibly accommodate a child’s 
personalized needs for being a tutor or a tutee dynamically in a one-
on-one interaction with a social robot during vocabulary learning. 
In addition, beyond the context of structured learning, Ali et al. [1] 
demonstrated how an autonomous social robot can foster a child’s 
creativity using verbal and non-verbal behaviors. 

Secondly, some studies have addressed how a social robot inter-
acts with multiple children in educational contexts. For instance, 
Escobar-Planas et al. [18] investigated how children interact with 
a social robot in pairs during a problem solving task and found 
individual diferences in the perceived role of the robot based on 
varying degrees of robot expressivity, suggesting the importance 
of considering individual perception when designing the robot to 
support children’s learning in groups. In addition, Kanda et al. [31] 
uncovered how social behavior exhibited by a robot supported the 
initial building of relationships among children for collaborative 
learning in a classroom setting. 

Adding an adult to each of the dynamics mentioned above results 
in the third and the fourth forms of social dynamics with a social 
robot. The third form of interaction with a robot involves multiple 
children and an adult who could be a teacher using the robot in 
a classroom setting [61]. For instance, You et al. [61] introduced 
a humanoid robot into a English class as a teaching assistant to 
support the teacher motivating a group of children. The fourth form 
of interaction with a robot involves a child and an adult who could 
be a parent [6ś8, 22]. Although several studies describe parental 
perspectives on incorporating a social robot in their child’s learning, 
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most of them have not integrated a situated interaction experience 
with a social robot into their methods, relying instead on surveys 
or interviews facilitated by pictures of social robots. These studies 
suggested that parents hold a positive attitude towards the poten-
tial of integrating a social robot in their children’s learning either 
at home or school [33, 37, 45, 56]. However, they also reported 
several concerns including technical challenges [56], undesirable 
replacement of the teacher’s role [33], and disruption of children’s 
school-based learning [37]. A few studies we found incorporated 
a physical robot in study sessions with a parent and a child to 
induce insight into this interaction dynamic [7, 8, 22]. Gvirsman 
et al. [22] developed a robotic system called Patricc that promoted 
parent-toddler-robot (toddlers aged 1ś3 years old) triadic interac-
tion more than a tablet in a 8-minute learning session, measured 
by video-coded gaze. Another study designed a technology-based 
intervention, called WAKEY, for facilitating morning routines of 
preschoolers (aged 3ś6 years old). In a week-long evaluation study, 
WAKEY was found to mitigate parental frustration about communi-
cation regarding morning routines with children and make positive 
impact on parents’ attitude in parenting and communication [7]. In 
addition, Chen et al. [8] designed a platform that integrated a Jibo 
robot and an Android tablet to facilitate parent-child co-reading 
activities in a 3ś6 week long deployment study, targeting fami-
lies with children aged 3ś7 years old. They uncovered that social 
robots could improve various aspects of parent-child interaction, 
recommending that the robot’s role in a group setting should be ex-
plored from individual group members’ perspective and that these 
opinions should be further integrated in the design of the robot. 

2.2 Parent Involvement in Children’s Learning 

Parents are one of the most crucial socialization agents that infu-
ence the acquisition and development of a broad spectrum of cog-
nitive and social skills in children [4, 14, 46]. Extensive literature in 
the feld of educational psychology has consistently demonstrated 
the positive impact of parental engagement in children’s learning 
on their academic achievements [20, 25]. Moreover, active parental 
involvement within the home environment holds particular promise 
for enhancing learning outcomes, surpassing the efects observed 
in a school setting [19, 23, 54]. Furthermore, Hofner and Buchanan 
[28] identifed a correlation between the extent of parental guidance 
and children’s age, with younger children eliciting more parental 
mediation compared to their older counterparts. These fndings 
underscore the importance of promoting parental involvement, 
especially within the home, in the education of young children. 

2.3 Parent-mediated Technology Use 

As various forms of technology and media become increasingly 
prevalent, parents are increasingly taking an active role in manag-
ing their children’s use of these technologies. Parental mediation is 
critical for young children, as it further determines how children’s 
learning and development is induced by the media they are inter-
acting with. Warren [60] defned parental mediation as łstrategies 
parents use to control, supervise or interpret media content for chil-
dren.ž Parents mediate children’s use of technology using diferent 
strategies depending on various factors such as their confdence in 
using technology [12]. 

Parental mediation theory has been continuously expanded by 
the Human-Computer Interaction (HCI) community to explain the 
involvement of parents in children’s technology and media usage 
in a broader context. The foundational version of parental medi-
ation theory originated from the patterns of watching television, 
encompassing three primary strategies: restrictive mediation, active 
mediation, and co-use [57]. Restrictive mediation refers to how par-
ents make rules to guide or prohibit the viewing of certain content; 
active mediation (sometimes called łinstructive mediationž or łeval-
uative mediationž) refers to how parents discuss the content with 
children during or after viewing; co-viewing refers to situations 
when parents and children watch television together, promoting 
parent-child connections [57]. 

Apart from television, parent mediation theory has also been 
extended to explain the use of emerging technologies such as the in-
ternet [15], video games [44], mobile devices/games [53], creation-
oriented educational media [62], and conversational agents [3]. 
First, Nikken and Jansz [44] suggested that parental mediation 
strategies in video-game play for children are comparable to those 
for television-watching, after conducting a survey-based study. 
They further explained how specifc contextual factors such as par-
ents’ game behavior relate to these strategies. Moreover, parental 
mediation strategies were re-interpreted from traditional views for 
a location-based mobile game. Through a mixed-methods study, So-
bel et al. [53] found that the location-based mobile game, Pokemon 
Go mitigated parents’ traditional screen-time concerns, as it encour-
aged outdoor activity and promoted opportunities for parent-child 
bonding. This study exemplifes how the use of a diferent kind of 
technology can shift the interpretation of a restrictive mediation 
strategy (e.g., restriction of screen time) from a traditional perspec-
tive (e.g., great concerns about screen time) towards a modifed 
view (e.g., mitigated concerns about screen time). Furthermore, 
Beneteau et al. [3] recommended including the concept of aug-
mented parenting in addition to the existing mediation strategies 
for a conversational agent. They investigated how voice-based in-
terfaces, such as Alexa, afected parent-child dynamics at home and 
found that voice interfaces fostered communication between par-
ents and children, disrupted each others’ access to the technology 
through interruption or parental control, and augmented parent-
ing practices. They argued that as the access to the technology is 
democratized (i.e., all family members have independent access to 
the device), parents might use technology to both mediate and aug-
ment parenting practices. Finally, Yu et al. [62] created a diferent 
mediation framework for the context of using creation-oriented 
educational media, inspired by the parent mediation theory. The 
newly-inspired mediation framework included creative mediation, 
preparation mediation, and administrative mediation. Each of these 
components partially refected the notion of the three strategies 
from the original framework (i.e., restrictive mediation, active me-
diation, and co-viewing), but aforded its own meaning tailored to 
the specifc educational context. 

The evolving framework or interpretation of parental mediation 
theory for diferent kinds of technology refects the distinct needs 
of parental involvement, infuenced not only by contextual factors 
but also by the afordances of the technology. However, very little 
has been done to explain the parental involvement needs for social 
robots in the context of education. In our work, we intend to explore 
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how parents prefer and envision the adoption of a companion robot 
in their interactions with their child during in-home learning. 

Overall, studies related to interactions between a robot and a 
child or multiple children are relatively abundant. However, more 
attention needs to be oriented towards including adults in these 
interactions, given the importance of mediating technology use, 
especially for young children. Although some work has been done 
to understand the interaction dynamic among a robot, a child, and a 
parent, questions related to how a parent would adopt a social robot 
to mediate the use of the robot and foster learning in children as well 
as how the design for such interaction should be like are yet unclear. 
We investigated a diferent age group from Gvirsman et al. [22] 
and a diferent learning activity from Chen et al. [8], while Chan 
et al. [7] is not relevant to a learning context but daily routines. To 
fll in the research gap, we aim to address the following research 
questions in this work: 

(1) RQ1: How do parents perceive and envision their use of a learn-
ing companion robot to facilitate a child’s learning experience? 

(2) RQ2: What are the considerations for designing a learning 
companion robot for parents to engage their child in learning? 

3 METHOD 

3.1 Participants 

After obtaining institutional research ethics approval, we recruited 
families from cities in the Midwestern United States via email dis-
tributed to community centers and university employee mailing 
lists. We selected participants based on the following criteria: (1) 
one parent and one child were required to participate in the study 
together, (2) the child must have been between 3 and 5 years old, 
and (3) both the parent and the child were able to understand and 
communicate in English. We selected this specifc age group as it 
corresponds to a period when informal learning experiences with 
parents at home are relatively important [47], occurring before 
children’s active participation in formal schooling. Each family 
received $25 USD as compensation upon completion of the study. 

Our analysis includes data from 10 parent-child dyads, each with 
a child aged between 3 and 5 years old (4 female, 6 male, � = 4.3 

Hui-Ru Ho, Edward Hubbard, and Bilge Mutlu 

years old, �� = 0.58 years old). Each study visit involved one parent 
and one child. Other parents and siblings were sometimes present 
nearby but did not take part in the study activities. Participant 
demographics are listed in Table 1. We note that all parents who 
chose to participate in the study were female as mothers typically 
serve as primary caregivers [51] and are accordingly the ones who 
were willing to participate in the study. In addition, despite our 
eforts to recruit a diverse sample, our fnal sample ofers limited 
socio-demographic representation (80% of the mothers have at least 
a Bachelor’s degree, 80% of families have at least $75,000 annual 
income), which may further constrain the generalizability of our 
results and omit insights into the unique needs of demographic 
groups that are less represented in our sample. We will discuss this 
limitation more thoroughly in Section 5.3. 

3.2 Study Design 

We conducted short-term in-home visits with families and used a 
learning companion robot as a technology probe to foster discussion 
on how a parent would engage and use the robot to support their 
child in learning and how they envisioned the robot should be 
designed for parent-child interaction. 

Our study objectives align with the three main goals described 
by Hutchinson et al. [30] about the technology probe approachś 
understanding users’ needs and perception about the technology 
in a real-world setting, feld-testing a technology, and motivating 
design of new technology. With the limited understanding of how 
parents might adopt a learning companion robot to interact with 
their child, introducing the learning companion robot with simple 
and fexible functionalities allowed us to explore unknown needs 
and preferences of families, understand their interpretation of how 
to use the technology, and inform new design opportunities for 
future improvements. In the following sections, we describe the 
details of the study materials and procedure. 

3.2.1 Study Materials. The study materials (Figure 2) included (1) 
a Misty II social robot,1 which is a semi-humanoid robot with a 

1Misty Robot: https://www.mistyrobotics.com/products/misty-ii/ 

Table 1: Participant Demographics 

ID Child Age Child Parent Ethnicity Maternal Household 
(month) Gender Gender Education Income 

1 55 m Male Female White Associate’s (2-year college) $15,000-$24,999 

2 60 m Female Female Hispanic High School < $15,000 

3 60 m Male Female White Master’s $75,000-$99,999 

4 55 m Female Female White Bachelor’s $100,000-$149,999 

5 44 m Male Female White Master’s $150,000-$199,999 

6 56 m Female Female Biracial Master’s $100,000-$149,999 

7 42 m Male Female Black Ph.D. $150,000-$199,999 

8 53 m Female Female White Master’s $50,000-$74,999 

9 51 m Male Female Biracial Bachelor’s $75,000-$99,999 

10 42 m Male Female White Master’s $75,000-$99,999 
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Figure 2: Our study materials included a social robot (Misty II), a warm-up booklet, two storybooks, and recording devices. 
Parent-child pairs read books at a table with the robot placed in front of them. 

4-inch LCD display for its face where customizable facial expres-
sions can be displayed; (2) a Raspberry Pi,2 which supports the 
software operations of the robot; (3) materials for the reading activ-
ity (i.e., one warm-up booklet and two story books)śthe warm-up 
booklet was drawn and designed by the frst author to familiarize 
parent-child dyads with how they can interact with the robot; two 
storybooks include one called Pete the Cat and the Perfect Pizza 
Party (40 pages)3 and the other called How to Babysit a Grandma 
(32 pages),4 which were selected based on the appropriate reading 
age and book length; (4) recording devices (i.e., a video camera and 
an audio recorder), which were placed around the participants to 
capture participants’ behavior and conversations. 

3.2.2 Study Procedure. First, the experimenters ofered the families 
an overview of the study and obtained informed consent: parents 
signed consent forms, and children gave verbal assents. Next, fam-
ilies were given the warm-up booklet to familiarize themselves 
with the learning companion robot. Then, families completed read-
ing two storybooks with the robot. Finally, parents took part in 
a semi-structured interview on their experiences and refections. 
Each study took around 70 minutes in total, with a 40-min reading 
session followed by a 30-min interview. Two experimenters were 

2Raspberry Pi: https://www.raspberrypi.org/ 
3Book: Pete the Cat and the Perfect Pizza Party:https://www.amazon.com/Pete-Cat-
Perfect-Pizza-Party/dp/0062404377
4Book: How to Babysit a Grandma: https://www.amazon.com/How-Babysit-Grandma-
relationships/dp/0385753845 

present throughout the reading session. Experimenters sat out of 
participants’ sight to observe their interactions, take feld notes, 
and answer technical questions from the participants. 

3.2.3 Interaction Design. The main activity that the parent-child 
pairs did in the study was to read two books with the robot. In 
this section, we explain how users interacted with the robot during 
reading and how the prompts and responses of the robot were 
developed. The interaction design is also illustrated in Figure 4. 

Before the families read the two books we provided, they were 
given a warm-up booklet which was drawn and designed by the 
frst author in the format of a hand-made pictorial book, providing 
information and examples for how to interact with the robot. The 
booklet included guided activities that allowed families to practice 
showing tags to the robot, pressing bumpers to repeat what the 
robot previously said and obtaining responses. 

After the warm-up activity, families were told to fnish reading 
two books, including Pete the Cat and the Perfect Pizza Party and 
How to Babysit a Grandma, with the robot and were given the 
choice to start with either one. Families were told that they were 
not required to initiate every tag and response, and were encouraged 
to use the features of the robot whenever they wanted to during 
the reading activity. 
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Figure 3: The interaction features of the robot: (A) users scanned tags in the book to initiate prompts, and (B) they pressed the 
right-front bumper to repeat what the robot said and the left-front bumper to initiate a response to the current prompt. 

During the reading sessions, the robot provided verbal prompts 
and responses, generated using Google’s cloud text-to-speech en-
gine,5 when initiated by the participants. To initiate a verbal prompt, 
families needed to display April Tags6 on the books to the robot. 
These April Tags were implemented in the book for every two pages 
and allowed the robot to autonomously recognize the given page 
and provide an appropriate prompt. To initiate a response to the 
previously-initiated prompt, families needed to press the left-front 
bumper button along the robot’s base. The Repeat bumper on the 
right-front portion of the robot’s base allowed families to repeat 
the robot’s previous prompt. The robot’s interaction features are 
also illustrated in Figure 3. We note that the experimenters did not 
instruct parent-child pairs regarding who should scan the tag or 
who should press the button. Parents and children interacted with 
the features naturally. It is possible that sometimes either the parent 
or the child always initiated the tags or the responses, sometimes 
both of them were involved interchangeably, and sometimes they 
never press the button to obtain the robot’s responses as the parents 
were confdent about the answers. 

The reading activity is based on the notion of math talk, where 
parents incorporate math concepts in daily-life conversations with 
their child to foster development of math concepts. We developed 
prompts related to basic and advanced math concepts for preschool-
ers based on literature in educational psychology [17, 47] and these 
prompts were delivered by the robot when participants show the 
corresponding tags on the book to the robot. The reading activity 
allowed parents to engage in problem solving and math-oriented 
conversations with their child. We chose reading as it is a common 

5Google Cloud Text-to-Speech: https://cloud.google.com/text-to-speech/ 
6April Tags: https://april.eecs.umich.edu/software/apriltag 

parent-child shared activity and has also been widely used to study 
in previous work to support language and math learning [48, 59]. 

The framework underlying the design of prompts implemented 
in the robot was developed based on the informal numeracy struc-
ture proposed by Purpura and Lonigan [47] and the classifcation 
rules of math profciency levels proposed by Engel et al. [17] for 
preschool children. Specifcally, the informal numeracy skills [47] 
were categorized into one of the four math profciency levels speci-
fed in the framework proposed by Engel et al. [17]. 

3.2.4 Semi-structured Interview. We conducted a semi-structured 
interview with parents after they fnished reading two storybooks 
with the child while engaging the learning companion robot. The 
interview protocol included questions about parents’ overall expe-
riences (e.g., łWhat do you think about the interaction with the robot 
overallž), comparisons with their regular informal learning experi-
ences at home (e.g., łHow would you compare this reading experience 
with your regular ones at homež), opinions on what they preferred 
the robot to support (e.g., łHow would you prefer the robot to support 
youž), and how they envisioned the use of the robot in their daily 
scenarios related to children’s learning (e.g., łHow would you see 
yourself using the robot in your daily life to support [child]’s learn-
ingž). Other questions were generated by the frst author during the 
study, based on the parents’ responses to the open-ended questions 
from the protocol and the feld notes taken during their reading 
sessions. Interview sessions were audio recorded and transcribed 
for analysis. 
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Figure 4: The interaction design for the reading activity. (1) The robot introduced itself to users and users used the warm-up 
booklet to learn and familiarize themselves with ways to interact with the robot. (2) Users selected a book to read. (3) Users 
initiated prompts from the robot when encountering a tag in the book during reading. (4) Users initiated a response to the 
current prompt from the robot by pressing the robot’s left-front bumper. 

3.3 Data Analysis 

To anonymize our participants in the data, we report the fndings 
using participants’ ID assigned by the experimenters based on 
their order of completing the study. For example, P1 refers to the 
frst participant. We conducted a refexive Thematic Analysis (TA) 
based on Clarke and Braun [10] and McDonald et al. [39] on the 
semi-structured interviews to identify patterns in the data and 
derive a grounded understanding of parents’ perspectives. First, the 
frst author and an undergraduate assistant, who is experienced in 
qualitative coding, transcribed and familiarized themselves with 
the data based on the audio and video recordings. Second, the frst 
author generated initial semantic codes based on her interpretation 
of the data and categorized the data based on the codes. For example, 
code łleverage robot’s responses to engage childrenž and code łuse 
robot’s answers as a source of validationž were both categorized 
as łparents’ use of robot’s response.ž Third, both the frst author 
and the undergraduate assistant coded the data from P1 with the 
initial codes, followed by an iterative discussion to fnd consensus 
on interpretations and emergent candidate themes and to generate 
an agreed code book. Fourth, for the rest of the data, the frst author 
and the undergraduate assistant used the code book to code the rest 
of the data independently and peer-reviewed each others’ codes. For 
instance, the frst author coded P2 and the assistant peer-reviewed 
P2; the assistant coded P3 and the frst author peer-reviewed P3. 
The fnalized codes were reviewed and discussed iteratively. Lastly, 
we reviewed, refned, and constructed the themes as fndings based 
on meaningful and insightful patterns. 

4 RESULTS 

Our analysis of interview data from parents highlights three in-
teracting themes informing the design of a learning companion 
robot that supports the context-based needs for parent-child interac-
tion. The frst theme, parent-robot collaboration, highlights parents’ 
wanted to work with the robot as collaborators based on relative 
capabilities between the parent and the robot, the availability of 
the parent, and the motivation of the parent. A consideration of 
the relative capabilities of the parent and the robot would involve 
assigning more responsibility in a learning task to the party with 
higher skill on that task [29]. For example, the task of generating 
educational prompts might be delegated to the robot, while the par-
ent might ofer personalized scafolding for children. The parent’s 
availability can help determine times when the parent has lim-
ited availability, such as when taking care of younger siblings, and 
assign more responsibility to the robot. Finally, the parent might 
situationally lack motivation in pursuing some learning activities 
or repeating prompts, which might provide an opportunity for the 
robot to assume more responsibility. 

The second theme, parent-guided factors on collaboration, under-
lines parent expectations for the robot to respond to their overar-
ching educational objectives and concerns for the use of a robot at 
home. The learning objective can determine the necessary tasks 
for a learning activity. For example, the parent’s learning objec-
tive might be understanding the process of problem solving, in 
which case either the parent or the robot needs to explain the pro-
cess rather than only provide an answer. The concerns will defne 
the constraints for the tasks and the corresponding delegation of 
the tasks, unless a design feature efectively mitigates the concern. 
For example, the parent’s concern might be about the privacy of 



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Hui-Ru Ho, Edward Hubbard, and Bilge Mutlu 

��������������������������
����������������
�����

���
������������

���������������
�����

���
������������

������� ������� �������

��������������������������������

������������������

�������
���������

�������������������������������������������������������
���������������
�������������������������
�
�������������������
������������	����������

������������������������
�����	������������������������
��������������	��	�������������������

�������������	���	����������������������������������
�����	���������������������

�������������	���	����������������������������������
������	�����������������������������������������

��
	������������	�����

�����������������������������������������������
������������������������������������������������

����������������������������	��

��������������������������������	������������������
������������������������������

���	��������
��������������

�������������������������������������������������������
��������������������������������������

������	�����������	

����������������������������������������������������
	����������������������������������	���������������
����������������	�����������������������������������������

��������������	������������	����������������
�����������������������������������	������������������

������	���������������

����	����������	��������������������������
������������������������

Figure 5: An overview of the results. We identifed three main themes, including (1) parent-robot collaboration (parent/robot 
relative capability, parent availability, and parent motivation), (2) parent-guided factors (educational objectives and concerns 
about use of robot), and (3) robot-guided factors (interaction dynamic and interaction initiative). 

their video data, in which case they may not delegate tasks that 
require computer vision or video capturing to the robot. And the 
third theme, robot-guided factors on collaboration, highlights par-
ents’ vision that the robot fexibly enables and manages efective 
interaction paradigms, including the concept of interaction dynam-

ics and interaction initiatives, in line with the collaboration patterns 
and parental expectations. The notion of interaction dynamic refers 
to how the robot manages the number and kind of participants as 
well as the involvement of each party. For example, the robot might 
need to switch to a diferent interaction mode when the parent is 
involved in its interaction with the child. The idea of interaction 
initiatives pertains to how much autonomy the robot is granted 
to initiate an interaction. For example, the robot might initiate an 
interaction anytime when free playing but initiate only as requested 
when reading with the child. We present the details of each theme 

in the following sections, and a summary of these fndings can be 
found in Figure 5. 

4.1 Parent-Robot Collaboration 

In our data, parents frequently discussed several tasks (e.g., gener-
ating creative educational prompts for specifc learning concepts, 
ofering personalized scafolding, etc.) that must be completed to 
achieve the learning goals they expected for their child. More specif-
ically, they illustrated how these tasks should be delegated between 
themselves and the robot as they refected on their as well as the 
robot’s strengths and weaknesses in daily learning scenarios. This 
pattern in our data suggested that parents were thinking more 
about how they could collaborate with the robot, which was fur-
ther verifed by their explicit description for the robot’s role as their 
łcollaborator.ž In addition, task delegation choices were based on 
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Figure 6: Summary of Theme 1: Parent-robot collaboration. We found that parents wanted to work with the robot as collaborators 
based on parent/robot relative capability (C), parents’ availability (A), and parents’ motivation (M). 

three dimensions: parent/robot relative capability, parent availabil-
ity, and parent motivation. A summary of these fndings can be 
found in Figure 6. 

4.1.1 Robot as a collaborator. The majority of parents (P3, P4, P5, 
P7, P8, P9, P10) wanted the robot to act as their collaborator to 
alleviate some of their workload rather than having the robot re-
place their responsibility entirely. P5 summarized this perspective 
by stating, łI think the robot is partnering with me. I don’t think it’s 
taking the place of me.ž In addition, P8 highlighted the robot’s role 
as a team member to alleviate her authoritative stance with her 
child, saying łMisty and I are a team and we are working together to 
try to grow those concepts.ž Furthermore, P9 and P10 emphasized 
how the robot ofoaded pressure from them by generating appro-
priate intellectual prompts during their interactions. As articulated 
by P9, łparent is still very involved in being the teacher, but the robot 
takes the pressure of of the parent to have to come up with questions.ž 
Although some parents also used diferent terms to describe the 
robot’s functional role as, for instance, a facilitator (P4, P7), a care-
giver (P1, P2), or an educator (P1, P7), their articulations of how 
the robot served these roles are still conceptualized as a collabora-
tor. We argue that parents perceived the robot’s functional roles 
diferently depending on which tasks the robot collaborated with 
parents on. For example, the robot may have been perceived more 
as a facilitator if it helped with prompting parent-child conversa-
tions. On the other hand, the robot may have been perceived more 
as a tutor if it helped with demonstrating a problem solving process. 
In whichever case, the robot served as a collaborator to the parent 
by ofering diferent kinds of support, leading to the perception 
of diferent functional roles while staying under the umbrella of 
a collaborator. In the following sections, we further describe what 

factors should be considered to determine the complicated patterns 
of parent-robot collaboration. 

4.1.2 Parent/Robot Relative Capability. The relative capability be-
tween the parent and the robot refers to the strengths and weak-
nesses of the parent and the robot with respect to each other in 
carrying out certain tasks. For each task, the more profcient party is 
likely to assume more authority. We describe the collaborative tasks 
that emerged from our data through the lens of this perspective in 
the following sections. 

Parents can use the robot to supplement their limited knowl-
edge domains for prompt generation. All parents (P1śP10) men-
tioned that spontaneously generating prompts associated with ad-
vanced or unfamiliar concepts might have been beyond their capa-
bilities. Despite their comprehension of the underlying academic 
concepts, they recognized their limited knowledge of the pedagog-
ical strategies required to independently create age-appropriate 
prompts. For instance, P2 admitted that she would fnd herself 
łreliant on the content provided in the book,ž while P4 mentioned 
that she could only generate łstraightforward and basic questions,ž 
lacking the ability to formulate more advanced ideas. Additionally, 
P10 perceived the collaboration to be based on hers and the robot’s 
respective profcient domain knowledge, stating łI read the story 
and provide literacy-related interaction, and the robot can assist by 
suggesting math-related questions for them[children] to think about.ž 
Moreover, parents not only sought academic support but also en-
visioned prompting the child to refect on social interaction and 
emotions, nurturing their emotional intelligence. For example, P3 
and P5 believed that the robot could play a pivotal role in gener-
ating prompts encouraging children to refect on their own and 
others’ feelings and emotions. These fndings suggest that in cases 
where parents lacked specifc knowledge, the robot could assume 
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the role of generating advanced concepts and prompts to facilitate 
children’s learning. 

Parents can use the robot’s responses as a source of valida-
tion and social persuasion method. The majority of parents (P1, 
P4, P5, P6, P7, P8) leaned towards leveraging the robot’s responses 
as a source of validation. They saw the responses as a means to 
ofer their children contextualized feedback and encouragement. 
P8 exemplifed this concept, stating, łone thing I liked is that after 
[child] came up with the wrong answer, and misty[robot] told us the 
right answer. And then we could work backwards and fgure it out to-
gether.ž Interestingly, several parents (P4, P5, P7, P8) explained that 
they utilized the robot’s response because their children trusted 
third-party and non-parental opinions more than their input. P4 
summarized this phenomenon by noting, łif they have feedback from 
someone who’s other than a parent, they seem to take that feedback 
better.ž One possible rationale, articulated by P5, is that łit’s good 
to see answers not just always coming from mom and dad; there are 
various information sources validating that. Another explanation, as 
described by P8, is that she thought her child had łnever seen Misty 
made a mistake, unlike her parents, so she has more chance to trust 
Misty’s abilities.ž However, in the spectrum of parental preferences 
regarding the robot’s responses, extreme cases exist, where parents 
either expressed a desperate need (P2) or no need at all (P3) for 
receiving a response or an answer to a prompt from the robot. P2 
admitted feeling uncertain about ofering a proper response for 
her child, while P3 demonstrated stronger leadership in guiding 
her child in line with her parenting values, stating that łIt’s not 
really about getting the right answer. It’s more about the interac-
tion between us and having open conversations about the questions.ž 
These fndings indicate that the robot could act as a source of valida-
tion for facilitating learning interactions, be leveraged as a trusted 
third-party opinion to efectively persuade and guide children, and 
support parents who lacked confdence in their own responses. 

Parents envision the robot tailoring the level of scafolding 
to their capabilities. In the current system design, many parents 
(P1, P4, P5, P6, P8, P10) expressed that they needed to provide 
substantial scafolding during the interaction with the robot. This 
scafolding encompassed activities such as clarifying the meaning 
of questions (P4, P6, P8) and explaining the problem-solving pro-
cess (P1, P4, P5, P6, P8, P10). For instance, P6 stated that łIf I wasn’t 
there with her[child], she[child] would not understand the question, 
although She[child] understood the math part of it.; P1 noted, łRobot 
didn’t explain, but for young kids, they wouldn’t necessarily know 
unless someone is explaining to them.ž However, one parent (P2) 
encountered challenges in providing scafolding for her child. She 
expressed uncertainty, stating, łI am unsure what to do, after observ-
ing that her child answered incorrectly. Unlike most other parents, 
she pressed the robot’s bumper button to obtain the standard re-
sponses without providing her child any feedback. These fndings 
highlight the need for the robot to tailor its level of scafolding to 
the parents’ capabilities to optimize the learning experience. 

Robot could enhance child’s engagement with physical and 
interactive features. Parents excelled at customizing their ap-
proaches based on their understanding of their child’s interests (P1, 
P7, P10). For instance, P7 knew how tołuse something he[child] is 

interested in get their attention.ž Simultaneously, parents recognized 
the signifcance of the robot’s physical appearance (P3, P4, P5, P8, 
P9) and interaction features such as buttons (P3, P6, P8, P9, P10) 
in maintaining their child’s engagement and motivation. As P5 
described, for someone łwho doesn’t like reading, it would be an 
incentive to have Misty[robot]’s presence.ž Moreover, when asked to 
compare delivering prompts with the robot through speech versus 
via text, P3 mentioned that she would łbe more interested in robot 
than paper because it would engage her child better.ž P8 also em-
phasized the robot’s interactive feature, saying, łshe really liked to 
push the button so that kind of kept her engaged.ž In summary, these 
fndings indicate that while the robot may not excel at ofering 
customized motivational approaches as efectively as parents, its 
physical and interactive features can assist parents in enhancing 
their child’s engagement. 

4.1.3 Parent Availability. The parent’s availability dimension helps 
identify times when the parent has limited availability to support 
the child. Although we did not discuss the robot’s availability respec-
tively as it did not emerge from the discussion, it could contextually 
mean the battery level of the robot or the ease of access to the robot. 

Parents can use the robot as educational support when 
they are temporarily unavailable. Parents (P1, P4, P5, P6, P8, P9) 
recognized that there are occasions when they cannot be available 
to assist their child. These scenarios may occur due to various com-
mitments such as household chores (P6), work (P4, P6), caring for 
other siblings (P5), or even during the recovery of an unexpected 
incident (P1). P5 described this situation by saying, łI have two other 
kids, so sometimes I’m occupied with helping them, and I can’t be 
there.ž Similarly, P6 suggested that łthe robot could help her[child] 
for fve minutes while I’m cooking dinner.ž Furthermore, P1 shared a 
personal experience, stating, łLast year, I was in a severe accident and 
bedridden for three to four months. During that challenging period, I 
might have taken the assistance of a robot to entertain my kids when I 
was physically unable to do so.ž Additionally, P9 highlighted that she 
preferred the robot to support her child doing learning activities 
instead of being occupied by entertainments, stating, łWhen we are 
busy, we would feel better about kids engaging in educational activi-
ties with the robot than watching TV.ž These parents’ perspectives 
emphasize the potential role of the robot in ofering educational 
support when parents are temporarily unavailable or occupied with 
other responsibilities. 

4.1.4 Parent Motivation. The parent’s motivation dimension helps 
identify times when parents lack motivation in certain learning 
activities or tasks. We did not discuss the robot’s motivation respec-
tively as it did not emerge from the discussion and we also assumed 
this dimension is not applicable to the robot. 

Parents envisioned the robot taking on repetitive and scripted 
work that they have less motivation for. Several parents (P1, P2, 
P3, P4, P6, P9) expressed a preference for the robot to handle certain 
tasks, particularly those that are repetitive, structured, and scripted. 
For example, some parents (P1, P2, P3, P6) showed the desire to 
have the robot read the content of the books, allowing them to focus 
on providing personalized and instructional support. P6 illustrated 
this by stating, łMisty[robot] can read the book to her[child], but 
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I don’t think that she[child] would understand additional instruc-
tions. I need to explain to her.ž Furthermore, P3 wanted the robot 
repeat stories to her child, so he can łhear it again in a diferent way 
from somebody else.ž P4 extended this idea to educational games, as 
her child enjoys playing them repeatedly. She envisioned having 
łMisty[robot] play the game with her[child]ž, reducing her involve-
ment in repetitive tasks as she ł‘sometimes don’t like to play it as 
much.ž This illustrates parents’ intention to delegate lower-level 
and repetitive responsibilities to the robot, freeing them to engage 
in more interactive and personalized interactions with their child. 

4.2 Parent-Guided Factors on Collaboration 

Parents formulated their individual policies for using the social 
robot, while upholding their core educational objectives when en-
gaging in learning activities with their child. Even when guided 
by prompts from the social robot, they instinctively tailored their 
parental guidance to fll in any gaps and ensure the attainment 
of these objectives. This not only reveals the parents’ aspirations 
in supporting their children but also highlights potential design 
implications for the social robot. We categorized these learning 
objectives into three domains: intellectual development, social and 
emotion development, and promotion of independence. A summary 
of these fndings can be found in Figure 7. 

4.2.1 Educational Objectives. 

Intellectual development. For the majority of parents (P1, P2, 
P4, P5, P6, P8, P10) their primary goal was to nurture their children’s 
comprehension of the problem-solving process, prioritizing it over 
the mere attainment of correct answers. As articulated by P1, her 
goal was łjust to make sure he [child] knew how the right answer was 
achieved,ž and P10 added that she was łnot super concerned with him 
getting the answer right.ž However, P2 noted that she was łunsure or 
didn’t know what to dož when her child encountered difculties in 
understanding how to tackle a problem, highlighting the challenges 
she faced in providing efective guidance to achieve her desired 
educational outcomes. Additionally, beyond the realm of problem-
solving, P2 mentioned her eforts to teach her child Spanish and 
English to facilitate bilingual communication, allowing her child to 
interact efectively with both family members at home and peers at 
school: ł I tried to speak more Spanish at home, because they speak 
English in school. Their grandma doesn’t speak English, so we have 
to speak Spanish with her.ž 

Social and emotion development. Some parents expressed that 
one of the objectives in doing learning activities at home is to spend 
time together to strengthen their parent-child bond (P3, P9, P10) 
and promote the child’s comprehension of social interactions with 
others, including the ability to recognize and empathize with others’ 
emotions (P3, P5, P7, P9). For example, P3 mentioned that łit was 
the interaction between us that we were going for, rather than whether 
you are right [for the answer].ž In addition, P9 described her aim 
saying: łwe’re more focused on social and emotional learning, and 
get him [child] to talk about feelings.ž 

Promotion of independence. Parents believed that a substantial 
aspect of learning involves cultivating the independence of acquir-
ing knowledge (P3, P1, P5, P7) and making critical judgements on 

information from various sources (P4). As articulated by P1, her 
aim was to łtry to get him to fgure things out on his own.ž Similarly, 
P4 shared that she was łtrying to teach them good values around 
technology, and to use critical thinking skills to fnd good sources 
[of information] by themselves.ž In addition, this perspective was 
cited as a rationale for favoring occasional one-on-one child-robot 
interactions, a choice contingent upon the specifc learning goals 
at any given moment (P5). As specifed by P5, she thought łthere’s 
some value in interacting and stepping back to let them process things 
for themselves and try to understand stuf, which also depends on 
what the goals are in that moment.ž 

4.2.2 Concerns and mitigation approach. Parents expressed con-
cerns about using the social robot at home and discussed potential 
solutions. These fndings shed light on the factors that limit the 
robot’s usage and ofer insights into how design improvements 
could help alleviate parental concerns. Three primary concerns 
emerged from our analysis: privacy, content appropriateness, and 
achieving a balanced use of the robot. 

Privacy risk and mitigation. While some parents voiced ap-
prehensions regarding privacy, with a particular focus on data 
security (P1, P4, P6, P8), and their child’s understanding of data 
privacy (P4), others (P9, P10) explicitly stated that they had no 
such concerns. Specifcally, P8 harbored concerns about the robot’s 
installed cameras potentially capturing in-home video data, cau-
tioning that łRemote cameras can be used in malicious ways. I would 
need to be mindful of what room the robots in.ž Meanwhile, P4 voiced 
uncertainty about the content and timing of data recording, raising 
questions such as łIs it always quietly listening, waiting for a voice 
activation feature? Can I actively turn it on and of?Is it recording my 
house all the time?ž Additionally, both P4 and P6 shared concerns 
about their child inadvertently disclosing personal information to 
the robot without a comprehensive understanding of how data 
would be handled, including unexpected sharing and retention. P4 
emphasized this by remarking łeven just reminding my kids that 
what goes on the internet really is forever.ž 

Parents ofered several suggestions to mitigate their privacy 
concerns, emphasizing transparency (P4), clear explanation (P4), 
and reduced reliance on internet connectivity (P8). P4 proposed 
that data recording, storage and usage should be transparently 
and comprehensibly explained through the system interface in a 
user-friendly manner. She said, łI would want transparency about 
what the robot is doing. If it is collecting data. I want to know what 
it’s collecting.ž Meanwhile, P8 expressed a preference for the ro-
bot’s operation not to be contingent on an internet connection to 
safeguard data privacy, stating łIf Misty could download the stories 
and the question so it will not be Wi-Fi dependent, I would feel more 
comfortable with it.ž 

Content Appropriateness and parental control. Several par-
ents raised concerns about the age-appropriateness (P2, P4, P5, P6, 
P7, P10) and trustworthiness (P6) of the content delivered by the 
robot. They shared the desire to prevent the robot from presenting 
questions or materials they considered inappropriate. Parents held 
varying perspectives on how best to control and flter the content. 
The majority strongly preferred to personally evaluate and deter-
mine content suitability (P4, P5, P6, P10). As remarked by P4, łI 
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Figure 7: Summary of Theme 2: Parent-guided factors on collaboration. We found that parents expected the robot to respond 
to their overarching educational objectives (intellectual development, social and emotion development, and promotion of 
independence) and concerns for the use of a robot at home (privacy, content appropriateness, and balance between human-

human and human-robot interactions.) 

would have the ability to say–Yes, this is appropriate; No, this is not.ž 
Additionally, P6 added that she wants łvery explicit parental controls 
over what the kids can access and what’s being said and heard and 
talked about.ž Aside from simply fltering the content, P10 empha-
sized her desire to be łinvolved in what the child is doing, instead of 
giving him the robot and leaving.ž This hands-on approach allowed 
her to actively supervise her child’s usage in line with her parental 
expectations. It’s worth noting that these observations stem from 
a short-term study and may evolve as parents establish increased 
trust in the robot over time. Further elaboration on this point is 
provided in Section 5.3. 

Balanced robot use with human-human interaction. Sev-
eral parents (P1, P5, P6, P7, P9) expressed concerns about their child 
potentially overusing the robot and consequently neglecting other 
important aspects of learning and development, such as outdoor 
activities and social interaction. P1 worried that her child might be-
come excessively absorbed in electronic devices and łjust want to sit 
in front of it all day versus being social or playing outside.ž Similarly, 
P6 expressed concerns about children becoming isolated, primarily 
engaging with technology instead of learning how to interact with 
others: łI feel like kids are not learning how to interact with each 
other and just want to play by themselves, with technology involved.ž 
Despite these concerns, parents recognized the value of the robot 
in enriching their children’s learning. P7 voiced a preference for 
technology to improve their lives positively rather than exerting 
excessive control: łIt’s more like I want technology to enhance their 
lives instead of letting it control them.ž This sentiment highlights the 
parental aspiration for a balanced integration of technology into 
their child’s development. 

4.3 Robot-Guided Factors on Collaboration 

The concept of interaction paradigm defnes a specifc module of 
interaction with the robot, governed by the interaction dynamic and 
the preferred initiation of communication. In our data, we found 
that parents preferred the robot to fexibly supplement their level 
of involvement and they favored taking more control over when 
the robot initiates an interaction. A summary of these fndings can 
be found in Figure 8. 

Parents wanted the robot to adapt to flexible choices of in-
teraction dynamics. The concept of interaction dynamics refers 
to how the robot manages the number and kinds of participants 
as well as the involvement of each party. Instead of adhering to 
a fxed mode, most parents (P4, P5, P6, P8, P9, P10) wanted the 
robot to fexibly support a range of interaction dynamics based on 
situational needs. For instance, P5 illustrated that she would like 
to łhave choice to switch between having parents in the interaction 
or letting the child be on his own.ž Parents conveyed a variety of 
dynamics they preferred in diferent scenarios with the robot, in-
cluding child-robot interaction without a parent, parent-child-robot 
interaction, and parent-child interaction without the robot. 

Firstly, in the dynamic of Child-robot interaction (without a par-
ent), parents leaned towards allowing their child to interact with 
the robot independently when they are temporarily unavailable 
(P4, P5, P6, P8, P9), when they lack motivation (P1, P9), as the child 
matures to an older age (P2, P5), or when the objective is to nurture 
their child’s independence for self-directed learning (P5, P8). For 
instance, P5 described that when she was łtrying to do three or 
four diferent things at the same time, [child] will be on his own.ž 
Moreover, P9 indicated that she prefer to do more outdoor activities 
łrather than learning activities at home with her child,ž and thus 
would favor a child-robot interaction model for in-home learning 
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Figure 8: Summary of Theme 3: robot-guided factors. We found that parents envisioned the robot enabling efective interaction 
paradigms by handling various interaction dynamics (child-robot interaction, parent-child-robot interaction, parent-child 
interaction) and mixed-initiative forms of interaction (user-driven, user-authored and robot-driven, robot-driven with user 
permission, and robot-driven). 

activities. In addition, P2 and P5 both imagined their children gradu-
ally interacting with the robot on their own as they get older. Lastly, 
P8 illustrated her desire to promote independent learning for her 
child, stating that the robot łprovide the response that gives her the 
tools to be a little bit independent and practicing the skills without 
me” (P8). 

Secondly, in the dynamic of Parent-child-robot interaction, all 
parents (P1ÐP10) expressed their preference for a fexible division 
of roles in guiding interactions with the child, allowing either the 
robot or themselves to take the lead while the other played a sup-
plementary role. This adaptable approach results in varying levels 
of involvement for each party and thereby variations within this 
specifc dynamic. Firstly, parents leaned towards increased robot 
involvement when they lack the availability (P5, P6), motivation 
(P4), or capability (P2, P8) to actively guide the activities, when 
they aim to cultivate their child’s independence in learning (P5). 
For example, P8 described the lack of experience her husband has 
in facilitating children’s learning, stating that łmy husband does not 
know how to facilitate and he wouldn’t enjoy getting emails about 
it. The robot could guide his interaction and maybe have it model 
him[husband] more.ž Conversely, parents themselves wanted more 
active involvement when they seek quality bonding time with their 
child during learning (P4, P6), when they intend to contribute spe-
cifc intellectual concepts (P4, P10), when personalized support is 
deemed necessary, or when they want to maintain supervisory 
control over their child’s interaction with the robot to address any 
concerns (P7). P10 illustrated this when she stated łI think it is 

in what he’s doing. So I want to be there to encourage him and let 
him validate that he’s doing the job.ž Combining these two views, 
parents prefer to have choice in both. P5 explained that she łwould 
like to have choicež in the dynamics, and be able to łswitch between 
involving parents to interact more and less.ž In particular, she stated 
that łI can provide guidance or assistance, but only being pulled in 
when needed, letting him do what he needs to do by himself.ž 

Finally, in the dynamic of Parent-child interaction (without the 
robot), a few parents preferred to interact with their child without 
the robot when they want to enjoy their own time together (P9), 
when the concepts they want to explain are not enabled by the 
robot (P8), or when they have concerns over the information the 
robot ofers (P6). For instance, P9 illustrated the situation when she 
said łI feel it is valuable to have one on one time with the child, doing 
reading or an activity together.ž 

Parents envisioned the robot accommodating flexible forms 
of interaction initiatives. The notion of interaction initiative 
refers to how much autonomy the robot is granted to initiate in-
teractions with users. Our data suggested diferent patterns of ini-
tiating an interaction including user-driven, user-authored and 
robot-driven, robot-driven with user permission, and robot-driven. 
In the following sections, we articulate each kind of initiative and 
the the possible scenarios correspondingly. 

First, in a user-driven case, parents (P2, P3, P7, P8, P10) preferred 
the robot to initiate an interaction only when they manually request 

always benefcial from having some parental interaction and interest one. P3 described that she preferred the robot łto be manual, rather 
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than talks on its own after a certain period of time.ž Second, in a user-
authored and robot-driven case, where parents prefer to author the 
timing and initiatives of the robot. P4 described that she łwouldn’t 
want the robot to just be able to barge in to say whatever it wants or 
ask for permission randomly.ž She further illustrated her intention 
to author the robot’s initiatives by scheduling a specifc prompt 
or behavior for a specifc time frame, stating, łit[robot] can initiate 
to say, ‘it is time for this thing, do you want to do it now,’ and I 
can confrm if I want to do it now or later.ž Third, in the case of 
robot-driven with user permission, parents (P2, P7) described certain 
scenarios when the robot can drive the initiative by indicating 
its intention but need to wait for user permission before actually 
putting the initiative into actions. P7 described that she preferred 
the robot to łraise her hand while we read together before bedtimež 
to keep the interaction łat a lower intensity level.ž Finally, in a robot-
driven case, parents (P6, P7) described that sometimes the robot can 
initiate an interaction or conversation anytime. P7 exemplifed this 
case by describing a scenario when her child is playing toys: łThere 
could be a time when she can just interact and interrupts. I can imagine 
her roaming around and say ‘let’s build a racetrack’ or something 
similar” to help come up with creative learning opportunities.ž 

5 DISCUSSION 

Given the importance and ignorance of parental involvement in 
children’s adoption of learning companion robots, we aimed to an-
swer the following research questions: (1) How do parents perceive 
and envision their use of a learning companion robot to facilitate a 
child’s learning experience? (below and Section 5.1); (2) What are 
the considerations for designing a learning companion robot for 
parents to engage their child’s learning? (Sections 5.2 and 5.3) 

Through a technology probe study with contextual interviews, 
we found that most parents wanted the robot to act as their col-
laborator in facilitating learning activities for young children. We 
therefore introduce this notion of parent-robot collaboration to cap-
ture the collaborative dynamics between the parent and the robot. 
Furthermore, we identifed three dimensions that determine vari-
ous possibilities of parent-robot collaboration scenarios and will 
later refer to them jointly as CAM factors, which represents par-
ent/robot relative capability (C), parent availability (A), and parent 
motivation (M). We believe that CAM helps inform a desired parent-
robot collaboration dynamic, guiding decision regarding the robot’s 
responsibilities based on practical situations. Additionally, educa-
tional objectives and concerns are the two main parental factors 
that defne and constrain parent-robot collaboration respectively. 
These two factors are connected to some of the strategies, especially 
Restrictive Mediation, described in the parental mediation theory 
from prior literature (Section 2.3). Our fndings regarding parents’ 
concerns about invasion of privacy and decreased human-human 
interaction for children also interestingly align with concerns teach-
ers raised for students using a social robot in a classroom setting 
[58]. Finally, the concepts of interaction dynamics and interaction 
initiatives articulate the interaction with the robot in terms of the 
number of participants and the timing of interaction, implying that 
the interaction design should support fexible multiparty scenarios 
and mixed-initiatives [29]. In the following sections, we unpack 
the connections between these themes to elaborate the notion of 

parent-robot collaboration and explain how they contribute to the 
contextual understanding of interaction design for a learning com-
panion robot through the lens of parental mediation theory [3, 57] 
and mixed-initiative principles [29]. 

5.1 Research Implications 

We see an opportunity to extend our understanding of parent-robot 
collaboration and the factors that might afect the emergence and 
outcomes of this collaboration by connecting fndings across the 
three themes emerged in our analysis, which we discuss below. 

5.1.1 Robot’s responsibilities in parent-robot collaboration: 
Parent-guided and CAM factors. To determine what the robot should 
or should not do when collaborating with a parent to support a child 
in a learning context, the connection between the parent-guided 
factors (Section 4.2) and the CAM factors (Section 4.1) plays an im-
portant role. From an overarching perspective, parents’ educational 
objectives and concerns determine what the robot should support 
and restrict. This aligns with the idea of Restrictive Mediation from 
Parent Mediation Theory, referring to how parents make rules to 
guide or prohibit the use of technology for children [57]. Mean-
while, from a practical standpoint, CAM factors further determine 
specifc tasks for the robot based on real-life scenarios. For instance, 
in our study, P1 wanted the robot to help her child understand 
processes of problem solving (educational objective). However, P6 
was hesitated to engage the robot due to doubts about the sources 
of the robot’s content (concerns), afecting her willingness to trust 
the robot’s responses. The example also implies that the robot’s 
overarching responsibility should include not only supporting the 
child’s learning but also explaining sources of its content to mitigate 
parents’ concerns. 

While parents could leverage trustworthy content sources to 
support their child’s understanding of problem solving, the CAM 
factors may practically limit parents from carrying out the tasks 
by themselves, creating opportunities for the robot to support and 
thereby defning the practical responsibilities the robot should take 
on. For instance, some parents may not have sufcient pedagogical 
knowledge (C) to efectively support a child’s problem-solving 
process, but they may have the time (A) and strong motivation 
to do so (M). In such cases, the robot’s responsibility would be 
to compensate for the parents’ lack of pedagogical knowledge as 
needed, rather than completely taking over the task. Conversely, 
some other parents may have sufcient pedagogical knowledge 
(C) and motivation (M) but may be too busy (A) to support their 
children. In such cases, if the robot has better capability than the 
parent, it could take over the job during parental absence. However, 
if the robot does not have the same or better level of capability as 
the parent, it is worth considering how the parent could transfer 
their knowledge to the robot so that the robot could later support 
the child independently. These examples demonstrate that we can 
use parent-guided factors to establish the overarching goals the 
robot needs to help achieve and identify the concerns the robot 
needs to help mitigate. Additionally, we can utilize CAM factors to 
further consider parents’ participation and ultimately determine 
the tasks the robot should and should not undertake in real-life 
scenarios. 
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5.1.2 Robot’s level of involvement in parent-robot collabo-
ration: Robot-guided and CAM factors. To collaborate with parents 
to support children in learning contexts, the robot may (1) take over 
the responsibility to support the child in a child-robot interaction 
scenario, (2) at times adjust its level of involvement dynamically in 
a parent-child-robot interaction scenario, or (3) exclude itself from 
the interaction to support a parent-child interaction scenario. The in-
teraction dynamic among the three agents (i.e., parent, child, robot) 
shifts across diferent patterns from time to time based on parent-
child needs. We note that the idea of parent-robot collaboration 
should extend beyond interactions involving a parent, a child, and 
a robot, taking a holistic view and including scenarios where the 
robot helps carry out the parenting practices parents would have 
done on their own but were unable to carry out practically. The 
connection between the CAM factors and the interaction dynamics 
(see Section 4.3) provides insights into various interaction dynamics 
the robot might need to handle. 

In the previous section, we described how CAM factors infuence 
the delegation of responsibility between a parent and the robot. 
Here, we want to emphasize how the outcome of this delegation 
naturally shapes diverse interaction dynamics the robot needs to 
manage. For instance, P7 suggested that when she was occupied 
with other kids (A), she preferred the robot to engage solely with 
her child, forming a robot with a single child dynamic; other times 
she preferred involvement in a robot, parent, and child dynamic. In 
addition, the three parties involved in a parent-child-robot triadic 
interaction have varying levels of involvement based on CAM fac-
tors. For example, P3 wanted the robot to provide prompts for her 
to lead the conversation due to her strong teaching ability. In this 
case, the parent preferred more involvement than the robot. In con-
trast, P7 appreciated the robot taking the lead, with her providing 
supplementary support given her time constraints. In this case, the 
parent preferred the robot to be more involved than herself. Finally, 
P13 explained that she thought it was valuable to sometimes have 
one-on-one time with her child in a parent-child bonding opportu-
nity without the robot involved. These examples show how we can 
use CAM factors not only to explain what the robot should do but 
also the interaction dynamics the robot should handle from time to 
time. 

5.1.3 Robot’s initiative in parent-robot collaboration: Parent-
guided and robot-guided factors. In the process of parent-robot 
collaboration, the robot may take automated initiatives for the 
interaction or be directly controlled by the participants (e.g., the 
parent or the child). The parents’ preferences for the forms of 
initiatives could be described by the connection between parent-
guided factors (Section 4.2) and interaction initiatives (Section 4.3), as 
well as the type of activities in which participants are involved. For 
example, P7 explained that she preferred certain informal learning 
activities that required creativity and idea generation to grant the 
robot a higher degree of autonomy in taking initiatives, but only 
during a specifc period of time. P3, on the other hand, preferred 
direct control over the robot as she had her own vision of how to 
guide the child in learning, using the robot as a supportive tool. P4 
took a unique perspective of authoring the robot’s initiatives and 
allowing the robot to autonomously execute her decisions. 

We refect on this concept of interaction initiatives with the 
notion of mixed-initiatives proposed by Horvitz [29], which dis-
cussed mixed-initiative principles that aim to combine the power 
of direct user operation and system automation services to improve 
the user experience and foster productivity during collaborative 
work. They argued that a mixed-initiative system should gather 
information and make inferences about users’ intentions and needs 
to properly handle uncertainty during the interaction. In addition, 
they demonstrated the application of mixed-initiative principles to 
task-oriented computer systems, which mainly support computer-
based tasks to increase productivity in general workspace [29]. Our 
fndings contribute to an extension of this notion to relatively com-
plicated home environments, physically-present embodied agents, 
as well as the nature of a multi-party interaction dynamic, which in-
volves the diferent needs of each individual as well as the parenting 
policies that govern and constrain the child’s use of the robot. 

5.2 Design Implications 

Here, we present the design considerations for the notion of parent-
robot collaboration. We note that this idea extends beyond inter-
actions actually involving a parent, a child, and a robot. Instead, 
we adopt a holistic perspective and include scenarios where the 
robot helps implement the parenting practices that parents would 
have done by themselves but were unable to carry out practically. 
In the upcoming sections, we articulate the meaning of each de-
sign implication and outline potential design considerations for 
practical implementation. Based on the discovery of three major 
themes and their connections, we have identifed the following 
design implications: 

5.2.1 Design Implication #1: To enable parent-robot collabo-
ration, a learning companion robot should align tasks with 
parental goals, address concerns, and supplement parental 
limitations based on capability, availability, and motivation. 
This implication addresses what tasks the robot should handle in 
collaboration with parents. Most of these decisions rely on parents’ 
intentions, which, in turn, depend on user information. Following 
the concept of mixed-initiatives, the robot should either seek direct 
input from parents before or during the interaction or make intelli-
gent inferences by monitoring user activities. Moreover, the robot 
should efectively communicate its capabilities during collaboration. 
For example, it can inform the parent if it cannot detect the child’s 
emotional state or provide specifc personalized support. This com-
munication helps establish accurate user expectations regarding 
the robot’s capabilities and limitations. 

5.2.2 Design Implication #2: To enable parent-robot collabora-
tion, a learning companion robot should predict and adapt 
interaction dynamics based on user preferences and ongoing 
user input. This implication emphasizes the varying levels of en-
gagement among participants in the interaction and highlights the 
need for the robot system to possess technical capabilities to ac-
commodate diverse interaction dynamics based on individual user 
requirements. Additionally, parents may alter their participation 
by either rejoining the interaction later or temporarily leaving to 
address urgent matters. Therefore, future design should consider 
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the robot’s adaptability to changing dynamics and the seamless 
integration of ongoing user feedback. 

5.2.3 Design Implication #3: To enable parent-robot collabora-
tion, a learning companion robot should consider parenting 
policies and contextual needs when determining its inter-
action initiatives. This implication addresses the timing and cir-
cumstances under which the robot should take the initiative in an 
interaction. The degree of autonomy granted to the robot should 
be determined not only by established parenting policies but also 
by ongoing parental input. This approach helps refne the robot’s 
understanding of user preferences and contextual needs over time. 
Additionally, the robot should be equipped with the technical ca-
pabilities necessary to support mixed-initiatives. For instance, the 
robot may need to be capable of initiating a conversation with-
out interrupting an ongoing interaction. Conversely, there may 
be times when the robot needs to switch to a more passive mode, 
allowing users to have full control over its initiatives. In future 
design, it’s important to consider methods for users to commu-
nicate their preferences for interaction initiatives with the robot. 
Additionally, models should be developed that enable the robot to 
adapt to diferent modes of initiatives smoothly. 

5.2.4 Integrating Design Implications in Practice. To implement 
the design implications, we propose the following preliminary in-
teraction design workfow, which integrates our implications and 
includes concrete examples of potential features. Parents should 
have the ability to continuously adjust and add their preferences 
to the robot as they progress through each of the following steps. 
It’s important to note that these are early-stage concepts based on 
qualitative evidence. Future work is needed to develop prototypes 
and evaluate these design concepts and technical requirements. 

(1) Set up background profle for both the parent and the 
child: Participants create profles to share demographic 
information and personal preferences, enabling the robot to 
customize interactions, such as recommending age-appropriate 
content. During this step, clear explanations about data stor-
age and usage should be provided, while also respecting user 
privacy preferences and ofering the option to prevent shar-
ing non-essential information to address privacy concerns. 

(2) Defne learning objectives and concerns: The robot 
can prompt parents to defne their learning objectives and 
concerns, collaboratively generating feasible and acceptable 
tasks to support the child’s progress. The system may auto-
suggest ideas for task defnition, validate user choices, ofer 
guidance and recommendations to accomplish each task, and 
highlight potential risks and benefts. 

(3) Defne task delegation between parent/robot: After 
tasks are defned, the robot can propose task distribution 
between the parent and itself by collecting data on CAM fac-
tors from users: parental capability (e.g., confdence in task 
execution), availability (e.g., when they can participate), and 
motivation (e.g., time commitment). Parents should have the 
ability to modify the task assignment, with the robot trans-
parently acknowledging its limitations to establish realistic 
user expectations. 

(4) Suggest and confrm preference for interaction dynam-

ics: As CAM choices are determined, the robot can display a 
visual report illustrating the potential interaction dynamics 
between the parent and the robot (e.g., a pie chart represent-
ing their respective contributions). This allows the parent to 
assess their desired level of involvement. 

(5) Suggest and confrm preference for interaction initia-
tives: The robot can propose various approaches to initiate 
the interaction during collaboration, seeking confrmation 
from the parents to ensure alignment with their expectations. 

(6) Save desired interaction paradigms: Finally, we suggest 
that parents have the option to save frequently used interac-
tion paradigms, creating distinct personas for the robot that 
can support collaboration across various objectives. 

5.3 Limitations & Future Work 

A key limitation of our work is that our participant sample ofers 
limited representation in the following socio-demographic dimen-
sions: (1) location: all participants lived in the Midwestern United 
States; (2) gender: all parents were females; (3) income: more than 
half of the families have middle to high level of household income; 
and (4) education: more than half of the mothers had a Master’s 
degree or above. First, the parents self-selected which parent would 
participate, rather than the study team, and thus our entire sample 
was composed of mothers. This is consistent with prior literature 
in education [38, 51]. Despite our eforts to recruit a representative 
sample, it was challenging to balance multiple demographic factors 
(e.g., gender, race, income, maternal education, etc.) all at the same 
time. Plus, fathers at times signed up for the study but mothers 
ended up being the ones who participated. Similarly, due to com-
mon challenges of recruiting lower-income families [43], we have 
little low-income families in our sample. It is well-established that 
children in families with higher income or education levels tend to 
have better academic abilities [52], which may infuence the kinds 
of support those families prefer the robot to ofer. There may be 
specifc needs and support that fathers or lower-income families 
prefer but were not well captured in our results because of lacking 
enough representatives in our sample. We will expand our eforts 
to recruit a more representative population in our future work. 

We conducted brief home visits to gain insight into parents’ 
perspectives on using a learning companion robot. However, this 
short-term exploration may restrict our fndings to the short-term 
efects and immediate parental experiences with the robot. It may 
not encompass the evolution of interactions over time, necessary 
updates, and design considerations for adapting to changes within 
an evolving ecosystem. For example, parents have voiced concerns 
regarding content appropriateness and the need for parental control. 
These sentiments may evolve over an extended period as parents 
develop stronger bonds with the robot and the robot demonstrates 
its reliability. Future research should employ long-term deployment 
approaches to examine how parents engage with the robot over an 
extended duration. 

Finally, our work has presented qualitative fndings concerning 
user perceptions, preferences, and design implications. To practi-
cally implement our design recommendations and better assess 
their feasibility, it is essential to construct viable prototypes and 
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analyze the statistical relationships between the identifed factors. 
Future research should prioritize the development of prototypes 
based on the design implications, evaluate the practicality of these 
design concepts, and quantitatively investigate the relationships 
between the factors. 

6 CONCLUSION 

In this paper, we conducted an in-home study with 10 parent-child 
pairs, each with a child aged 3ś5 years old, to explore their inter-
action with a learning companion robot in an informal learning 
setting. We developed prototype capabilities for a learning com-
panion robot to deliver educational prompts and responses to the 
parent-child pairs during reading sessions. Our study data revealed 
that parents wanted to collaborate with the robot to support their 
child’s learning, introducing the concept of parent-robot collabora-
tion. We further unpacked factors infuencing shared responsibility 
between the parent and the robot, guiding or limiting the use of 
the robot, and shaping interaction dynamics and initiatives enabled 
by the robot. Our fndings ofer an empirical understanding of 
the needs and challenges of parent-child interaction in informal 
learning activities, along with design prospects for incorporating 
a companion robot into such scenarios. We contribute valuable 
guidance on how robots can be designed to foster parent-robot 
collaboration, encompassing supplementing practical limitations 
of parents, augmenting parenting policies, and adapting to fexibal 
interaction paradigms. 
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