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Utilizing Machine Learning to Analyze Short-Answer Responses 
to Conceptually Challenging Chemical Engineering 

Thermodynamics Questions 
 
Introduction 
 
This paper describes the results of a study where generative Artificial Intelligence (AI) was used 
to analyze short-answer explanations to two conceptually challenging chemical engineering 
thermodynamics problems. This work comes from a collaboration between machine learning and 
engineering education researchers utilizing machine learning to analyze student narratives of 
understanding in short-answer explanations to conceptually challenging questions [1], [2].  
 
Concept questions, sometimes called ConcepTests [3], are multiple-choice questions involving 
minimal calculations and give students experience applying conceptual knowledge. When 
utilized within active learning pedagogies, concept questions have been shown to improve 
student achievement, engagement, and have helped students develop conceptual understanding 
and problem-solving skills [4] - [14]. Additionally, when students are asked to write short-
answer responses to explain their reasoning to concept questions, it has been observed to 
improve student performance, engagement, and prepare students for group discussion [15], [16]. 
These responses provide instructors and researchers with a wealth of information regarding 
student thinking [17]. Still, often, it is difficult for instructors and researchers to process all of 
this written information. Machine learning researchers have applied natural language processing 
(NLP) and large language models (LLMs) to automate the grading and scoring of textual 
responses from students and have shown that it has great potential to help instructors and 
researchers understand student thinking about complex concepts [18] - [24]. 
 
We utilized written responses from consenting students in the Concept Warehouse (CW) [25], a 
web-based online tool for active learning. Two related questions from chemical engineering 
thermodynamics were manually coded using emergent and inductive coding [26], [27], [28]: an 
enthalpy of mixing question (1396 responses) and an entropy of mixing question (1387 
responses). 
 
The written responses were then analyzed using LLM-based coding methods. We split each 
manually coded thermodynamics dataset into training, validation, and test sets. We used in-
context learning for GPT-4 [29], where we prompted the model with the question, four in-
context examples of answers, and the corresponding codes and instructed it to generate the 
code(s) for the new answer instance. The in-context examples for GPT-4 prompt are drawn from 
the training split of the manually-coded dataset. We finetuned the Mixtral of Experts (MoE) [30] 
model using input and target pairs derived from the manually-coded training datasets. This 
trained model was then prompted with new test inputs, and the model-generated coded sequence 
was evaluated against the manually coded target sequence. We evaluated both models on a test 
set of around 140 samples for each thermodynamics question. Using manual and language 
model-based coding, we aim to answer two research questions: 
 



1. What aspects of student thinking are present in narratives of understanding constructed to 
justify answers to conceptual questions about the enthalpy and entropy of mixing ideal 
gases? 

2. To what extent can we use Large Language Models to automate qualitative coding of 
student narratives of understanding?  

 
Background  
Conceptual Questions and Student Responses 
 
Concept questions, sometimes called ConcepTests [3], are conceptually challenging multiple-
choice questions involving minimal to no calculation. They allow students to identify and apply 
concepts to new scenarios. Concept questions are often used with active learning practices, like 
Peer Instruction (PI) [3]. Concept questions utilized within PI or other active learning strategies 
have been shown to improve student performance and help students develop conceptual 
understanding and problem-solving skills [4] - [14].  
 
In addition to asking conceptual questions, instructors can ask students to write short-answer 
responses after asking conceptually challenging questions. Writing has been shown to improve 
critical thinking and learning because it is a way to organize one’s thoughts and focus on 
understanding and communicating specific ideas [31]. Writing-to-learn (WTL) is one evidence-
based learning strategy utilized in STEM classrooms where students write brief, low-stakes 
explanations where they can practice using content knowledge in writing. WTL has been shown 
to support the development of conceptual understanding and metacognition [31] - [34], and 
previous work where writing short-answer explanations in response to conceptually challenging 
questions in STEM classrooms has found that writing improves student confidence, chances of 
picking a correct answer and better prepare students for group and larger class discussions [15], 
[16], [35], [36]. Additionally, written responses give instructors insight into student thinking and 
how they utilize pieces of knowledge to construct explanations. Thus, these responses provide a 
wealth of information. However, it is often difficult for instructors and researchers to read and 
analyze large amounts of text to find information about trends and patterns in student thinking.  
 
Machine Learning Applications to Education Research 
 
Machine learning has been used in education for various text-based automated assessment tasks, 
such as automatic grading, automated text classification, automated feedback systems, and 
evaluating student writing in both short and long formats, like short constructed responses and 
essays [18] - [24]. 
 
Many of the earlier works used classical machine learning algorithms such as SVM, Naive-
Bayes, Random Forest, and Logistic Regression [19], [37] - [41], while others used neural 
networks [41] - [45] to assess student-written responses. Few of the studies used transformer-
based models [46] - [49] to analyze student textual narratives [24], [45], [50]. For example, some 
studies [51], [52], [53] have used BERT Field [43] to evaluate essays, while others have used 
BERT [24], [50] and RoBERTa [54] respectively, to conduct automatic grading of short-
answers. Previously, we [1] finetuned T5 [48] and compared its results in assessing short student 
responses with GPT-3 [49]. However, we [1] only worked with one coded dataset. Most of these 



studies focused on small encoder-only or sequence-to-sequence Transformer models. They did 
not train the state-of-the-art decoder-only Large Language Model's performance in assessing 
students' written explanations in science education. 
 
The state-of-the-art decoder-only transformer models are multi-layer neural networks with 
attention mechanisms. These state-of-the-art models have billions of parameters and are trained 
on huge corpora of free text with the causal language modeling objective, which involves 
predicting the next word (or, more precisely, token) given the preceding context. These models 
can be used for in-context learning, where the model is queried with a prompt and is expected to 
generate a response to this prompt, or they can be finetuned on task-specific data. Bigger models 
(with billions of parameters) are more sample-efficient and require fewer manually-coded 
samples to perform better than smaller models (with a few hundred million parameters), making 
manual coding less laborious. 
 
Earlier work used Transformer models like BERT, RoBERTa, or T5, which consist of less than 
one billion parameters, limiting our understanding of how well the new, bigger, sample-efficient 
state-of-the-art language model can help assess student responses. In our study, we leverage 
generative capabilities for larger decoder-only Transformer models to assess textual responses to 
conceptually challenging engineering questions written by students. Specifically, we used GPT-4 
in-context learning [29] and finetuned Mixtral of Experts (MoE) [30] to automate the qualitative 
coding of the student narratives. Mixtral of Experts is a 47 billion-parameter model with eight 
distinct groups of parameters called “experts.” The model chooses two out of eight experts for 
every token and combines their output additively. This results in 13 billion active parameters for 
each token the model processes. 
 
Conceptual Framework 
 
We frame student explanations to conceptually challenging chemical engineering 
thermodynamics questions as “narratives” because students use a combination of everyday and 
discipline-specific language to tell a story about a concept or a set of concepts. Thus, we take a 
resources-based approach to analyzing student thinking. This approach considers cognitive 
resources as “fine-grained knowledge elements that a student possesses, the 
activation of which depends on context” [55, p. 410]. As students write short answer responses, 
they formulate a narrative of understanding that shows the activation and application of pieces of 
knowledge that they regard as essential to explain a phenomenon. However broad or specific 
these pieces of knowledge may be, they are not isolated. Thus, we must contextualize all pieces 
of knowledge we find relative to one another [35], [55] - [58]. The connections between them are 
essential to understand, and we applied this thinking to our coding scheme so machine learning 
models could be trained effectively.  
 
When using generative AI within discipline-based education research, we take a human-
computer partnership approach. Both humans and computers can provide unique skills and input 
into the qualitative coding and analysis process, as seen by others who have implemented 
machine learning in various qualitative coding processes [59], [60], [61]. When human coders 
interact with computers as coding partners rather than as tools designed to automate the process 
completely, both can work towards bettering a machine learning model that enriches the 



analytical process by improving scalability and abstraction [61], [62]. To foster this in our study, 
we will discuss the results of qualitative coding and machine learning coding to understand how 
machine learning can be a part of the qualitative coding process to analyze student narratives of 
understanding. 
 
Methods 
Research Design 
 
Concept questions were delivered through the Concept Warehouse [25], an online-based active 
learning tool. Instructors used two questions, shown in Figure 1, as a pair as they asked about 
two concepts (enthalpy and entropy) in the same context. Concept questions assess students' 
understanding of enthalpy and entropy, which interest chemical engineering education 
researchers because they are two widely misunderstood concepts in thermodynamics courses. 
The abstract nature of both concepts and the multitude of formulas that can describe these 
quantities in different situations provide students with a challenging experience of balancing 
conceptual and procedural knowledge [63], [64]. Thus, we chose these concept questions to 
understand narratives of understanding in short answer responses and provide a large set of 
concepts to train our machine learning algorithms.  
 

 
Figure 1. Student view of CT 1072 (A) and 1073 (B) on the Concept Warehouse. The image 
shows the multiple-choice question and the short-answer response field analyzed in this study.  
The correct answers are in the green boxes. 
 



We can visualize the mixing process described in Figure 1 through the representation shown in 
Figure 2. The enthalpy change in concept question 1072 is zero because the gases are ideal, and 
the enthalpy of an ideal gas depends only on temperature; there are no intermolecular 
interactions except for elastic collisions. The change in entropy in concept question 1073 is 
greater than zero because even if the gases are ideal, mixing two gases increases the number of 
positions (configurations) available to the gas molecules of either gas, which increases entropy. 
 

 
 
Figure 2. Visual representation of the process occurring in questions 1072 and 1073.  
 
Setting and Participants 
 
Responses were collected from consenting students at a large, public research university. Two 
instructors used these questions from 2012 - 2023. We will refer to them as Instructor A and 
Instructor B. Instructor A utilized the questions in eight third-year chemical engineering 
thermodynamics courses, and Instructor B utilized them in seven second-year energy balances 
courses. The average course size amongst both instructors was 85 students, with a standard 
deviation of 44. 
 
Data Collection  
 
Concept questions 1072 and 1073 were collected through the Concept Warehouse [25], a web-
based active learning tool. All responses used in this study were from participants who consented 
to participate in data collection. A total of 1396 responses for 1072 and 1387 for 1073 were 
collected. Descriptive statistics are provided in Table 1.  
 
 



Table 1. Percent correct for each question by instructor 
 1072 % Correct 1073 % Correct  

Instructor A 83.5% 57.4% 

Instructor B 84.3%  66.9% 

Total 84.0% 66.5% 

 
Qualitative Coding  
 
An emergent coding approach was used to investigate narratives of understanding for the short 
answer explanations to the two questions shown in Fig. 1. This approach was similar to how 
we’ve conducted coding previously and allowed us to fully account for all aspects of student 
thinking in the data [1], [2]. Coding was conducted on ATLAS.ti by Author 1 using methods 
described by Miles, Huberman, & Saldaña [26], [27]. The first coding phase consisted of Author 
1 familiarizing themselves with the data by reading responses and noting preliminary thoughts 
regarding the cognitive resources used by students to convey their understanding. The second 
coding phase consisted of Author 1 utilizing emergent ideas and creating formal codes that 
described the cognitive resources students used, as shown in Appendix A.1 Tables A1 and A2. 
Authors 1 and 4 discussed the coding process while creating and categorizing codes to ensure 
their reliability and validity. Within Phase 2, codes were grouped according to different cognitive 
categories, including identification, comparison, and inference. These larger categories are 
further described in the Results section.  
 
Machine Learning Analysis 
 
We formulate the ML problem as a sequence-labeling task, where the model takes an input 
prompt consisting of an instruction, a question, a student-written explanation, and the prediction 
target is a manually-coded student-written explanation. For manual coding, we used 
INCEpTION [65] to convert manually-coded text spans into TSV format, which we further 
processed to create inputs and targets for model training. 
 
Models 
 
We conducted our experiments by finetuning a large decoder-only language model Mixtral of 
Experts (MoE) on the manually-coded dataset using Huggingface’s transformer library [66] and 
GPT-4 with in-context learning via OpenAI GPT-4 API [67]. MoE was finetuned using a 
language modeling objective where it is trained to predict the next token. We used the prompt 
shown in Appendix B.2 to train MoE.  For GPT-4, we used four in-context examples in the 
prompt, as shown in Appendix B.1, to prompt the model and extract the coded response for a 
new test student’s explanation using OpenAI GPT-4 API. 
 
 
 
 



Dataset Split 
 
For both thermodynamics datasets, we used 85% of the manually coded samples as a training set 
to train the MoE models, i.e., 1186 samples for Enthalpy and 1175 samples for the Entropy 
dataset. We used 5%, i.e., 69 samples for each dataset, as a validation set and finally tested our 
finetuned models on 10% of the datasets, i.e., 139 and 138 samples for Enthalpy and Entropy 
datasets, respectively. For GPT-4, we used four samples from the training set as in-context 
examples to prompt the model. GPT-4 was evaluated on the same set as MoE models were 
evaluated. 
 
Training Configurations  
 
We trained MoE three times, once on each of the thermodynamics datasets and once on both 
datasets. We evaluate all models on both datasets. For GPT-4, we prompt the model with either 
four only-enthalpy dataset samples or four only-entropy dataset samples, drawn from their 
training sets, as in-context examples. For GPT-4, no finetuning is involved. We show the prompt 
for both models in Appendix B. We also conducted coding using ATLAS.ti's built-in coding tool 
called ATLAS.ti Interactive Coding and compared our results with this method. 
 
Hyperparameters 
 
To train MoE, we used 4-bit quantization [45] with LoRa [68]. In LoRa, the parameter update for 
a weight matrix is decomposed into a product of two low-rank matrices. Using LoRa, we train 
11.6% of the MoE’s total parameters with a learning rate of 0.00041 and a batch size of 1 for 2 
epochs. We save the model checkpoint where we get the least validation loss, which is used for 
inference on the test set. When the model is trained on a combined dataset, we pick the 
checkpoint after 1 epoch, as this leads to better performance. For GPT-4 generations, we used the 
greedy decoding strategy with the temperature set to 1. 
 
Evaluation Metric 
 
Model responses were evaluated using Exact Match. In Exact Match, we count the number of 
codes in the model-generated responses that match exactly with the codes in manually-coded 
responses. We also compute Precision, Recall, and F1 scores for each model on both 
thermodynamics datasets. Precision is the percentage of correct model-generated codes relative 
to the total number of model-generated codes. Recall is the percentage of human codes that the 
model was able to generate correctly. The F1 score is the harmonic mean of the precision and 
recall [1]. We also performed qualitative analysis for model-generated codes for ten test 
instances for both thermodynamics datasets. We report the number of codes that are semantically 
relevant to the student’s narrative but not an exact match under “misses but makes sense”), 
semantically irrelevant codes with “does not make sense,” and the number of codes missed by 
the model with “code missed.” 
 
 
 
 



Researcher Positionality 
 
Our strength as researchers improves as we acknowledge and reflect upon the backgrounds and 
experiences of ourselves and others in our team [69]. As this project is a collaboration between 
engineering education researchers and machine learning researchers, we can work together at the 
intersection of machine learning and discipline-based education research. During the qualitative 
coding process, we shared multiple perspectives on how students could discuss different 
concepts so that we could work towards making a more diverse codebook. When evaluating the 
codes generated by machine learning analysis alongside the results from manual coding, we 
discussed how to best work towards a better coding process to help train algorithms. 
 
Limitations 
 
This study did not factor in the differences between instructors and their context or instructional 
moves. For example, some instructors may emphasize the importance of written responses 
differently, impacting how much effort students put into this. If participation points were 
assigned to completing the question and short answer response, students may put in more effort 
and thus provide a detailed response that is more representative of their understanding. 
Additionally, interrater reliability could be strengthened with additional coders.  
 
Our current model evaluation relies on an exact match metric, which doesn't always capture 
cases where the model predicts semantically similar but not exactly matching codes. To address 
this, we need a better evaluation metric that considers semantic similarity to accurately assess the 
model's performance. 
 
Results 
Overview 
 
We characterize three cognitive processes students may use to construct their narratives of 
understanding when writing short-answer responses to conceptually challenging chemical 
engineering thermodynamics problems. These cognitive processes include identification, 
comparison, and inference. Students may use a combination of these different cognitive 
processes in their responses and may also use them in any order. We define these cognitive 
processes as the following:  
● Identification: procedural or conceptual knowledge identified in response  
● Comparison: comparison of a variable or construct before and after mixing 
● Inference: conclusion about the state of the system based on identification and 
comparisons made in the response 

 
We then used GPT-4, Mixtral of Experts (MoE), and ATLAS.ti to automate the coding of these 
responses. We will first discuss our qualitative findings from manual coding for questions 1072 
and 1073 and then detail the results from automated coding. 
 
 
 
 



Qualitative Findings: 1072 – Enthalpy 
Identification 
 
Identification of concepts was primarily associated with ideal gases and their behavior. This 
included identifying important kinetic molecular theory (KMT) assumptions, such as ideal gases 
lack interaction, all collisions between gases are elastic, and temperature is directly proportional 
to the kinetic energy. The most widely utilized assumption was that ideal gases don’t have 
interactions or intermolecular forces.  
 
Additionally, students identified rules related to specific problems or situations in 
thermodynamics and applied them broadly without considering how those rules may differ 
depending on the problem. Some students identify that if the enthalpy of mixing was negative, 
zero, or positive in one case, it must also be in this case. For example, Students 1 and 2 used the 
rule that the enthalpy of mixing should always be positive.  
 

Student 1: Enthalpy of mixing is always positive, as far as I can tell. I can't remember any 
instances it's not.  
 
Student 2: Hmix is always positive, it can never be negative - and since the molar 
quantities are not even the change in enthalpy will be greater than 0. 

 
They identified these rules from memory due to previous material they learned in class and 
applied it to this scenario.  
 
Finally, to explain their reasoning, students typically identified the first law of thermodynamics 
(𝛥𝑈 = 𝑞 + 𝑤) and the auxiliary function for the change in enthalpy (𝛥𝐻	 = 	𝛥𝑈 + 𝑃𝛥𝑉) within 
this problem. See Tables C1 and C2 in Appendix C.1 for information on variables used within 
these equations. For example, Student 3 stated the following to begin their explanation:  
 

Student 3: Enthalpy is internal energy plus work done (H=U+PV). Therefore, 
dH=dU+PdV+VdP. 

 
Comparison 
 
Students compared variables and properties of the system (i.e., volume, internal energy, etc.) and 
how the mixing process has impacted them. For example, Student 3, who identified the enthalpy 
equation, continues their explanation by saying:  
 

Student 3: … it is stated that there is no change in temperature or pressure, so dP=0. 
Also, the total volume will also not change, making dV=0, since it is dependent only on 
the intensive variables (P,T). U is dependent on T for an ideal gas, so dU=0. Using all 
these ideas, the equation simplifies to dH=0.  

 
They utilized the equation to guide their response and explain their reasoning. They also 
compared the volume and internal energy at the process's beginning and end. 
 



Inference 
 
Utilizing different pieces of identified information and comparisons, students made conclusions 
about the change in enthalpy of the process. For example, Student 4 states the following:  
 

Student 4: Enthalpy is equal to the internal energy, U, with addition with the pressure 
multiplied by the volume. If we know that the change in volume of the mixture is 0 and 
there is no change in temperature or pressure, the extensive property H of mixing also has 
to be 0. This concludes that the intensive property Hmix is also 0. 

 
Student 4 first identifies the definition of enthalpy and compares volume, temperature, and 
pressure. This leads them to make an inference about the enthalpy of mixing.  
 
Qualitative Findings: 1073 – Entropy 
Identification 
 
Students utilized similar resources to 1072 regarding ideal gases; however, they also identified 
different ways to characterize the concept of entropy, including entropy as a measure of chaos, 
disorder, and microstates. Some students discussed definitions of entropy that are not typically 
seen as canonical definitions: 
 

Student 5: You can't unmix the two gasses and entropy increases in the universe. As 
entropy is the arrow of time it has to increase after the mixture. 
 

Student 5 discusses entropy within the concept of irreversibility (i.e., all real processes within 
our universe occur irreversibly, as the entropy of a process must be greater than or equal to zero).  
 
Similarly to 1072, students used rules like “entropy always increases” in their responses. Finally, 
students identified the first law of thermodynamics (𝛥𝑈 = 𝑞 + 𝑤), entropy’s relation to 
microstates (𝑆	 = 	𝑘!𝑙𝑛	𝛺), the entropy of mixing equation (𝛥𝑆	 = 	−𝑅[𝑦"𝑙𝑛	𝑦" + 𝑦!𝑙𝑛	𝑦!]), 
and the auxiliary function for the change in Gibb’s Free Energy (𝛥𝐺	 = 	𝛥𝐻 − 𝑇𝛥𝑆) within this 
problem. See Tables C1 and C2 in Appendix C.1 for information on variables used within these 
equations.  
 
Comparison 
 
Students compared variables and properties of the system similarly to 1072; however, in this 
question, written responses also emphasized changes in the system's disorder. We must note that 
this is different from identifying a definition of entropy and is instead a comparison of the 
disorder, number of microstates, or “chaos” from before and after mixing. For example: 
 

Student 6: Entropy of mixing represents the number of possible molecular configurations 
of a substance, so adding more substance will increase the possible molecular 
configurations. 

 



In the first half of Student 6’s response, they defined entropy, while in the second half, they 
compared the molecular configurations from the beginning to the end of the mixing process.  
 
Inference 
 
Utilizing different pieces of identified information and comparisons, students made conclusions 
about the change in entropy of the process. For example:  
 

Student 7: There are more random microconfigurations that the molecules of gas could be 
found in once they are mixed, and therefore, the entropy of the system will have 
increased. 

 
Student 7 compared “microconfigurations” before and after mixing, which allowed them to infer 
about the system's entropy change.  
 
Machine Learning: Automated Coding Using LLMs 
 
Tables 2 and 3 show the evaluation results for finetuned MoE and GPT-4 (with different in-
context examples in the prompt) on Enthalpy and Entropy test datasets, respectively. The ground 
truth includes 600 codes for Enthalpy and 644 codes for Entropy. MoE, when trained on the 
combined dataset, which includes Entropy and Enthalpy training samples, achieves the highest 
F1 score of 66% for Enthalpy (see Table 2, row “MoE trained on both datasets”) and 59% for 
Entropy (see Table 3, row “MoE trained on both datasets”). 
 
Table 2. Comparison of ground truth and model-generated responses for Enthalpy dataset. The 
highest value is in bold. 

Model No. of 
Correct 
Codes 

No. of 
Codes 

Precision Recall F1 

Ground truth  600     
MoE trained on both datasets 458 783 0.58 0.76 0.66 
MoE trained on Enthalpy 
dataset 435 864 0.5 0.72 0.59 

MoE trained on Entropy 
dataset 438 1250 0.35 0.73 0.47 

GPT-4 (Enthalpy examples as 
in-context examples) 298 491 0.61 0.49 0.54 

GPT-4 (Entropy examples as 
in-context examples) 293 570 0.51 0.48 0.49 

ATLAS.ti AI Interactive 
Coding 37 1104 0.03 0.06 0.04 

 
 
 
 
 



Table 3. Comparison of ground truth and model-generated responses for Entropy dataset. The 
highest value is in bold. 

Model No. of 
Correct 
Codes 

No. of 
Codes 

Precision Recall F1 

Ground truth  644     
MoE trained on both datasets 473 963 0.49 0.73 0.59 
MoE trained on Enthalpy 
dataset 347 806 0.43 0.54 0.48 

MoE trained on Entropy 
dataset 464 1209 0.38 0.72 0.50 

GPT-4 (Enthalpy examples as 
in-context examples) 224 490 0.45 0.35 0.45 

GPT-4 (Entropy examples as 
in-context examples) 277 576 0.48 0.43 0.45 

ATLAS.ti AI Interactive 
Coding 184 1990 0.09 0.29 0.14 

 
Results on In-Distribution Test Sets: When MoE is trained specifically on the Enthalpy dataset 
and evaluated on its own held-out Enthalpy test set (see Table 2, row “MoE trained on 
Enthalpy”), it achieves an F1 score of 59%. On the other hand, when MoE is trained and 
evaluated on the Entropy data splits, the F1 score is 50%, a 9% drop, as compared to the 
Enthalpy test set (refer to Table 3, row “MoE trained on Entropy”). We observe a similar pattern 
with GPT-4 (refer to Table 2, row “GPT-4 with Enthalpy examples as in-context examples” and 
Table 2, row “GPT-4 with entropy examples as in-context example”). GPT-4 performs better on 
enthalpy with an F1 score of 54% than Entropy with an F1 score of 45% (a drop of 9%) when 
prompted with their respective in-context examples. This indicates that Entropy presents a more 
challenging dataset for the MoE and GPT-4 models than Enthalpy. The ATLAS.ti AI Interactive 
Coding shows the lowest performance on Enthalpy and Entropy test sets, yielding an F1 score of 
just 4% on Enthalpy and 10% on Entropy. In contrast to the MoE and GPT-4 data, Entropy had 
fewer matching codes with ATLAS.ti AI. 
 
Results on Out-Of-Distribution Test Sets: When MoE is trained on the Enthalpy dataset but 
evaluated on the Entropy test set, we observe recall of 54%, a 19% drop from the best 
performance on the Entropy test set (refer to Table 3, row “MoE trained on Enthalpy”). On the 
other hand, when MoE is trained on the Entropy dataset and evaluated on the Enthalpy test set, 
the recall is 73%, only a 3% drop from the best performance on the Entropy test set. This 
suggests that training MoE on more challenging datasets (Entropy in this case) helps the model 
with better generalization capability. Our experiments with GPT-4 show a similar trend. The gap 
between recall, when GPT-4 is prompted with four in-distribution training examples versus out-
of-distribution training examples on the entropy test set is 8%, whereas, for Enthalpy, it is just 
1%, suggesting that GPT-4 requires in-context examples from challenging datasets for better 
generalization performance. 
 
Table 4 summarizes the overall model performance on a combined test set when trained on a 
combined training set. MoE, when trained on the combined thermodynamics datasets, leads with 



an F1 score of 62% on the combined test set. GPT-4 has the highest F1 score of 48% on the 
combined test set, with Entropy in-context examples. ATLAS.ti AI Interactive coding scores 
lowest at an F1 score of 10%.  
 
Table 4. Comparison of ground truth and model-generated responses on enthalpy and entropy 
combined test set. The highest value is in bold. 

Model No. of 
Correct 
Codes 

No. of 
Codes 

Precision Recall F1 

Ground truth  1244     
MoE trained on both 
datasets 931 1746 0.53 0.75 0.62 

MoE trained on Enthalpy 
dataset 782 1670 0.47 0.63 0.54 

MoE trained on Entropy 
dataset 902 2459 0.37 0.73 0.49 

GPT-4 (Enthalpy examples 
as in-context examples) 522 981 0.53 0.42 0.47 

GPT-4 (Entropy examples 
as in-context examples) 570 1146 0.50 0.46 0.48 

ATLAS.ti AI Interactive 
Coding 221 3094 0.07 0.18 0.10 

 
Table 5 shows the results of the qualitative analysis of the model prediction compared to manual 
codes. Overall, MoE models were better at generating codes close to manually written codes. We 
see the least percentage of codes missed or diverged by the MoE model, trained on both 
thermodynamic datasets, with “codes missed but makes sense” as 8% and “% codes do not make 
sense” as 14%. MoE models also show the least “% codes missed by the model,” ranging 
between 58%-64%, at least 20% below other models. ATLAS.ti AI Interactive Coding generated 
49% of codes irrelevant to the responses, the highest “% codes missed by model” among all 
models. The tool also has the highest “% code the model missed,” which is 88% when compared 
to ground truth. In the case of GPT-4, when we prompt the model with Entropy in-context 
samples, we found that the GPT-4 had 42% codes missed but relevant to student responses, 
which is 4% higher than when GPT-4 is prompted with Enthalpy in-context examples. 
Interestingly, the Entropy prompt results in a lower "codes do not make sense" (-4%) and "codes 
missed by model" (-1%) compared to Enthalpy prompts. These findings support that challenging 
dataset samples enhance the model's generalization capabilities. 
 
 
 
 
 
 
 
 



Table 5. Qualitative analysis of model-generated codes on a combined test set. The highest value 
is in bold. 

 

MoE 
trained on 
both 
datasets 

MoE 
trained on 
Enthalpy 

MoE 
trained on 
Entropy 

GPT-4 
(Enthalpy 
examples 
as in-
context 
examples) 

GPT-4 
(Entropy 
examples 
as in-
context 
examples) 

ATLAS.ti 
AI 

Interactive 
Coding 

% codes missed 
but makes sense 0.08 0.19 0.16 0.38 0.42 0.38 

% codes do not 
make sense 0.14 0.19 0.29 0.21 0.17 0.49 

% codes missed 
by model 0.58 0.64 0.58 0.85 0.84 0.88 

 
In summary, we found that MoE trained on a combined dataset achieved the highest F1 score on 
both thermodynamics datasets. We show that the entropy dataset is more challenging for MoE 
and GPT-4 than the enthalpy dataset. Additionally, our study shows that the model can tackle 
other tasks better when trained or prompted with examples from a more challenging dataset. 
 
Discussion 
Research Question 1  
 
Students utilized different cognitive resources, which we categorized under the larger categories 
of identification, comparison, and inference. The different pieces of knowledge that students 
identify and compare to make inferences to formulate their response is a way to understand their 
emerging understanding of concepts as novices [35], [36], [56], [57], [58]. For example, in 
concept question 1073, we see difficulty with students and their understanding of entropy. 
Students who have not fully developed a set of resources that can be applied productively to 
thermodynamics problems might stumble into an issue when applying entropy because pressure 
and temperature are constant. In written responses, some students identify definitions of entropy 
that are more closely aligned with canonical language and relate it to “microstates” or “disorder,” 
while some relate it to concepts closer to their everyday lives. Generally, these conceptions of 
entropy allow students to get to the right answer and explain how mixing increases entropy. 
However, we see some students state or describe an equation for entropy as a function of 
temperature and pressure, who then apply this resource and say that entropy will not increase in 
this system because both are held constant in the problem statement. Neither identification 
(conceptual nor formulaic) is wrong, but using the equation as a productive resource is not 
always fully present in responses.  
 
Furthermore, in chemical engineering thermodynamics coursework, much of the content assesses 
students and their understanding of the system, surroundings, and universe before and after a 
process, and early content in thermodynamics is a stepping stone to later content in 
thermodynamics [63]. Thus, for instructors and engineering education researchers, analyzing 



short-answer responses allows for a unique picture of students’ understanding of 
thermodynamics concepts at different points of the course, which can help promote instructional 
change as they seek to tie these concepts together. As this is often paired with active learning 
instructional strategies, like Peer Instruction [3], [4], asking for short-answer responses after 
group discussion can also offer insight into how students have integrated new information into 
their mental models [6], [10], [11], [13], [14], [70]. Finally, when considering the formation of 
engineers, students need to build a repertoire of diverse cognitive resources and ways to 
productively use these resources to communicate with their peers. Professional engineers often 
explain their work in written formats (e.g., technical reports) and in presentations, so building 
writing skills that can effectively convey this knowledge to their colleagues is immensely helpful 
and a goal in science and engineering education work. This framework of understanding short-
answer responses allows us to gain insight into student thinking, which can help instructors and 
researchers construct evidence-based instructional strategies to improve writing skills, 
conceptual understanding, and benefit the formation of engineers. 
 
Research Question 2  
 
State-of-the-art Large Language Models, such as Mixtral of Experts (MoE) and GPT-4, present a 
promising avenue for automating qualitative coding in the analysis of student narratives. Our 
study demonstrates that MoE, when trained on combined thermodynamics datasets, leads with 
the highest F1 score of 62% on the combined test set. GPT-4 shows its highest F1 score of 48% 
on the combined test set, specifically with entropy in-context examples. These results surpass the 
performance of ATLAS.ti AI Interactive coding, which achieves an F1 score of only 10% on the 
combined test set. 
 
It's worth noting that GPT-4, being a larger model, exhibits higher sample efficiency compared 
to MoE. With just four training samples, GPT-4 achieves an F1 score of 48%, whereas MoE, a 
smaller model, requires a larger dataset with hundreds of training samples to achieve an overall 
F1 score of 62%. However, it's important to consider the resources required for both approaches 
as prompting GPT-4 is expensive, whereas manually coding hundreds of training samples for 
MoE is laborious and time-consuming. Our study shows the performance of both approaches, 
offering the research community insights on choosing different models for automating the 
assessment of student responses.  
 
In the future, we hope to: 
● Further integrate a resources-based conceptual framework into our overall methodology. 
● Improve the model’s ability to automate the coding of student narratives by input and 
target format while training models, experimenting with different decoding strategies, 
and additional hyperparameter tuning. 

● Work towards developing a generative AI tool that can automate analysis of short-answer 
responses and help instructors and researchers understand patterns and trends in student 
thinking. 

 
 
 
 



Conclusion 
 
In this paper, we analyzed student explanations to conceptually challenging chemical 
engineering thermodynamics questions about enthalpy and entropy using manual coding and 
machine learning coding processes. Through emergent coding and a resources-based lens, we 
found that students use identification, comparison, and inference to explain their reasoning when 
writing short-answer explanations. GPT-4, Mixtral of Experts (MoE), and ATLAS.ti were used 
to automate coding, and it was found that GPT-4 generated codes with an F1 score of 54% for 
the enthalpy of mixing questions. For the entropy of the mixing question, the model has an F1 
score of 45%. The MoE model, when trained on both thermodynamics datasets, outperforms 
GPT-4 performance on both enthalpy and entropy test datasets. MoE (when trained on both 
datasets) achieves an F1 score of 66% on enthalpy, outperforming GPT-4 by 12%. On the 
entropy dataset, it has an F1 score of 59%, which is 14% higher than GPT-4. We also show that 
the entropy dataset is more challenging for both MoE and GPT-4 models than the enthalpy 
dataset. Finally, our study shows that the model can tackle other tasks better when trained or 
prompted with examples from a more challenging dataset. This shows that machine learning 
models have tremendous potential to analyze short-answer explanations. With this knowledge, 
we hope to develop a generative AI tool for the CW to aid instructors and researchers in their 
pursuit to evaluate student understanding.  
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Appendix A.  
1. Qualitative Coding 

Table A1. Qualitative Coding for Conceptual Question 1072  
Category Code Description 

Identification Chemical reaction Gas A and Gas B undergo a chemical reaction 
in which intramolecular bonds are broken and 
formed, resulting in a product. 

Collisions Gas A and Gas B will collide with the 
container's walls, between themselves, or with 
one another. 

Heat capacity Mathematical or conceptual definition of Cp 

Ideal gas Gas A and/or Gas B follow properties of an 
ideal gas 

Intermolecular 
forces 

Gas A and Gas B have molecular interactions 
amongst themselves or between one another 

No interactions There are no molecular interactions between 
Gas A and Gas B 

ΔH formula or 
dependencies 

Enthalpy has a dependence or is independent of 
specific state variables. This can be written as a 
formula or in words.   

Comparison Chemical 
composition 

Comparison of the chemical composition of the 
system before and after mixing. 

Gibbs free energy Changes of Gibbs Free Energy before and after 
mixing. 

Phase Comparison of the phase of the system before 
and after mixing. 



Pure and partial 
Species 

Comparison between the behavior of Gas A or 
Gas B as a pure and partial species in a 
mixture. 

Gas A and gas 
B 

Comparison of properties between gas A and 
gas B. 

Quantity of gas Comparison of the amount of gas before and 
after mixing (can be in moles, mass, partial 
molar fractions, etc.) 

Pressure Comparison of the pressure of the system 
before and after mixing. 

Temperature Comparison of the temperature of the system 
before and after mixing. 

Volume Comparison of the volume of the system before 
and after mixing. 

First law: q Heat transfer processes 

First law: w Whether work is done on the system and 
surroundings. 

First law: U Changes in internal energy. 

Second law: 
entropy 

Changes in entropy. 

Inference No change in 
enthalpy  

There is no change in the enthalpy or the ΔHmix 
= 0. 

Nonzero change in 
enthalpy 

There is a nonzero change in the enthalpy or 
the ΔHmix  > or < 0. 

Uncertainty Uncertainty The student is uncertain about the concept 
 
Table A2. Qualitative Coding for Conceptual Question 1073 

Category Code Description 
Identification Chemical reaction Gas A and Gas B undergo a chemical reaction 

in which intramolecular bonds are broken and 
formed, resulting in a product. 



Collisions Gas A and Gas B will collide with the 
container's walls, between themselves, or with 
one another. 

Heat capacity Mathematical or conceptual definition of Cp 

Ideal gas Gas A and/or Gas B follow properties of an 
ideal gas 

Intermolecular 
forces 

Gas A and Gas B have molecular interactions 
amongst themselves or between one another 

No interactions There are no molecular interactions between 
Gas A and Gas B 

ΔH formula or 
dependencies 

Enthalpy has a dependence or is independent of 
specific state variables. This can be written as a 
formula or in words.   

No change in 
enthalpy  

There is no change in the enthalpy or the ΔHmix  
= 0. 

Nonzero change in 
enthalpy 

There is a nonzero change in the enthalpy, or 
the ΔHmix  > or < 0. 

Reversibility  A process occurs without any net impacts on 
the system or surroundings. 

Comparison Chemical 
composition 

Comparison of the chemical composition of the 
system before and after mixing. 

Gibbs free energy Changes of Gibbs Free Energy before and after 
mixing. 

Phase Comparison of the phase of the system before 
and after mixing. 

Pure and partial 
Species 

Comparison between the behavior of Gas A or 
Gas B as a pure and partial species in a 
mixture. 

Gas A and gas 
B 

Comparison of properties between gas A and 
gas B. 



Quantity of gas Comparison of the amount of gas before and 
after mixing (can be in moles, mass, partial 
molar fractions, etc.) 

Pressure Comparison of the pressure of the system 
before and after mixing. 

Temperature Comparison of the temperature of the system 
before and after mixing. 

Volume Comparison of the volume of the system before 
and after mixing. 

First law: q Heat transfer processes 

First law: w Whether work is done on the system and 
surroundings. 

First law: U Changes in internal energy. 

Disorder Changes in the disorder of the system.  

Microstates or 
configurations 

Changes in the microstates or configurations of 
the system 

Inference No change in 
entropy 

There is no change in the entropy or the ΔSmix 
= 0. 

Increase in entropy There is an increase in entropy or the ΔSmix > 0. 
 

Decrease in 
entropy 

There is a decrease in entropy or ΔSmix < 0. 

Uncertainty Uncertainty The student is uncertain about the concept 
 
Appendix B.  
The prompt format consists of an instruction in purple, the question in orange, four training 
samples in red and a new test instance answer in blue for which we want the model to generate 
codes. Model output is indicated in green.   
 
1. GPT-4 Sample Prompt 

 
We show the input we used to prompt GPT-4. This prompt is when we use Enthalpy in-
context examples to generate responses on both thermodynamics datasets.  



 
"Answer annotation task: We have a question that was presented to the students during 
their test. We collected answers from multiple students and annotated the span of these 
answers. Each span is annotated with two-level annotations. The first level identifies the 
sequential cognitive processes and we annotate the spans by either identification, 
comparison, or inference.  The same spans are annotated once again with more fine-
grained insights about the answers. These second-level annotations are not pre-defined 
and you need to identify them for each of the answers. We provide a few samples of how 
annotations of the answers should be done. Note: The annotation should be included 
within <> brackets. 
Here is the question which was presented to the students. 
Question: Consider 0.3 mol of gas A and 0.5 mol of gas B, that behave as ideal gases. 
When these two gases are mixed at constant T and P, the enthalpy change of mixing is: A. 
delta_h_mix > 0, B.delta_h_mix < 0, C. delta_h_mix = 0, D. You cannot tell unless you 
know C_p. 
### 
First level annotations can be <Identification>, <Comparison>, or <Inference>. 
Second level annotations can be (but are not limited to) <Chemical Composition>, <No 
interactions>, <Volume>, <Pressure>, <Uncertainty>. 
### 
Answer: Ideal gases do not react and should not increase the enthalpy or decreases 
Annotated Answer: Ideal gases <Identification> <Ideal gas> do not react and 
<Identification> <Chemical  Reaction> should not increase the enthalpy or decreases 
<Inference> <no change heat or enthalpy> 
### 
Answer: IMF are minimized since they are ideal 
Annotated Answer: IMF are minimized <Identification> <Intermolecular Forces> they 
are ideal <Identification> <Ideal gas> 
### 
Answer: The internal energy is greater when the gasses are together rather than when 
they are alone. 
Annotated Answer:  internal energy is greater <Comparison> <First law U> when the 
gasses are together rather than when they are alone <Comparison> <Pure Partial 
Species> 
### 
Answer: enthalpy of ideal gasses is 0. 
Annotated Answer: enthalpy of ideal gasses is 0 <Inference> <no change heat or 
enthalpy> 
### 
Because they are ideal gases, they don't interact at all, so no heat change is associated 
with mixing them.” 
 
Model output: 
Because they are ideal gases, <Identification> <Ideal gas> they don't interact at all, 
<Identification> <No interactions> so no heat change is associated with mixing them. 
<Inference> <no change heat or enthalpy> 



 
2.  Mixtral of Experts Input and Target 

 
The model was finetuned on Input + Target whereas models were evaluated with Inputs 
and the model generated are compared against the target. 
 
Model Input 
### Instruction:  Text annotation task : The task involves annotating student answers to 
conceptually challenging science questions with a focus on identifying aspects of student 
thinking. Two levels of annotations are required: the first level involves categorizing 
spans into identification, comparison, or inference, while the second level involves 
providing more fine-grained insights into the answers. Each span of text must have two 
annotations, one of each level. The output should be the span followed by the annotation 
enclosed in <> brackets. The order of the annotation is important. First annotation 
should be level1 e.g. <Identification> or <Comparison> or <Inference>, followed by 
level2 annotation e.g. <Gravity> or <Newtons law>. e.g. span of text<annotation 
level1><annotataion level2> another span of text<annotation evel1><annotataion 
level2> Given a question and student's answer to the question, generate the annotated 
answer.  
### Question: Question: Consider 0.3 mol of gas A and 0.5 mol of gas B, that behave as 
ideal gases. When these two gases are mixed at constant T and P, the enthalpy change of 
mixing is: A. delta_h_mix > 0, B.delta_h_mix < 0, C. delta_h_mix = 0, D. You cannot tell 
unless you know C_p. 
### Answer: Ideal gases do not react and should not increase the enthalpy or decreases 
### Annotated Answer:  
 
Target 
Ideal gases <Identification> <Ideal gas> do not react and <Identification> <Chemical  
Reaction> should not increase the enthalpy or decreases <Inference> <no change heat 
or enthalpy> 

 
3. ATLAS.ti  
Below is the intention to prompt ATLAS.ti to generate codes for questions 1072 and 
1073.  
 
Research Question: What aspects of student thinking are seen within short answer 
responses to conceptual challenging chemical engineering thermodynamics problems? 
Context: We utilize three categories to classify sub-codes, which include: identification - 
student identifies concept to use in short answer response; comparison: student compares 
the state of the system before and after some process; inference: student makes a 
conclusion 
 
ATLAS.ti then created a set of questions and associated code groups to prompt the model 
to generate codes. For question 1072, 6 questions (in red) and 6 associated code groups 
(in green) were generated. All were selected to generate codes.  
 



What aspects of student thinking are observed in the identification of concepts used in 
short answer responses? 
What aspects of student thinking are observed in the comparison of the state of the system 
before and after a process in short answer responses? 
What aspects of student thinking are observed in the inference and conclusions made in 
short answer responses? 
How do students determine the correct concept to use in their short answer responses? 
What strategies do students employ to compare the state of the system before and after a 
process in their short answer responses? 
How do students draw conclusions and make inferences based on the information 
provided in the short answer problems? 
 
Concept Identification 
Comparison of System States 
Inference and Conclusions 
Concept Selection 
Comparison Strategies 
Inference Strategies 
 
For question 1073, 6 questions (in red) and 6 associated code groups (in green) were 
generated. All were selected to generate codes. 
 
What concepts do students identify in their short answer responses to challenging statics 
and mechanics problems? 
How do students compare the state of the system before and after a process in their short 
answer responses to challenging statics and mechanics problems? 
What conclusions do students draw in their short answer responses to challenging statics 
and mechanics problems? 
Can the identified concepts in student responses be categorized into sub-categories based 
on their level of understanding? (e.g., basic, intermediate, advanced) 
What specific processes or events do students compare when making state comparisons 
in their short answer responses? 
Are there any patterns or trends in the types of conclusions that students draw in their 
short answer responses? 

 
Concept Identification 
State Comparison 
Conclusions Inference 
Concept Categorization 
Process Comparison 
Conclusion Patterns 

 
 



Appendix C 
    1. Thermodynamic Parameters 

Below is the key for variables, variable names, and constants for equations mentioned in 
the Results.  
 
Table C1. Variable and variable names for equations mentioned in the Results.  

Variable Variable Name 
𝑃 Pressure 
𝑇 Temperature 
𝑉 Volume 
𝛥𝑈 Change in Internal Energy 
𝛥𝐻 Change in Enthalpy 
𝛥𝐺 Change in Gibb’s Free Energy 
𝛥𝑆 Change in Entropy 
𝑞 Heat transfer 
𝑤 Mechanical work  
𝛺 Number of microstates 
	𝑦# Mole fraction of gas 

 
Table C2. Constants and associated values for equations mentioned in the Results.  

Constant Constant Name and Value 
𝑘! Boltzmann’s constant (1.380649 × 10−23 J K-1) 
𝑅 Ideal gas constant (8.314 J K-1 mol-1)  

 
 


