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Abstract

The literature on “benign overfitting” in overparameterized models has been mostly restricted to
regression or binary classification; however, modern machine learning operates in the multiclass
setting. Motivated by this discrepancy, we study benign overfitting in multiclass linear classification.
Specifically, we consider the following training algorithms on separable data: (i) empirical risk
minimization (ERM) with cross-entropy loss, which converges to the multiclass support vector
machine (SVM) solution; (ii) ERM with least-squares loss, which converges to the min-norm
interpolating (MNI) solution; and, (iii) the one-vs-all SVM classifier. First, we provide a simple
sufficient deterministic condition under which all three algorithms lead to classifiers that interpolate
the training data and have equal accuracy. When the data is generated from Gaussian mixtures or
a multinomial logistic model, this condition holds under high enough effective overparameterization.
We also show that this sufficient condition is satisfied under “neural collapse”, a phenomenon that is
observed in training deep neural networks. Second, we derive novel bounds on the accuracy of the
MNT classifier, thereby showing that all three training algorithms lead to benign overfitting under
sufficient overparameterization. Ultimately, our analysis shows that good generalization is possible
for SVM solutions beyond the realm in which typical margin-based bounds apply.

1 Introduction

Modern deep neural networks are overparameterized (high-dimensional) with respect to the amount
of training data. Consequently, they achieve zero training error even on noisy training data, yet
generalize well on test data [ZBHT17]. Recent mathematical analysis has shown that fitting of
noise in regression tasks can in fact be relatively benign for linear models that are sufficiently high-
dimensional [BLLT20, BHX20, HMRT19, MVSS20, KLS20]. These analyses do not directly extend
to classification, which requires separate treatment. In fact, recent progress on sharp analysis of
interpolating binary classifiers [MNS*21, CL21, WT21, CGB21] revealed high-dimensional regimes in
which binary classification generalizes well, but the corresponding regression task does not work and/or
the success cannot be predicted by classical margin-based bounds [SFBL98, BMO03].

In an important separate development, these same high-dimensional regimes admit an equivalence of
loss functions used for optimization at training time. The support vector machine (SVM), which arises
from minimizing the logistic loss using gradient descent [SHNT18, JT19], was recently shown to satisfy
a high-probability equivalence to interpolation, which arises from minimizing the squared loss [MNS*21,
HMX21]. This equivalence suggests that interpolation is ubiquitous in very overparameterized settings,
and can arise naturally as a consequence of the optimization procedure even when this is not explicitly
encoded or intended. Moreover, this equivalence to interpolation and corresponding analysis implies
that the SVM can generalize even in regimes where classical learning theory bounds are not predictive.
In the logistic model case [MNST 21| and Gaussian binary mixture model case [CL21, WT21, CGB21],
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it is shown that good generalization of the SVM is possible beyond the realm in which classical
margin-based bounds apply. These analyses lend theoretical grounding to the surprising hypothesis that
squared loss can be equivalent to, or possibly even superior, to the cross-entropy loss for classification
tasks. Ryan Rifkin provided empirical support for this hypothesis on kernel machines [Rif02, RK04];
more recently, corresponding empirical evidence has been provided for state-of-the-art deep neural
networks [HB20, PL20a].

These perspectives have thus far been limited to regression and binary classification settings. In
contrast, most success stories and surprising new phenomena of modern machine learning have been
recorded in multiclass classification settings, which appear naturally in a host of applications that
demand the ability to automatically distinguish between large numbers of different classes. For example,
the popular ImageNet dataset [RDST 15| contains on the order of 1000 classes. Whether a) good
generalization beyond effectively low-dimensional regimes where margin-based bounds are predictive is
possible, and b) equivalence of squared loss and cross-entropy loss holds in multiclass settings remained
open problems.

This paper makes significant progress towards a complete understanding of the optimization and
generalization properties of high-dimensional linear multiclass classification, both for unconditional
Gaussian covariates (where labels are generated via a multinomial logistic model), and Gaussian mixture
models. Our contributions are listed in more detail below.

1.1 Owur Contributions

e We establish a deterministic suf-
ficient condition under which the 2.O(XTX) 1z, > Theorems 2 and 3
multiclass SVM solution has a very for all c € [k]
simple and symmetric structure:
it is identical to the solution of a
One-vs-All (OvA) SVM classifier
that uses a simplez-type encoding
for the labels (unlike the classical
one-hot encoding). Moreover, the
constraints at both solutions are
active. Geometrically, this means
that all data points are support
vectors, and they interpolate the
simplez-encoding vector represen-
tation of the labels. See Figure
2 for a numerical illustration con-
firming our finding.
e This implies a surprising equivalence between traditionally different formulations of multiclass SVM,
which in turn are equivalent to the minimum-norm interpolating (MNI) classifier on the one-hot label
vectors. Thus, we show that the outcomes of training with cross-entropy (CE) loss and squared loss are
identical in terms of classification error.
e Next, for data following a Gaussian-mixtures model (GMM) or a Multinomial logistic model (MLM),
we show that the above sufficient condition is satisfied with high-probability under sufficient “effective"
overparameterization. Our sufficient conditions are non-asymptotic and are characterized in terms
of the data dimension, the number of classes, and functionals of the data covariance matrix. Our
numerical results show excellent agreement with our theoretical findings. We also show that the sufficient
condition of equivalence of CE and squared losses is satisfied when the “neural collapse” phenomenon
occurs [PHD20.
e Finally, we provide novel non-asymptotic bounds on the error of the MNI classifier for data generated
either from the GMM or the MLM, and identify sufficient conditions under which benign overfitting
occurs. A direct outcome of our results is that benign overfitting occurs under these conditions regardless
of whether the cross-entropy loss or squared loss is used during training.

Figure 1 describes our contributions and their implications through a flowchart. To the best of our

Data arising from GMM or MLM,
sufficient overparameterization

Features that exhibit the
neural collapse phenomenon

Theorem 1

Multiclass/OvA SVM Pe(Wsvm) = Pe(Wova) = Pe(Wni)
constraints are active Corollary 1
Both SVMs equal,
interpolate training data

P.(Wyni) < (Theorems 4 and 5)

Corollaries 3 and 4:
Benign overfitting of SVM and MNI under GMM and MLM

Figure 1: Contributions and organization.



knowledge, these are the first results characterizing a) equivalence of loss functions, and b) generalization
of interpolating solutions in the multiclass setting. The multiclass setting poses several challenges over
and above the recently studied binary case. When presenting our results in later sections, we discuss in
detail how our analysis circumvents these challenges.

1.2 Related Work

Multiclass classification and the impact of training loss functions There is a classical body of
work on algorithms for multiclass classification, e.g. [WW98, BB99, DB95, CS02, LLW04| and several
empirical studies of their comparative performance [RK04, F02, ASS01] (also see [HYS16, GCOZ17,
KS18, BEH20, DCO20, HB20, PL20a] for recent such studies in the context of deep nets). Many
of these (e.g. [RK04, HB20, BEH20]) have found that least-squares minimization yields competitive
test classification performance to cross-entropy minimization. Our proof of equivalence of the SVM
and MNI solutions under sufficient overparameterization provides theoretical support for this line of
work. This is a consequence of the implicit bias of gradient descent run on the CE and squared losses
leading to the multiclass SVM [SHN 18, JT19] and MNI [EHN96| respectively. Numerous classical
works investigated consistency [Zha04, LLW04, TB07, PGS13, PS16] and finite-sample behavior, e.g.,
[KP02, CKMY16, LDBK15, Maul6, LDZK19, MR16] of multiclass classification algorithms in the
underparameterized regime. In contrast, our primary focus lies in the highly overparameterized regime,
where conventional techniques of uniform convergence are inadequate. In Section IV, we elaborate
on why classical training-data-dependent bounds based on margin or Rademacher complexity, are
insufficient in this regime and cannot yield conclusions about benign overfitting. Recently, in [AGL21],
the authors have studied the problem of feature selection in high-dimensional multiclass classification,
identifying an intriguing phase transition as the number of classes increases with dimensions. Our work
differs from theirs in that our bounds are relevant to CE minimization without explicit regularization,
whereas [AGL21] focuses on CE loss minimization with sparsity penalties to achieve feature selection.

Binary classification error analyses in overparameterized regime The recent wave of analyses of
the minimum-#-norm interpolator (MNI) in high-dimensional linear regression (beginning with [BLLT20,
BHX20, HMRT19, MVSS20, KL.S20]) prompted researchers to consider to what extent the phenomena
of benign overfitting and double descent [BHMM19, GJS*20] can be proven to occur in classification
tasks. Even the binary classification setting turns out to be significantly more challenging to study owing
to the discontinuity of the 0-1 test loss function. Sharp asymptotic formulas for the generalization error
of binary classification algorithms in the linear high-dimensional regime have been derived in several
recent works [Hual7, SC19, MLC19, SAH19, TPT20, TPT21, DKT21, MRSY19, KA21, L.S20, SAH20,
AKILZ20, Lol20, DL20]. These formulas are solutions to complicated nonlinear systems of equations
that typically do not admit closed-form expressions. A separate line of work provides non-asymptotic
error bounds for both the MNI classifier and the SVM classifier [CL21, MNS*21, WT21, CGB21];
in particular, [MNS*21] analyzed the SVM in a Gaussian covariates model by explicitly connecting
its solution to the MNI solution. Subsequently, [WT21] also took this route to analyze the SVM
and MNI in mixture models, and even more recently, [CGB21| provided extensions of this result to
sub-Gaussian mixtures. While these non-asymptotic analyses are only sharp in their dependences on
the sample size n and the data dimension p, they provide closed-form generalization expressions in
terms of easily interpretable summary statistics. Interestingly, these results imply good generalization
of the SVM beyond the regime in which margin-based bounds are predictive. Specifically, [MNS*21]
identifies a separating regime for Gaussian covariates in which corresponding regression tasks would
not generalize. In the Gaussian mixture model, margin-based bounds [SFBLI8, BM03] (as well as
corresponding recently derived mistake bounds on interpolating classifiers [LR21]) would require the
intrinsic signal-to-noise-ratio (SNR) to scale at least as w(p'/?) for good generalization; however, the
analyses of [WT21, CGB21] show that good generalization is possible for significantly lower SNR
scaling as w(pl/ 4). The above error analyses are specialized to the binary case, where closed-form error
expressions are easy to derive [MNST21]. The only related work applicable to the multiclass case is
[TOS20], which also highlights the numerous challenges of obtaining a sharp error analysis in multiclass
settings. Specifically, [TOS20| derived sharp generalization formulas for multiclass least-squares in



underparameterized settings; extensions to the overparameterized regime and other losses beyond
least-squares remained open. Finally, [KT21] recently derived sharp phase-transition thresholds for the
feasibility of OvA-SVM on multiclass Gaussian mixture data in the linear high-dimensional regime.
However, this does not address the more challenging multiclass-SVM that we investigate here. To
summarize, our paper presents the first generalization bounds for the multiclass-SVM classifier that
establish conditions for benign overfitting in the high-dimensional regime. In the process, we establish
a connection between multiclass-SVM and multi-class MNI, which poses unique challenges due to the
non-uniqueness of defining support vectors in multiclass settings. Our work highlights the richness of the
multiclass setting compared to the binary setting, as we demonstrate the equivalence not only for GMM
and MLM data but also for data following a simplex equiangular tight-frame (ETF) structure. This
geometry structure is only relevant in multiclass settings and arises when training deep-net classifiers
with CE loss beyond the zero-training error regime [PHD20].

Other SVM analyses The number of support vectors in the binary SVM has been characterized
in low-dimensional separable and non-separable settings [DOS99, BGO1, MOO05] and scenarios have
been identified in which there is a vanishing fraction of support vectors, as this implies good gen-
eralization! via PAC-Bayes sample compression bounds [Vap13, GHST05, GLL*11]. In the highly
overparameterized regime that we consider, perhaps surprisingly, the opposite behavior occurs: all
training points become support vectors with high probability [DOS99, BG0O1, MO05, MNS21, HMX21].
In particular, [HMX21] provided sharp non-asymptotic sufficient conditions for this phenomenon for
both isotropic and anisotropic settings. The techniques in [MNS*21, HMX21] are highly specialized to
the binary SVM and its dual, where a simple complementary slackness condition directly implies the
property of interpolation. In contrast, the complementary slackness condition for the case of multiclass
SVM does not directly imply interpolation; in fact, the operational meaning of “all training points
becoming support vectors” is unclear in the multiclass SVM. Our proof of deterministic equivalence
goes beyond the complementary slackness condition and uncovers a surprising symmetric structure by
showing equivalence of multiclass SVM to a simplex-type OvA classifier. The simplex equiangular tight
frame structure that we uncover is somewhat reminiscent of the recently observed neural collapse phe-
nomenon in deep neural networks [PHD20]; indeed, Section 3.3 shows an explicit connection between our
deterministic equivalence condition and the neural collapse phenomenon. Further, [MNS*21, HMX21]
focus on proving deterministic conditions for equivalence in the case of labels generated from covariates;
the mixture model case (where covariates are generated from labels) turns out to be significantly
more involved due to the anisotropic data covariance matrix resulting from even from isotropic noise
covariance [WT21, CGB21|. As we explain further in Section 3.2, the mean vectors of the mixture
model introduce an additional rank-k£ component that complicates the analysis and requires new ideas.

1.3 Organization

The paper is organized as follows. Section 2 describes the problem setting and sets up notation.
Section 3 presents our main results on the equivalence between the multiclass SVM and MNI solutions
for two data models: the Gaussian mixture model (GMM) and the multinomial logistic model (MLM).
In the same section, we also show the equivalence under the Neural Collapse phenomenon. Section 4
presents our error analysis of the MNI solution (and, by our proved equivalence, the multiclass SVM)
for the GMM and the MLM, and Section 5 presents consequent conditions for benign overfitting of
multiclass classification. Finally, Section 6 presents proofs of our main results; auxiliary proofs are
deferred to the appendices. Please refer to the table of contents (before the appendices) for a more
detailed decomposition of results and proofs.

Notation For a vector v € RP | let [[v]a = />0 02, |[vl1 = X0 Juil, [[V]leo = max;{]uvil}.
v > 0 is interpreted elementwise. 1,, / 0,, denote the all-ones / all-zeros vectors of dimension m

'In this context, the fact that [MNST21, WT21, CGB21] provide good generalization bounds in the regime where
support vectors proliferate is particularly surprising. In conventional wisdom, a proliferation of support vectors was
associated with overfitting but this turns out to not be the case here.



and e; denotes the i-th standard basis vector. For a matrix M, |[M]|2 denotes its 2 — 2 operator
norm and |[M||r denotes the Frobenius norm. ® denotes the Hadamard product. [n]| denotes the set
{1,2,...,n}. We also use standard “Big O” notations ©(-), w(-), e.g. see [CLRS09, Chapter 3|. Finally,
we write N'(p, X) for the (multivariate) Gaussian distribution of mean g and covariance matrix X, and,
Q(z) =P(Z > x), Z ~N(0,1) for the Q-function of a standard normal. Throughout, constants refer
to strictly positive numbers that do not depend on the problem dimensions n or p.

2 Problem setting

We consider the multiclass classification problem with k classes. Let x € RP denote the feature
vector and y € [k] represent the class label associated with one of the k classes. We assume that the
training data has n feature/label pairs {x;,y;}I_;. We focus on the overparameterized regime, i.e.
p > Cn, and we will frequently consider p > n. For convenience, we express the labels using the
one-hot coding vector y; € RF, where only the y;-th entry of y; is 1 and all other entries are zero, i.e.
yi = ey,. With this notation, the feature and label matrices are given in compact form as follows:
X = [Xl Xy v Xn] e RP*" and Y = [yl yo e yn] = [Vl Vo ---vk]T € RF*" where we
have defined v. € R", ¢ € [k] to denote the c-th row of the matrix Y.

2.1 Data models

We assume that the data pairs {x;,y;}" ; are independently and identically distributed (IID). We
will consider two models for the distribution of (x,y). For both models, we define the mean vectors
{p,j}?:l € R?, and the mean matrix is given by M := [y, py -+ py] € RPXF,

Gaussian Mixture Model (GMM) In this model, the mean vector u; represents the conditional
mean vector for the i-th class. Specifically, each observation (x;,y;) belongs to to class ¢ € [k] with
probability m. and conditional on the label y;, x; follows a multivariate Gaussian distribution. In
summary, we have

Py=c) = and x=p,+a, q~N(0,5). 1
In this work, we focus on the isotropic case ¥ = I,,. Our analysis can likely be extended to the more

general anisotropic case, but we leave this to future work.

Multinomial Logit Model (MLM) In this model, the feature vector x € RP is distributed as
N(0,X), and the conditional density of the class label y is given by the soft-max function. Specifically,
we have

ex TX
p(p X) @)

x ~N(0,X) and P(y = c|x) = S ]exp(uTx).
Jelk J

For this model, we analyze both the isotropic and anisotropic cases.

2.2 Data separability

We consider linear classifiers parameterized by W = [wl Wy - wk]T € RF*P_ Given input feature
vector x, the classifier is a function that maps x into an output of k via x — Wx € R* (for simplicity,
we ignore the bias term throughout). We will operate in a regime where the training data are linearly
separable. In multiclass settings, there exist multiple notions of separability. Here, we focus on (i)
multiclass separability (also called k-class separability) (ii) one-vs-all (OvA) separability, and, recall
their definitions below.

Definition 1 (multiclass and OvA separability). The dataset {x;, yi}ie[n} 1s multiclass linearly separable
when

IW = (wy, —weo) x; > 1, Ve # yi,c € [k], and Vi € [n]. (3)



The dataset is one-vs-all (OvA) separable when
>Llifyi=c
<-lifyi#c

Under both data models of the previous section (i.e. GMM and MLM), we have rank(X) = n almost
surely in the overparameterized regime p > n. This directly implies OvA separability. It turns out that
OvA separability implies multiclass separability, but not vice versa (see [BM94] for a counterexample).

IW : wlx, { ,Ve € [k], and Vi € [n]. (4)

2.3 Classification error

Consider a linear classifier W and a fresh sample (x,y) generated following the same distribution as the
training data. As is standard, we predict § by a “winner takes it all strategy", i.e. § = argmax;cy fo.
Then, the classification error conditioned on the true label being ¢, which we refer to as the class-wise
classification error, is defined as

Poje = P( # yly = ) = P(Wx < maxW)x). (5)

In turn, the total classification error is defined as

P, :=P(y # y) = P(arg max vAvfx #y) = IP’(vAvgx < max vAvfx) (6)
J€lk] iy

2.4 Classification algorithms

Next, we review several different training strategies for which we characterize the total/class-wise
classification error in this paper.

Multiclass SVM Consider training W by minimizing the cross-entropy (CE) loss

W,Z;Xi
L(W) := —log <6>

T
Zce[k] ewe X

with the gradient descent algorithm (with constant step size 1). In the separable regime, the CE

loss £(W) can be driven to zero. Moreover, [SHNT18, Thm. 7| showed that the normalized iterates
{W'};>1 converge as

Wt

lim H—

t—oo ''logt

where Wgyyy is the solution of the multiclass SVM [WW98| given by

- WSVMHF = 07

Wgym = argn%%’nHWHF sub. to (wy, — we)Tx; > 1, Vi € [n],c € [k] s.t. ¢ #y;. (7)

It is important to note that the normalizing factor logt here does not depend on the class label; hence,
in the limit of GD iterations, the solution W* decides the same label as multiclass SVM for any test
sample.

One-vs-all SVM In contrast to Equation (7), which optimizes the hyperplanes {Wc}ce[k] jointly, the
one-vs-all (OvA)-SVM classifier solves k separable optimization problems that maximize the margin
of each class with respect to all the rest. Concretely, the OvA-SVM solves the following optimization
problem for all ¢ € [k]:

> 1, ify;=c
< _1a if yi 7é )

In general, the solutions to Equations (7) and (8) are different. While the OvA-SVM does not have an
obvious connection to any training loss function, its relevance will become clear in Section 3. Perhaps
surprisingly, we will prove that in the highly overparameterized regime the multiclass SVM solution is
identical to a slight variant of (8).

WOvAc = argmin |[wllz  sub. to w’x; { Vi € [n]. (8)
w



Min-norm interpolating (MNI) classifier An alternative to the CE loss is the square loss
LW) = £[[Y - WX]|3 = &£ 37 | [[Wx; — y;||3. Since the square loss is tailored to regression, it
might appear that the CE loss is more appropriate for classification. Perhaps surprisingly, one of
the main messages of this paper is that under sufficient effective overparameterization the two losses
actually have equivalent performance. Our results lend theoretical support to empirical observations of
competitive classification accuracy between the square loss and CE loss in practice [Rif02, HB20, PL20a].

Towards showing this, we note that when the linear model is overparameterized (i.e. p > n) and
assuming rank(X) = n (e.g this holds almost surely under both the GMM and MLM), the data can
be linearly interpolated, i.e. the square-loss can be driven to zero. Then, it is well-known [EHN9G|
that gradient descent with sufficiently small step size and appropriate initialization converges to the
minimum-norm -interpolating (MNI) solution, given by:

WN = arg II‘lg,IlHWHF, sub. to XTw,. = v, Ve € [k]. 9)

Since X”'X is invertible, the MNI solution is given in closed form as W%\ZINI = X(X"X)"'YT. From
here on, we refer to (9) as the MNI classifier.

3 Equivalence of solutions and geometry of support vectors

In this section, we show the equivalence of the solutions of the three classifiers defined above in certain
high-dimensional regimes.

3.1 A key deterministic condition

We first establish a key deterministic property of SVM that holds for generic multiclass datasets (X,Y)
(i.e. not necessarily generated by either the GMM or MLM). Specifically, Theorem 1 below derives
a sufficient condition (cf. (12)) under which the multiclass SVM solution has a surprisingly simple
structure. First, the constraints are all active at the optima (cf. (13)). Second, and perhaps more
interestingly, this happens in a very specific way; the feature vectors interpolate a simplex representation
of the multiclass labels, as specified below:

k—1 c=y;
WiXi=z5:=14 F " for all i € [n],c € [K]. (10)
“k y C 7é Yi
To interpret this, define an adjusted k-dimensional label vector y; := [214, 22i, - - - ,zki]T for each training

sample i € [n]. This can be understood as a k-dimensional vector encoding of the original label y; that
is different from the classical one-hot encoding representation y;; in particular, it has entries either
—1/k or 1 — 1/k (rather than 0 or 1). We call this new representation a simplex representation, based
on the following observation. Consider k data points that each belong to a different class 1,...,k,
and their corresponding vector representations yi,...,yx. Then, it is easy to verify that the vectors
{0,¥1,...,y%} are affinely independent; hence, they form the vectices of a k-simplex.

Theorem 1. For a multiclass separable dataset with feature matriz X = [x1, X, ..., X,] € RP*™ and
label matriz Y = [v1,va,...,vi]T € RF*™ denote by Wy = [Wi, Wa, ..., Wi]T the multiclass SVM
solution of (7). For each class c € [k] define vectors z, € R™ such that

1
ZC:vC—Eln, c € [k]. (11)

Let (XTX)* be the Moore-Penrose generalized inverse® of the Gram matriz XTX and assume that the
following condition holds

z. 0 (XTX)"z. >0, Veelk]. (12)

2Most of the regimes that we study are ultra-high-dimensional (i.e. p > n), and so XX is invertible with high
probability. Consequently, (XTX)" can be replaced by (X7X)™! in these cases.



= o ) ~
-

n 06 W 06 I 06 I 06

~ N 2 ~

> > > >
= = = =

] ~ 03 Z 03 Z 03

-~ N 02

< R < <

2 00 £ 00 £ 00 2 00

n 2l 2 2]
= ___.--_3 ..___-.E .-___-_; .___-._

-03 -03 -0.3 -0.3
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
Class ID Class ID Class ID Class ID
& T TR T T TTTTTTTT N S Bl T T & T 7o
-

W 06 I 06 06 I 06

2 2 EN =
Z Z Z =z

7 03 7 03 ~ 03 - 03

=3 < < <

2 00 2 o0 2 oo 2 00

2 n 2 n
= ..___-_3 ..-___E ___--._3 .___-._

-03 -03 -03 -0.3
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
Class ID Class ID Class ID Class ID

Figure 2: Inner products Wgynx. € R* for features x; that each belongs to the c-th class for ¢ € [k]
and k = 4 total classes. The red lines correspond to the values (k —1)/k = 3/4 and —1/k = —1/4 of
the simplex encoding described in Theorem 1. Observe that the inner products Wgynx, match with
these values, that is, Equation (10) holds.

Then, the SVM solution W gy is such that all the constraints in (7) are active. That is,
(W, — We)Tx; =1, Ve # yi,c € [k], and Vi € [n]. (13)
Moreover, the features interpolate the simplex representation. That is,
XTW. = 2., Ve € [k]. (14)

For k = 2 classes, it can be easily verified that Equation (12) reduces to the condition in Equation (22)
of [MNS'21] for the binary SVM. Compared to the binary setting, the conclusion for the multiclass
case is richer: provided that Equation (12) holds, we show that not only are all data points support
vectors, but also, they satisfy a set of simplex OvA-type constraints as elaborated above. The proof
of Equation (14) is particularly subtle and involved: unlike in the binary case, it does not follow
directly from a complementary slackness condition on the dual of the multiclass SVM. A key technical
contribution that we provide to remedy this issue is a novel reparameterization of the SVM dual. The
complete proof of Theorem 1 and this reparameterization is provided in Section 6.1.

We make a few additional remarks on the interpretation of Equation (14).

First, our proof shows a somewhat stronger conclusion: when Equation (12) holds, the multiclass
SVM solutions w,, ¢ € [k] are same as the solutions to the following simplex OvA-type classifier (cf.
Equation (8)):

k—1
EVTO e ), (15)
k

ayi#q

o1 >
min §||Wc”% sub. to XZTWC{<

for all ¢ € [k]. We note that the OvA-type classifier above can also be interpreted as a binary cost-
sensitive SVM classifier [[IMSV19] that enforces the margin corresponding to all other classes to be
(k — 1) times smaller compared to the margin for the labeled class of the training data point. This
simplex structure is illustrated in Figure 2, which evaluates the solution of the multiclass SVM on
a 4-class Gaussian mixture model with isotropic noise covariance. The mean vectors are set to be
mutually orthogonal and equal in norm, with SNR ||u|[2 = 0.2,/p. We also set n = 50, p = 1000 to
ensure sufficient effective overparameterization (in a sense that will be formally defined in subsequent
sections). Figure 2 shows the inner product w!x drawn from 8 samples. These inner products are
consistent with the simplex OvA structure defined in Equation (14), i.e. Wlx; = 3/4 if y; = ¢ and
wlix; = —1/4ify; #c.

Second, Equation (14) shows that when Equation (12) holds, then the multiclass SVM solution
Wygvym has the same classification error as that of the minimum-norm interpolating solution. In other



words, we can show that the minimum-norm classifiers that interpolate the data with respect to either
the one-hot representations y; or the simplex representations y; of (10) have identical classification
performance. This conclusion, stated as a corollary below, drives our classification error analysis in
Section 4.

Corollary 1 (SVM=MNI). Under the same assumptions as in Theorem 1, and provided that the
inequality in Equation (12) holds, it holds that Pec(W syar) = Pejo(Wuni) for all ¢ € [k]. Thus, the
total classification errors of both solutions are equal: Pe(W gyar) = Pe(W ang).-

The corollary follows directly by combining Theorem 1 with the following lemma applied with the
choice &« = 1,8 = —1/k. We include a detailed proof below for completeness.

Lemma 1. For constants a > 0,3, consider the MNI-solution woh = X(XTX)*(av. + p1),c €
[k] corresponding to a target vector of labels av. + [1,,. Let IP’ZTCB,C € [k] be the class-conditional
classification errors of the classifier w®P. Then, for any different set of constants o/ > 0, 3', it holds
that PP = 2% ve e [k].

ele ele

Proof. Note that woThA=0 WMNILe, ¢ € [k] and for arbitrary a > 0, 8, we have: woh = QWMNILc +

. oreover, 1t 1s not hard to check that w X < maxjx.w X 1I and only 1
AX(XTX)T1. M it i hard heck th VINLe it 1\T/1NIJ if and only if
(awynte + b) Tx < max;.(aWyNt,j + b)"x, for any b € RP. The claim then follows by choosing
b = X (XTX)"1 and noting that o > 0, 3 were chosen arbitrarily. O

3.2 Connection to effective overparameterization

Theorem 1 establishes a deterministic condition that applies to any multiclass separable dataset as
long as the data matrix X is full-rank. In this subsection, we show that the inequality in Equation (12)
occurs with high-probability under both the GMM and MLM data models provided that there is
sufficient effective overparameterization.

3.2.1 Gaussian mixture model
We assume a nearly equal-energy, equal-prior setting as detailed below.

Assumption 1 (Nearly equal energy/prior). We assume that the norms of the mean vectors are at the
same order, i.e. for some large enough constants {Ci}?zl, there exists a vector p such that the mean

vectors satisfy (1 — C%)H;J,HQ <l < 1+ C%)HMHQ,VC € k] (equivalently, we have Cy < % < Oy

for all ¢,d € [k] and large enough constants Cy,Co > 0). Moreover, the class priors are also at the
same order, i.e. they satisfy (1 — C%,)% <m. < (1+ C%)%,Vc € [k] (equivalently, we have C3 < T= < Oy

for all ¢, € [k] and large enough constants Cs3,Cy > 0).

c

Theorem 2. Assume that the training set follows a multiclass GMM with 3 = 1,,, Assumption 1 holds,
and the number of training samples n is large enough. There exist constants c1,ca,c3 > 1 and C1,Cy > 1

such that Equation (12) holds with probability at least 1 — <+ — czkeics%, provided that
p> Cik*nlog(kn) +n—1 and p> Cok > nv/n||plz. (16)

Theorem 2 establishes a set of two conditions under which Equation (12) and the conclusions of
Theorem 1 hold, i.e. Wgym = Wwyni. The first condition requires sufficient overparameterization
p = Q(k3nlog(kn)), while the second one requires that the signal strength is not too large. Intuitively,
we can understand these conditions as follows. Note that Equation (12) is satisfied provided that the
inverse Gram matrix (X7X)~! is “close” to identity, or any other positive-definite diagonal matrix.
Recall from Equation (1) that X = MY +Q = 25:1 ujv;‘r + Q where Q is a p x n standard Gaussian
matrix. The first inequality in Equation (16) (i.e. a lower bound on the data dimension p) is sufficient
for (QTQ)~! to have the desired property; the major technical challenge is that (X7 X)~! involves
additional terms that intricately depend on the label matrix Y itself. Our key technical contribution is
showing that these extra terms do not drastically change the desired behavior, provided that the norms
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Figure 3: Fraction of training examples satisfying Equation (14) (also called “support vectors”) in the
GMM case. The error bars show the standard deviation. Figure (a) considers k = 4 and 7, and Figure
(b) considers k = 3 and 6. On the legend, “(4) 0.3” corresponds to k = 4 and ||u||2/,/p = 0.2. Observe
that the curves nearly overlap when plotted versus k'>n!-3||u||2/p as predicted by the second condition
in Equation (16) of Theorem 2.

of the mean vectors (i.e. signal strength) are sufficiently small. At a high-level we accomplish this with
a recursive argument as follows. Denote Xg = Q and X; = 23‘:1 ujva + Q for i € [k]. Then, at each
stage i of the recursion, we show how to bound quadratic forms involving (XZ-TXZ-)_1 using bounds
established previously at stage i — 1 on quadratic forms involving (XiT_lXi_l)_l. A critical property
for the success of our proof strategy is the observation that the rows of Y are always orthogonal, that
is, V;TV]' = 0, for ¢ # j. The complete proof of the theorem is given in Section 6.2.

We first present numerical results that support the conclusions of Theorem 2. (In all our figures, we
show averages over 100 Monte-Carlo realizations, and the error bars show the standard deviation at
each point.) Figure 3(a) plots the fraction of support vectors satisfying Equation (14) as a function of
training size n. We fix dimension p = 1000 and class priors m = % To study how the outcome depends
on the number of classes k and signal strength ||u||2, we consider k& = 4,7 and three equal-energy
scenarios where Ve € [k] : [|p.ll2 = ||pe]l2 = p/P with g = 0.2,0.3,0.4. Observe that smaller y results in
larger proportion of support vectors for the same value of n. To verify our theorem’s second condition
(on the signal strength) in Equation (16), Figure 3(a) also plots the same set of curves over a re-scaled
axis k1®n!-5||u||2/p. The six curves corresponding to different settings nearly overlap in this new scaling,
showing that the condition is order-wise tight. In Figure 3(b), we repeat the experiment in Figure 3(a)
for different values of k = 3 and k = 6. Again, these curves nearly overlap when the x-axis is scaled
according to the second condition on signal strength in Equation (16). We conjecture that our second
condition on the signal strength is tight up to an extra /n factor, which we believe is an artifact of the
analysis®. We also believe that the k% factor in the first condition can be relaxed slightly to k% (as in
the MLM case depicted in Figure 4, which considers a rescaled z-axis and shows exact overlap of the
curves for all values of k). Sharpening these dependences on both k and n is an interesting direction
for future work.

3.2.2 Multinomial logistic model

We now consider the MLM data model and anisotropic data covariance. Explicitly, the eigendecomposi-
tion of the covariance matrix is given by 3 = >0 | A;u;ul, where X = [A1,---,\,]. We also define the
effective dimensions dy := [|A[|2/||A]|3 and doo := || A||l1/]|A||oo- The following result contains sufficient
conditions for the SVM and MNI solutions to coincide.

Theorem 3. Assume n training samples following the MLM defined in (2). There exist constants c
and C1,Cy > 1 such that Equation (12) holds with probability at least (1 — £) provided that

Cc
n

deo > C1k*nlog(kn) and dy > Cy(log(kn) 4+ n). (17)

3Support for this belief comes from the fact that [WT21] shows that p > Ca|/u||2n is sufficient for the SVM =
interpolation phenomenon to occur in the case of GMM and binary classification.
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plotted versus k?nlog(kn)/p as predicted by Equation (18).

In fact, the only conditions we require on the generated labels is conditional independence.
For the isotropic case X = 1, this implies that Equation (12) holds with probability at least (1 — <)
provided that

p > C1k*nlog(kn). (18)

The sufficient conditions in Theorem 3 require that the spectral structure in the covariance matrix
¥ has sufficiently slowly decaying eigenvalues (corresponding to sufficiently large ds), and that it is not
too “spiky” (corresponding to sufficiently large d). When 3 =I,,, the conditions reduce to sufficient
overparameterization. For the special case of k = 2 classes, our conditions reduce to those in [HMX21]
for binary classification. The dominant dependence on k, given by k2, is a byproduct of the “unequal”
margin in Equation (10). Figure 4 empirically verifies the sharpness of this factor.

The proof of Theorem 3 is provided in Appendix B. We now numerically validate our results in
Theorem 3 in Figure 4, focusing on the isotropic case. We fix p = 1000, vary n from 10 to 100 and
the numbers of classes from k£ = 3 to k = 6. We choose orthogonal mean vectors for each class with
equal energy ||it]|3 = p. The left-most plot in Figure 4 shows the fraction of support vectors satisfying
Equation (14) as a function of n. Clearly, smaller number of classes k results in higher proportion
of support vectors with the desired property for the same number of measurements n. To verify the
condition in Equation (18), the middle plot in Figure 4 plots the same curves over a re-scaled axis
k*nlog(kn)/p (as suggested by Equation (18)). We additionally draw the same curves over kn log(kn)/p
in the right-most plot of Figure 3. Note the overlap of the curves in the middle plot. We now numerically
validate our results in Theorem 3 in Figure 4, focusing on the isotropic case. We fix p = 1000, vary n
from 10 to 100 and the numbers of classes from k& = 3 to k = 6. We choose orthogonal mean vectors for
each class with equal energy ||u||3 = p. The left-most plot in Figure 4 shows the fraction of support
vectors satisfying Equation (14) as a function of n. Clearly, smaller number of classes k results in
higher proportion of support vectors with the desired property for the same number of measurements
n. To verify the condition in Equation (18), the middle plot in Figure 4 plots the same curves over a
re-scaled axis k?nlog(kn)/p (as suggested by Equation (18)). We additionally draw the same curves
over knlog(kn)/p in the right-most plot of Figure 3. Note the overlap of the curves in the middle plot.

3.3 Connection to Neural Collapse

In this section, we provide a distinct set of sufficient conditions on the feature vectors that guarantee
Equation (12), and hence the conclusions of Theorem 1 hold. Interestingly, these sufficient conditions
relate to the recently discovered, so called neural-collapse phenomenon that is empirically observed in
the training process of overparameterized deep nets [PHD20] (see also e.g. [ZDZ*21, MPP20, HPD21,
LS22, FHLS21a, FHLS21b, PL20b, GHNK21]| for several recent follow-ups).

Corollary 2. Recall the notation in Theorem 1. Assume exactly balanced data, that is |{i : y; = c}| =
n/k for all c € [k]. Also, assume that the following two conditions hold:

e Feature collapse (NC1): For each c € [k] and all i € [n] : y; = ¢, it holds that x; = p,, where
Ak . ¢ 2
e =0 Zi:yi:c X; 1S the “mean” vector of the corresponding class.

11



o Simplex ETF structure (NC2): The matriz of mean vectors M = [py, ..., pplpxk 15 the
matriz of a simplex Equiangular Tight Frame (ETF), i.e. for some orthogonal matriz U,y (with
UTU =1;) and o € R, it holds that

M = a\/EU <1k — ;11T) : (19)

Then, the sufficient condition (12) of Theorem 1 holds for the Gram matriz XTX.

Proof. For simplicity, denote the sample size of each class as m := n/k. Without loss of generality
under the corollary’s assumptions, let the columns of the feature matrix X be ordered such that
X =[M,M,...,M] =M® 1] Accordingly, we have z, = (e, ® 1,,) — 7 (1 ® 1,,,) where e, is the
c-th basis vector in R¥. Then, the feature Gram matrix is computed as

2 1
XTX = (MTM) @ (1,17) = = <I,c = k1k1£) ® (1,17). (20)
m
Observe here that we can write (Ik — %lkl;‘g) = VVT for Ve RF*(=1) having orthogonal columns
(ie. VIV =1;_;) and V71 = 0;. Using this and the fact that (VVT)™ = (VVT), it can be checked
from (20) that

1 1
(XTX)T = - (Ik — k1k1}§> ® (1,17 . (21)
Putting things together, we get, for any ¢ € [k], that

1 1 1 1 1
T + T T
(X X) Ze = o?m <(Ik: %lklk) ® (1m1m)> (ec ® ]-m) = ? <ec — 1k> ® 1, = ?Zc.

Therefore, it follows immediately that
i 1
z. OMTz, = —52Zc Oz >0,
Q@

as desired. This completes the proof. O

It might initially appear that the structure of the feature vectors imposed by the properties NC1
and NC2 is too specific to be relevant in practice. To the contrary, [PHD20] showed via a principled
experimental study that these properties occur at the last layer of overparameterized deep nets across
several different data sets and DNN architectures. Specifically, the experiments conducted in [PHD20)|
suggest that training overparameterized deep nets on classification tasks with CE loss in the absence
of weight decay (i.e. without explicit regularization) results in learned feature representations in
the final layer that converge® to the ETF structure described by NC1 and NC2. Furthermore, it
was recently shown in [GHNK21| that the neural collapse phenomenon continues to occur when the
last-layer features of a deep net are trained with the recently proposed supervised contrastive loss (SCL)
function [KTW™20] and a linear model is independently trained on these learned last-layer features. (In
fact, [GHNK21, KTW*20] showed that this self-supervised procedure can yield superior generalization
performance compared to CE loss.)

To interpret Corollary 2 in view of these findings, consider the following two-stage classification
training process:

e First, train (without weight-decay and continuing training beyond the interpolation regime) the
last-layer feature representations of an overparameterized deep-net with either CE or SCL losses.

e Second, taking as inputs those learned feature representations of the first stage, train a linear
multiclass classifier (often called the “head” of the deep-net) with CE loss.

“Here, “convergence” is with respect to an increasing number of training epochs. Since the architecture is overparame-
terized, it can perfectly separate the data. Hence, the training 0-1 error can be driven to zero. Nevertheless, training
continues despite having achieved zero 0-1 training error, since the CE loss continues to drop. [PHD20] refers to this
regime as the terminal phase of training (TPT). In sum, [PHD20] show that neural collapse is observed in TPT.

12



Then, from Corollary 2, the resulting classifier from this two-stage process interpolates the simplex
label representation, and the classification accuracy is the same as if we had used the square loss in the
second stage of the above training process. Thus, our results lend strong theoretical justification to
the empirical observation that square-loss and CE loss yield near-identical performance in large-scale
classification tasks [Rif02, RK0/, HB20, PL20a/.

4 Generalization bounds

In this section, we derive non-asymptotic bounds on the error of the MNI classifier for data generated
from both GMM and MLM, as well as a natural setting in which the class means follow the simplex-ETF
geometry.

4.1 Gaussian mixture model
We present classification error bounds under the additional assumption of mutually incoherent means.

T,y
Assumption 2 (Mutually incoherent means). Let M = max;x; m
i J

mean vectors. Then, we assume that there exists a large absolute constant C > 0 such that M < 1/C.

be the mutual coherence of

We remark that mutual incoherence assumptions have appeared in a completely different context,
i.e. across feature vectors, in the compressive sensing literature (e.g. for sparse signal recovery) [DETO05,
Tro06|. There, the number of feature vectors is typically greater than the dimension of each feature
vector and so the mutual incoherence suffers from fundamental lower bounds [Wel74]. In our setting,
the incoherence assumption applies to the class-mean vectors. Note that the number of mean vectors
(k) is always smaller than the dimension of each vector (p) and so Welch’s lower bound does not apply,
making our assumption reasonable.

Theorem 4. Let Assumptions 1 and 2, as well as the condition in Equation (16) hold. Further assume
constants C1,Cy, C3 > 1 such that (1 — % — %)HHHQ > C3min{Vk, \/log(2n)}. Then, there exist
additional constants ci,co,c3 and Cyq > 1 such that both the MNI solution W iyt and the multiclass

SVM solution W gy satisfy

(1% - %) ulle — Gy min{VE, iog@0)} )’
Cy (1 + P )

nlull3

]Pe|c < (k - 1)6Xp _HH’H% (22)

with probability at least 1 — - — cake <% | for every c € [k]. Moreover, the same bound holds for the
total classification error Pe.

For large enough n, Theorem 4 reduces to the results in [WT21| when k = 2 (with slightly
different constants). There are two major challenges in the proof of Theorem 4, which is presented in
Appendix C.1. First, in contrast to the binary case the classification error does not simply reduce to
bounding correlations between vector means g, and their estimators w.. Second, just as in the proof
of Theorem 2, technical complications arise from the multiple mean components in the training data
matrix X. We use a variant of the recursion-based argument described in Section 6.2 to obtain our
final bound.

4.1.1 A possible extension to anisotropic noise covariances

Up to this point, we have concentrated on GMM data with isotropic noise, i.e. the noise covariance
matrix in Equation (1) is such that 3 = I,,. It is crucial to note that, even in the case of isotropic
noise, the entire data covariance matrix E[xx”] for GMM data is anisotropic, as it exhibits spikes in the
direction of the mean vectors. Thus, it already models highly correlated features. This already makes
the analyses challenging both at the level of establishing equivalence of SVM to MNI as well as deriving
generalization bounds for the MNI (analogous to the challenges faced in the initial analyses of benign
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overfitting for regression [BLLT20, HMRT19]). Based on this, we now make a brief comment on the
possibility of extending Theorem 4 to anisotropic GMM data. Although a comprehensive examination
is beyond the scope of this paper, we provide evidence that our analysis can serve as a foundation for
such extensions.

As a starting point, we note that the necessary and sufficient equivalence conditions of Theorem 1
still hold (as they are deterministic and require no assumptions on the data). We sketch here a possible
proof argument to work from Theorem 1 and prove a variant of Theorem 2 for anisotropic noise
covariance. Let ¥ = VAVT be the covariance eigen-decomposition, where V is orthogonal and A is
diagonal with entries given by the eigenvalues {); }1;:1. With this, we can project the mean vectors p,.
of the GMM to the space spanned by the eigenvector basis v;, j € [p] (aka columns of V). Concretely,
we can express [i. as Z§:1 Bjv;. Then, we may use this decomposition to prove a variant of Lemma
2. Recall that to prove the higher-order terms in Lemma 2, we need to start from deriving bounds
for 0O-order terms in Lemma 7. When X is anisotropic, the bounds in Lemma 7 will have two main
changes. First, the bounds will involve signal strength in the direction of 3 defined as Z§:1 Aj 6]2. This
is the result of projecting the mean vectors to the space spanned by the eigenvectors of 3. Second,
the bounds will include effective ranks, e.g. rp := (30, M)/ Aeq1 and Ry = (30, Ni)?/ (320, A2).
Effective ranks play important role in benign overfitting and the equivalence between SVM and MNI
[BLLT20, MNS*21]. Lemma 4 in [WT21] provides bounds for the 0-order terms in Lemma 7 under

anisotropic covariance. We show one examples here to see the adjustment. The upper bound for tg-(])-)

C 2 Con S P_ \;p? . . . n> P . \;ip?
changes from mﬂulb to — anj\ﬁll 2L where A is the vector with ); as entries. Note that ‘J‘j\hl -

becomes nlel when 3 = I,. Similar changes apply to other terms in Lemma 7. The 0-order bounds in
Lemma 7 can then be used to derive higher-order bounds in Lemma 2. Similar to the binary results in
[MNST21, WT21], the equivalence between MNI and SVM requires large effective ranks and benign
overfitting requires large signal strength in the direction of 3. However, a detailed analysis of this
general setting is beyond the scope of this paper.

4.2 Multinomial logistic model

In this section, we present our error analysis of the MNI classifier when data is generated by the
MLM. Importantly, for this case we consider more general anisotropic structure in the covariance
matrix ¥ := UAU". We begin by carrying over the assumptions made from the binary-case analysis
in [MNS™21], beginning with a natural assumption of s-sparsity.

Assumption 3 (s-sparse class means). We assume that all of the class means p.,c € [k] are s-sparse
in the basis given by the eigenvectors of 3. In other words, we have

U_luc,j =01ifj>s.

This s-sparse assumption is also made in corresponding works on regression (e.g. for the results for
the anisotropic case in [HMRT19]) and shown to be necessary in an approximate sense for consistency
of MSE of the minimum-£s-norm interpolation arising from bias [TB20]. Next, we make a special
assumption of bi-level structure in the covariance matrix.

Assumption 4 (Bi-level ensemble). We assume that the eigenvalues of the covariance matriz, given by
A, have a bilevel structure. In particular, our bi-level ensemble is parameterized by (n,m,q,r) where
m>1,0<r<1and0<q< (m-—r).We set parameters p =n", s =n" and a = n~%. Then, the
eigenvalues of the covariance matrix are given by

Ag =2, 1<j<s
Aj = Ay = (1—a)p

L= otherwise.

We will fixz (m,q,r) and study the classification error as a function of n. While the bi-level ensemble
structure is not in principle needed for complete statements of results, it admits particularly clean
characterizations of classification error rates as well as easily interpretable conditions for consistency’.

See [MNS'21] for additional context on the bi-level ensemble and examples of its manifestation in high-dimensional
machine learning models.
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Assumption 4 splits the covariance spectrum in a small set of large eigenvalues Ay and the remaining
large set of small eigenvalues Ay. The bi-level ensemble is friendly to consistency of the MNI solution
for three reasons: a) the number of small eigenvalues is much larger than the sample size, b) the
ratio between the large-valued and small-valued eigenvalues grows with the sample size n, and c¢) the
number of large-valued eigenvalues is exponentially small relative to the sample size n. Note that
condition a) facilitates benign overfitting of noise (as first pointed out in the more general anisotropic
case by |[BLLT20]), while conditions b) and c) facilitate signal recovery. To verify these conditions
more quantitatively, note that: a) the number of small eigenvalues is on the order of p > n, b) the
ratio between the large-valued and small-valued eigenvalues can be verified to be on the order of
nm—q—r’
exponentially smaller than n.

Finally, we imbue the above assumptions with an equal energy and orthogonality assumption, as
in the GMM case. These assumptions are specific to the multiclass task, and effectively subsume
Assumption 3.

which grows with n, and ¢) the number of large-valued eigenvalues is equal to s = n", which is

Assumption 5 (Equal energy and orthogonality). We assume that the class means are equal energy,
i.e. ||plla =1/v/Ag for all c € [k], and are orthogonal, i.e. p] p; =0 for all i # j € [k]. Together with
Assumptions 3 and 4, a simple coordinate transformation gives us

1 _ . .
w, = ﬁejc for some j. € [s], jo # je for all c # c € [k], and
Y=A
without loss of generality. The normalization by the factor —— is done to ensure that the signal strength

ey
is equal to 1, i.e. B[(x" )% =1 for all c € [k].

Under these assumptions, we state our main result for the total classification error of MLM. Our
error bounds will be on the excess risk over and above the Bayes error rate incurred by the optimal
classifier {We = p.}cefr), Which we denote by Pe payes.

Theorem 5. Under Assumptions J and 5, there is a universal constant ¢y, (that may depend on k, but
not n or p) such that the total excess classification error of W yny and W gy under the MLM model is
given by

1 1
Pe — Pe Bayes < k2 <2 — 7Ttan_l(SNR(n))> , where (23)

-1/2 nmin{(mfl),(2q+r271>,(2q+2r73/2>}+(1_r)_

SNR(n) > ci(logn) i g>(1-r)

forg>1—r.

The proof of Theorem 5 is presented in Section 6.3. We will show in the subsequent Section 5 that,
although the rate in Equation (23) is worse in its dependence on ¢ and r than for the equivalent binary
classification problem, the conditions for benign overfitting turn out to coincide in the regime where we
keep k constant with respect to n.

4.3 Means following the simplex-ETF geometry

Next, we derive generalization bounds under an entirely different assumption on the geometry of mean
vectors. Specifically, we consider the setting in which the mean vectors follow the simplex ETF geometry
structure that was discussed in Section 3.3. Recall, this setting is particularly interesting and relevant
to practice, as the ETF geometry describes the geometry of learnt class-mean embeddings of deep-nets
when trained with the CE loss to completion (i.e., beyond achieving zero 0 — 1 training error) [PHD20].

Theorem 6. Let the nearly equal energy/prior Assumption 1 and the conditions in Equation (16) hold.
Additionally, assume the means form a ETF structure, i.e. plp;, = —(k — l)u?uj, fori #£ j. Further

assume constants Cy,Ca, C3 > 1 such that (1 — % — %) |l > C3min{vk, \/log(2n)}. Then, there
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exist additional constants cq, ca, c3 and Cy > 1 such that both the MNI solution W pnr1 and the multiclass
SVM solution W gy satisfy

G G |y — Gy minf{VF, /log(@n)} )
Cy (1 + P )

nlull3

1
IP>e|c < (k - 1)6Xp _HH’H% (< (24)

with probability at least 1 — - — coke <% | for every c € [k]. Moreover, the same bound holds for the
total classification error P..

The proof of this theorem is provided in Appendix C.2. The non-zero inner products between u;;
and p; contribute “negatively” to the signal u?ui. This negative contribution can be negated because
of the simplex ETF structure HZTI%' =—(k— l)u?uj, hence the bounds in Theorem 4 still hold.

5 Conditions for benign overfitting

Thus far, we have studied the classification error of the MNI classifier under the GMM data model
(Theorem 4), and shown equivalence of the multiclass SVM and MNI solutions (Theorems 1, 2 and
Corollary 1). Combining these results, we now provide sufficient conditions under which the classification
error of the multiclass SVM solution (also of the MNI) approaches 0 as the number of parameters p
increases. First, we state our sufficient conditions for harmless interpolation under the GMM model —
these arise as a consequence of Theorem 4, and the proof is provided in Appendix C.3.

Corollary 3. Let the same assumptions as in Theorem 4 hold. Then, for finite number of classes
k and sufficiently large sample size n, there exist positive constants ¢;’s and C;’s > 1, such that the
multiclass SVM classifier W gy in (7) satisfies the simplex interpolation constraint in (14) and its

total classification error approaches 0 as (%) — 00 with probability at least 1 — <+ — coke <s¥? | provided
that the following conditions hold:
(1). When ||p]3 > %2

n’

%HNH% > p > max{Cok>nlog(kn) +n — 1,C3k™5n'%| u||2}.
1

(2). When ||pll3 < %7

n

2
p > max{Cok*n log(kn) + n — 1, Ck ", 12412}

4 AN
and ||p||3 > Ca (=) , fora>1.
n

When n is fived, the conditions for benign overfitting for W gyar become |||l = ©(p®) for B € (1/4,1).

Note that the upper bound on ||pt||2 comes from the conditions that make SVM=MNI in Theorem 2;
indeed, a distinct corollary of Theorem 4 is that Wy overfits benignly with sufficient signal strength
ez = Q(p'/*). We can compare our result with the binary case [WT21]. When k and n are both
finite, the condition ||p||2 = ©(p?) for B € (1/4,1) is the same as the binary result.

Next, we state our sufficient and necessary conditions for harmless interpolation under the MLM
model.

Corollary 4. Let the same assumptions as in Theorem 5 hold. Then, for finite number of classes k,
the following parameters of the bilevel ensemble (Assumption J) ensure that the total classification error
of W vy approaches 0 as n — oo:

(m—1)

p>landqg<(l—r)+ 5

(25)
Further, when q > (1 — ), the same conclusion holds for W ynr.
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Figure 5: Evolution of total classification error and fraction of support vectors as a function of p in the
GMM case. Figure (a) considers k = 4 and Figure (b) considers k = 6. We consider the energy of all
class means to be ||ul2 = p1/p, where p = 0.2,0.3 and 0.4. Observe that the total classification error
approaches 0 and the fraction of support vectors approaches 1 as p gets larger.

Proof. We work from Equation (23) of Theorem 5. For P, — P, gayes — 0 as n — 00, we require the
exponent

min{(m—1). (2q+r D).(2q+2r=3/2)} | (1—7r)—q>0. If 2¢ + 2r — 3/2 is the minimizer, we would have
g+r—3/4+ 1 — 1 —¢q=1/4, in which case the inequality is satisfied. If 2¢ + r — 1 is the minimizer,

we would have ¢ + r/2 —1/241—r—q= 5% >0, in which case the inequality is again satisfied.
mlyl—r—g>0, Whlchlmphesq<(1 )—i—@ O

Otherwise, we have ™

We can again compare our result with the binary case [MNS'21]: when ¥ is finite, the conditions
in Equation (25) are identical to those for the binary case. We also note that while Theorem 5 only
provides an upper bound on MLM classification error, [MNS'21| provides lower bounds for the binary
case that automatically apply to the MLM for the special case k = 2. While there is a gap between the
non-asymptotic rates, the necessary conditions for consistency coincide with Equation (25). Therefore,
Equation (25) encapsulates sufficient and necessary conditions for consistency when k is kept constant
with respect to n. Moreover, as [MNS™ 21| show, the condition ¢ < (1 — r) would be requirement for a
corresponding regression task to generalize; consequently, Corollary 4 shows that multiclass classification
can generalize even when regression does not.

We particularly note that, Corollaries 3 and 4 imply benign overfitting in regimes that cannot
be explained by classical training-data-dependent bounds based on the margin [SFBLI8|. While the
shortcomings of such margin-based bounds in the highly overparameterized regime are well-documented,
e.g. [DR17], we provide a brief description here for completeness. For the MLM, [MNS*21, Section 6]
shows (for the binary case) that margin-based bounds could only predict harmless interpolation if we
had the significantly stronger condition g < (1 — r) (also required for consistency of the corresponding
regression task). For the GMM, we verify here that the margin-based bounds could only predict
benign overfitting if we had the significantly stronger condition 8 € (1/2,1) (see also [WT21, Section
9.1]): in the regime where SVM = MNI, the margin is exactly equal to 1. The margin-based bounds

trace(Xun) . . .
s > with high probability, where

Y =E [XXT] denotes the unconditional covariance matrix under the GMM. In the case of the binary
GMM and isotropic noise covariance, an elementary calculation shows that the spectrum of 32, is given
by [lwll3+1 1 ... 1]; plugging this into the above bound requires ||u||3 > 2 for the margin-based
upper bound to scale as o(1). This clearly does not explain benign overfitting when SVM = MNI, which
we showed requires ||p/|3 < 2

Finally, we present numerical illustrations validating our benign overfitting results in Corollary 3.
In Figure 5(a), we set the number of classes k = 4. To guarantee sufficient overparameterization, we
fix n = 40 and vary p from 50 to 1200. We simulate 3 different settings for the mean matrices: each
has orthogonal and equal-norm mean vectors | p||2 = p4/p, with p = 0.2,0.3 and 0.4. Figure 5 plots
the classification error as a function of p for both MNI estimates (solid lines) and multiclass SVM
solutions (dashed lines). Different colors correspond to different mean norms. The solid and dashed

(as given in, e.g. [BMO03]), can be verified to scale as O (
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curves almost overlap as predicted from our results in Section 3. We verify that as p increases, the
classification error decreases towards zero. Observe that the fraction of support vectors approaches 1
as p gets larger. Further, the classification error goes to zero very fast when p is large, but then the
proportion of support vectors increases at a slow rate. In contrast, when y is small, the proportion of
support vectors increases fast, but the classification error decreases slowly. Figure 5(b) uses the same
setting as in Figure 5(a) except for setting & = 6 and n = 30. Observe that the classification error
continues to go to zero and the proportion of support vectors continues to increase, but both become
slower as the number of classes is now greater.

6 Proofs of main results

In this section, we provide the proofs of Theorems 1, 2 and 5. The proof techniques we developed for
these results convey novel technical ideas that also form the core of the rest of the proofs, which we
defer to the Appendix.

6.1 Proof of Theorem 1

Argument sketch. We split the proof of the theorem in three steps. To better convey the main ideas,
we first outline the three steps in this paragraph before discussing their details in the remaining of this
section.

Step 1: The first key step to prove Theorem 1 is constructing a new parameterization of the dual of
the multiclass SVM, which we show takes the following form:

1
max Y Blze— 5| X013 (26)

B.ER" ce[k] celH]

sub. to By;i = — Z Bei, Vi€ [n] and B.®z.>0,Vce [k]
c#Yi

Here, for each ¢ € [k] we let B, = [Bc1,0¢2: - - -, Ben] € R™. We also show by complementary slackness
the following implication for any optimal 37, in (26):

2eilei >0 = (W, — W) x; = 1. (27)

Thus, to prove Equation (13), it will suffice showing that z.;3;; > 0,Vi € [n],c € [k] provided that
Equation (12) holds. )
Step 2: To do this, we prove that the unconstrained maximizer in (26), that is 8, = (X X) Tz, Ve €

[k] is feasible, and therefore optimal, in (26). Now, note that Equation (12) is equivalent to z. ® ,@C > 0;
thus, we have found that 8., ¢ € [k] further satisfies the n strict inequality constraints in (27) which
completes the proof of the first part of the theorem (Equation (13)).

Step 3: Next, we outline the proof of Equation (14). We consider the simplex-type OvA-classifier
in (15). The proof has two steps. First, using similar arguments to what was done above, we show
that when Equation (12) holds, then all the inequality constraints in (15) are active at the optimal.
That is, the minimizers woya . of (15) satisfy Equation (14). Second, to prove that Equation (14) is
satisfied by the minimizers w,. of the multiclass SVM in (7), we need to show that woya . = W, for
all ¢ € [k]. We do this by showing that, under Equation (12), the duals of (7) and (15) are equivalent.
By strong duality, the optimal costs of the primal problems are also the same. Then, because a) the
objective is the same for the two primals, b) woya . is feasible in (15) and ¢) (7) is strongly convex, we
can conclude with the desired.

Step 1: Key alternative parameterization of the dual. We start by writing the dual of the
multiclass SVM, repeated here for convenience:

1
H\liéfn §||WH% sub. to (wy, —we) x; > 1, Vi € [n],c € [k] : ¢ # yi. (28)
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We have dual variables {A.;} for every i € [n],c € [k] : ¢ # y; corresponding to the constraints on the
primal form above. Then, the dual of the multiclass SVM takes the form

;Ila;XO (Z ) Z H ( Z )\c’,i)xi - Z )\c iXi (29)
c,iZ i€[n] igé[;ﬂ ce[k] i€[n]:y;=c lei[@’f] i€[n]:yiF#c

Let Aej,i € [n],c € [k] : ¢ # y;i be maximizers in Equation (29). By complementary slackness, we have
Aei >0 = (W, — W) x; = 1. (30)

Thus, it will suffice to prove that A.; > 0,Vi € [n],c € [k] : ¢ # y; provided that (12) holds.

It is challenging to work directly with Equation (29) because the variables \.; are coupled in the
objective function. Our main idea is to re-parameterize the dual objective in terms of new variables
{Bc,i}, which we define as follows for all ¢ € [k] and i € [n]:

/ Al yYi = G,
fog = 4 Zetu i Y= C (31)
_Ac,i 7yi7éc'

For each ¢ € [k], we denote B, = [B¢1, Be2, - - -, Ben] € R™. With these, we show that the dual objective
becomes

S Bla— X " ]| = 2 Bl — LIXBLIE 32)

ce[k] €lk] i€n] ce[k]

The equivalence of the quadratic term in 3 is straightforward. To show the equivalence of the linear
term in 3, we denote A := Zie[n] <Zc€[k‘] v )\c,i)a and simultaneously get

A= Z Buyu.i and A= Z Z(—ﬁc,i),

i€[n] i€[n] c#ys
by the definition of variables {f.;} in Equation (31). Then, we have

k —

TA—F* A_ k Z/Byl I{:ZZ Bcz

i€[n] i€[n] cty;

Q Z Zyi,i/Byi,i + Z Z Zc,iﬁc,i
i€[n

] i€[n] c£y;

- Z Z Zczﬁcz - ZIBTZC

i€[n] ce[k]

A=

Above, inequality (i) follows from the definition of z. in Equation (11), rewritten coordinate-wise as:

%a Yi = ¢
ZC,i = 1
Tk Yi 7& C.
Thus, we have shown that the objective of the dual can be rewritten in terms of variables {f.;}. After
rewriting the constraints in terms of {/.;}, we have shown that the dual of the SVM (Equation (7)) can
be equivalently written as in Equation (26). Note that the first constraint in (26) ensures consistency

with the definition of B, in Equation (31). The second constraint guarantees the non-negativity
constraint of the original dual variables in (29), because we have

)\ci .
BeiZei = kj for all i € [n],c € [k] : ¢ # y;.
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Consequently, we have
/8071'20,1' >0 < )\c,i >0 (33)

for all ¢ € [k] and i € [n] : y; # c. In fact, the equivalence above also holds with the inequalities replaced
by strict inequalities. Also note that the second constraint for ¢ = y; yields % Zd#yi Aeri = 0, which
is automatically satisfied when Equation (33) is satisfied. Thus, these constraints are redundant.

Step 2: Proof of Equation (13). Define
B.:= (X"X)*z,, Vee k]

This specifies an unconstrained maximizer in (26). We will show that this unconstrained maximizer
B.,c € [k] is feasible in the constrained program in (26). Thus, it is in fact an optimal solution in (26).

To prove this, we will first prove that ,36, c € [k] satisfies the n equality constraints in (26). For
convenience, let g; € R”,i € [n] denote the i-th row of (X"X)*. Then, for the i-th element Bc,i of 3,
it holds that BC,Z- = g;r z.. Thus, for all ¢ € [n], we have

Byit+ Y Bei=gl (Zyi +) Zc) = g?( > Zc) =0,

CFYi c#£Yi celk]

where in the last equality we used the definition of z. in (11) and the fact that > cek] Ve = 1n, since each
column of the label matrix Y has exactly one non-zero element equal to 1. Second, since Equation (12)
holds, B,, ¢ € [k] further satisfies the n strict inequality constraints in (26).

We have shown that the unconstrained maximizer is feasible in the constrained program (26). Thus,
we can conclude that it is also a global solution to the latter. By Equation (33), we note that the
corresponding original dual variables {5\“} ={k Bc,izcﬂ-} are all strictly positive. Now recall that under
strong duality, any pair of primal-dual optimal solutions satisfies the KKT conditions. Hence the
primal-dual pair ({w.}, {XCJ}) satisfies the complementary slackness condition of Equation (30). This
together with the positivity of {5\“} complete the proof of the first part of the theorem, i.e. the proof
of Equation (13).

Step 3: Proof of Equation (14). To prove Equation (14), consider the following OvA-type classifier:
for all ¢ € [k],

Vi € [n]. (34)

1 k=1 p—
min 7HWCH% Sub. to X;l—v\/c kl y  Yi 3
we 2 .Y

yi#@

IN IV

To see the connection with Equation (14), note the condition for the constraints in (34) to be active
is exactly Equation (14). Thus, it suffices to prove that the constraints of (34) are active under the
theorem’s assumptions. We work again with the dual of (34):

max — 1||X1/c||% + 2zl v, sub. to z. O v, > 0. (35)
v.ERF 2

Again by complementary slackness, the desired Equation (14) holds provided that all dual constraints
in (35) are strict at the optimal.

We now observe two critical similarities between (35) and (26): (i) the two dual problems have the
same objectives (indeed the objective in (26) is separable over ¢ € [k]); (ii) they share the constraint
Z. OV, >0 / z. ® 3, > 0. From this observation, we can use the same argument as for (26) to show
that when Equation (12) holds, 3, is optimal in (35).

Now, let OPT 35y and OPTEM) be the optimal costs of the multiclass SVM in (28) and of the
simplex-type OvA-SVM in (34) parameterized by c € [k]. Also, denote OPT 54 and OPT?35), c € [k]
the optimal costs of their respective duals in (26) and (35), respectively. We proved above that

OPT (55 = Y OPTy). (36)
celk]
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Further let Woua = [Wova,1,-- - Wova k| be the optimal solution in the simplex-type OvA-SVM in
(35). We have proved that under Equation (12) woya . satisfies the constraints in (34) with equality,
that is XTWO\,A’c = Z¢, Ve € [k]. Thus, it suffices to prove that Wo,a = Wgsym. By strong duality
(which holds trivially for (34) by Slater’s conditions), we get

OPT{y,, = OPT(y;), c € [k] = Y OPT{yy = > OPT(y;,
cE[k] celk]

@ Z OPTE34) - OPT(QG)

celk]

34 1

223" SlIwouael} = OPT). (37)
cek]

Again, by strong duality we get OPT 36y = OPT(2g). Thus, we have

1
Z §HWO\IA,CH% = OPT(ZS)-
celk]

Note also that W4 is feasible in (28) since
XTWQVAC =2z, Vc€ k] = (Wovay, — WOVA’C)TXZ' =1, Ye# y;,c € [k], and Vi € [n].

Therefore, W4 is optimal in (28). Finally, note that the optimization objective in (28) is strongly
convex. Thus, it has a unique minimum and therefore Wgyn = Woya as desired.

6.2 Proof of Theorem 2

In this section, we provide the proof of Theorem 2. First, we remind the reader of the prescribed
approach outlined in Section 3.2.1 and introduce some necessary notation. Second, we present the key
Lemma 2, which forms the backbone of our proof. The proof of the lemma is rather technical and
is deferred to Appendix A.1 along with a series of auxiliary lemmas. Finally, we end this section by
showing how to prove Theorem 2 using Lemma 2.

Argument sketch and notation. We begin by presenting high-level ideas and defining notation that
is specific to this proof. For ¢ € [k], we define

A= (Q+ Z HjVjT)T(Q + Z HjVjT)-
j=1

=1

Recall that in the above, p; denotes the 4% class mean of dimension p, and v, denotes the n-dimensional
indicator that each training example is labeled as class j. Further, recall from Equation (1) that the
feature matrix can be expressed as X = MY + Q, where Q € RP*™ is a standard Gaussian matrix.
Thus, we have

XT"X=A, and QTQ=A,.

As discussed in Section 3.2.1, our goal is to show that the inverse Gram matrix A,;l is “close” to a
positive definite diagonal matrix. Indeed, in our new notation, the desired inequality in Equation (12)
becomes

zeief A 'z, >0, for all ce k] and i€ [n]. (38)

The major challenge in showing inequality (38) is that Ax = (Q + >_;_4 ujvf)T(Q + 251 ujv?)
involves multiple mean components through the sum 25:1 pjva. This makes it challenging to bound
quadratic forms involving the Gram matrix A,;l directly. Instead, our idea is to work recursively
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starting from bounding quadratic forms involving A ! Specifically, we denote P; = Q + v and

derive the following recursion on the Ag, Ay, ..., Ay matrices:
) i ovT
A =P{Pi=Ao+ [[[pllavi QTmy vi] | v |,
niQ
l2ll2vs
Az = (Pi+pgvy) (Pr+pgvy) = Ai+ [[pallave PTay vo] ‘:;g ; (39)
Py

and so on, until Ay (see Appendix F.1 for the complete expressions for the recursion). Using this
trick, we can exploit bounds on quadratic forms involving Ay ! to obtain bounds for quadratic forms
involving Al_l, and so on until A,:l. Note that because of the nearly equal-energy Assumption 1, the
order of adding mean vectors in A will not change the results. In other words, including p, first, then
Lo, in (39) will produce the same result as including p first, then g, in the same equation.

There are two key ideas behind this approach. First, we will show how to use a leave-one-out
argument and the Matrix Inversion Lemma to express (recursively) the quadratic form el A} 'z, in (38)
in terms of simpler quadratic forms, which are more accessible to bound directly. For later reference,
we define these auxiliary forms here. Let d. := Q' u,, for ¢ € [k] and define the following quadratic
forms involving A_! for ¢, j,m € [k] and i € [n]:

© ._ T A1
S, = Vi, ATV,

mj
tf;; - d%Ac_ldJ7
hi,i;- = VA ld), (40)

For convenience, we refer to terms above as quadratic forms of order c or the c-th order quadratic forms,
where ¢ indicates the corresponding superscript. A complementary useful observation facilitating our
approach is the observation that the class label indicators are orthogonal by definition, i.e. V;-‘FV]- =0,
for i,7 € [k]. (This is a consequence of the fact that any training data point has a unique label and we
are using here one-hot encoding.) Thus, the newly added mean component g, +1VZ+1 is orthogonal to
the already existing mean components included in the matrix A, (see Equation (39)). Consequently,
we will see that adding new mean components will only slightly change the magnitude of these these

quadratic forms as ¢ ranges from 0 to k.

Identifying and bounding quadratic forms of high orders. Recall the desired inequality (38).
We can equivalently write the definition of z. in Equation (11) as

k—1 1
Z, = Tvc + § <_]€) = c)Vc + E Z () Vs (41>
j#c

where we denote
N o if j#Fc
Zie) =
() {kk17 if j=c

Note that by this definition, we have Z, () := 2z¢;. This gives us

T A —1
Zei€; Ap zc:zcZ ,LA vyz+ E ZciZj(c)€i A v]7
J#Yi

= zczgy ; ) 4 Z ZeiZj(c) g]Z . (42)
I7#Yi
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Note that this expression (Equation (42)) involves the k-th order quadratic forms gj(f) =elAlv;.
For each such form, we use the matrix inversion lemma to leave the j-th mean component in Ay out
and express it in terms of the leave-one-out versions of quadratic forms that we defined in (40), as

below (see Appendix F.1 for a detailed derivation):

0 _ grpcty Lt -0
Gji = e AV = e ) 2 (43)
sip Uiz = t577) + (L4 Ry ™)

(—)
JJ . . . .
with the j-th mean component left out. The quadratic forms hg»]_-] ) ) J(l_ 2 ) ](l_] ) and tg-;-] ) are defined

Specifically, above we defined s = VjTA:Jl-Vj, where A _; denotes the version of the Gram matrix Ay,

similarly in view of Equation (40).

Specifically, to see how these “leave-one-out” quadratic forms relate directly to the forms in Equation
(40), note that it suffices in (43) to consider the case where j = k. Indeed, observe that when j # k we
can simply change the order of adding mean components, described in Equation (39), so that the j-th
mean component is added last. On the other hand, when j = k the leave-one-out quadratic terms in

(43) involve the Gram matrix Aj_1. Thus, they are equal to the quadratic forms of order k£ — 1, given

by sy ot g g and f7.

The following technical lemma bounds all of these quantities and its use is essential in the proof of
Theorem 2. Its proof, which is deferred to Appendix A, relies on the recursive argument outlined above:
We start from the quadratic forms of order 0 building up all the way to the quadratic forms of order

k—1.

Lemma 2 (Quadratic forms of high orders). Let Assumption 1 hold and further assume that p >
Ck3nlog(kn) + n — 1 for large enough constant C' > 1 and large n. There exist constants c;’s and
C;’s > 1 such that the following bounds hold for every i € [n] and j € [k] with probability at least

T eak2
1 — % —coke c3¥”,
n

G-l n_ (5 G+l n
G kp TV Ci kp
t(fj) <%|MH%
27 - p ’

Csnl|p|l

5 Csn|[pll2
Vkp

n,k
VEkp

. Cir/n
!f}z- M| < 4\/;||u||27

<h\9 < P

s (o )L i =y
g]fL = < C5> p? for.] yl?

for j # yi,

(i) <1
‘g‘]z ’ —06k2p7

where pp 1, = min{1, /log(2n)/k}. Observe that the bounds stated in the lemma hold for any j € [k]
and the bounds themselves are independent of j.

Completing the proof of Theorem 2. We now show how to use Lemma 2 to complete the proof of
the theorem. Following the second condition in the statement of Theorem 2, we define

1.5
_ Onvaluls

0 ; (44)

where 7 is a sufficiently small positive constant, the value of which will be specified later in the proof.

First, we will show that the denominator of Equation (43) is strictly positive on the event where
Lemma 2 holds. We define

ety := 537 (g 13 — 15;7) + (1 + b)),
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By Lemma 2, the quadratic forms s( 7 are of the same order © ( ) for every j € [k]. Similarly, we
have t( D = (%HH‘”Z) and |hjj_- | = pn kO <k2f> for j € [k]. Thus, we have

nl|pl3 Can Csen |’ Cin|lpll3 Csen \”
j— 1- <det_; < M2 15
Cikp p )TV T Em) S T U TR (45)

with probability at least 1 — & — coke <% for every j € [k]. Here, we use the fact that t;jj >0
by the positive semidefinite property of the leave-one-out Gram matrix A:;-. Next, we choose T in
Equation (44) to be sufficiently small so that C57 < 1/2. Provided that p is sufficiently large compared
to m, there then exist constants C7, C > 0 such that we have

o < det_,,

1S et < 4, for all j,m € [K],

with probability at least 1 — <% — coke <32 . Now, assume without loss of generality that y; = k.
Equation (45) shows that there exists constant ¢ > 0 such that det_; > ¢ for all j € [k] with high
probability provided that p/n is large enough (guaranteed by the first condition of the theorem). Hence,
to make the right-hand-side of Equation (42) positive, it suffices to show that the numerator will be
positive. Accordingly, we will show that

22 (( h( k‘))gl(“ k) Sl(c;k)flgi_k)) + Czciz/gj((l + h§-;j))g](-i_j) _ S§;j)f](i—j)) >0, (46)
J#k

for some C > 1.

We can show by simple algebra that it suffices to consider the worst case of z,; = —1/k. To see
why this is true, we consider the simpler term zgigéﬂ —1> ot ZeiZi(c) 9](1 )| Clearly, Equation (46)
is positive only if the above quantity is also positive Lemma 2 shows that when z,; = —1/k, then

fzgl(/ Zyl) (1 - —) = and |ze;Z; C)gﬂ | <& k3 , for j # y;. Hence
2 (—vi) 1 1
czgyl | Z zClZ g]z ‘ - < C'3> %
J#yi
Here, z.; = —1/k minimizes the lower bound zfzg?g Zyl 1> oty ZeiZj(c) gj(z )| To see this, we first drop

the positive common factor |z.| in the equation above and get |z gzsﬂ = 2t i gj(z )|. If we

had 2. = —1/k, then |Z;(,| is either (k —1)/k or 1/k. In contrast, if we consider z.; = (k 1)/k, then

we have [Z;(.)| = 1/k for all j # y; and so the term |2¢|g ;yi |Z#yz Zi(e) gj;j | is strictly larger.
Using this worst case, i.e. z,; = —1/k, and the tr1v1a1 1nequahty |Zj(ey| < 1 for j # y; together with

the bounds for the terms 3( ), tg j 2 , hg j ) and f ) derived in Lemma 2 gives us
w2 (-8 (- )35 ) v e (- 88) - B52)
> o <1 - cm) 7 (47)
with probability at least 1— < — coke e for some constants C;’s > 1. Above, we recalled the definition
of €, and used from Lemma 2 that h( 7 < pnk%ijﬁ and ]fji ])] < % with high probability. To

complete the proof, we choose 7 to be a small enough constant to guarantee C1o7 < 1 —1/Cy, and
substitute this in Equation (47) to get the desired condition of Equation (46).
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6.3 Proof of Theorem 5

Challenges and notation. We begin by highlighting the two main non-trivialities introduced in the
analysis of the multiclass setting. We compare them to the binary-error analysis in [MNS"21] and we
sketch our approach to each one of them:

e The multitude of signal vectors: The generative model for the MLM involves k distinct (high-
dimensional) signal vectors pq, ..., p;, and the classification error is a complicated functional
of all k recovered signal vectors (denoted by w1, ..., Wy respectively). This functional has to
be dealt with carefully compared to the binary case, where there is only one signal vector. In
particular, direct plug-ins of the survival signal and contamination factor for each recovered signal
vector (here, we follow the terminology in [MVSS20]) do not provide sufficiently sharp expressions
of the multiclass classification error to predict separation between classification-consistency and
regression-consistency. We circumvent this issue by directly analyzing survival and contamination
factors of the pairwise difference signal between two classes, and showing in Lemmas 4 and 5
that they scale very similarly to the single-signal case. We note that while the survival and
contamination factors of this pairwise difference signal scale identically to the single-signal case,
the proofs do not follow as a corollary of the corresponding lemmas in [MNS*21]; in particular,
the difference of label vectors turns out to depend not only on a single “difference" feature but all
the top k features. This requires a much more complex leave-k-out analysis, as opposed to the
simpler leave-one-out analysis carried out in [BLLT20, MNS™21].

e Covariate-dependent label noise in the MLM: The error analysis provided in [MNS™21] critically
leverages that the cross-correlation between the logit and the binary label of a training example is
lower bounded by a universal positive constant. This is relatively straightforward to show when
the relationship between the logit and the label is one of constant-label-noise where the event of
label error is independent of the covariate. On the other hand, the MLM involves label errors
that are highly depend on the covariate, and these cross-correlation terms need to be handled
much more carefully. We provide an elegant argument based on Stein’s lemma to handle the more
complex MLM-induced label noise.

Before proceeding we set up some notation for important quantities in the analysis. Note that
Assumption 5 directly implies that p.j, = 1 for all ¢ € [k]. For any two classes ¢; # c2, we define the
true difference signal vector as

Acicr 7= Moy = Moy = Heyje, €joy — Hea ey €jey
where the last step follows from Assumption 5. Correspondingly, the recovered difference signal vector
is defined as A¢, ¢, 1= W¢, — We,.

Identifying the survival and contamination terms. We state and prove our main lemma that
characterizes the classification error in MLM as a function of effective survival and contamination terms.

C1,C2» ACIaCZ))> , (48)
C1,C29 AC1,62)

Lemma 3. The excess classification risk is bounded by

]P)e - ]P)e,Bayes S Z (; _ %tan’l <§:(

c1<c2

Tﬁ) P

where we define for any two classes ¢1 # co € [k]:

~T
A C1,C2 EAChCQ

”21/2A617C2 ”2

SU(ACLC2? AC1,C2) =

~T T ~T
CN(A A ) L 3 Acl,czzAclch 2 3 Acl,CQEAChCQ
C1,C27 &Xc1,c2) C1,2 ~ [ 1/2 A 19 —ree2 C1,2 T T 1/2 A 9o /cse2
=2 A 013 IZ2 A 13
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Proof. We consider a fixed x, and (following the notation in [TOS20]) the k-dimensional vectors

g = [xTvAvl X' Wy ... xTvAvk]
h:= [xTul x'py ... X uk]

Further, we define the multinomial logit variable Y (h) such that

exp{h;} '
Sy €xp{hm}

Recall that P, = P (argmax(g) # Y (h)), where the probability is taken both over the fresh test sample
x and the randomness in the multinomial logit variable. We note that for there to be a classification error
conditioned on x, at least one of the following two events needs to hold: a) arg max(g) # arg max(h), or
b) Y (h) # arg max(h). To see this, note that if neither a) nor b) held, we would have arg max(g) = Y (h)
and we would not have a classification error conditional on the covariate being x. Thus, applying a
union bound gives us

PY(h) =j] =

Pe < Peo + Pe gayes where
P. o := P (arg max(g) # argmax(h)) and
Pe Bayes := P (argmax(h) # Y'(h)).

Thus, it suffices to provide an upper bound on P, as defined. We note that for there to be an error of
the form arg max(g) # argmax(h), there needs to exist indices ¢, ¢y € [k] (whose choice can depend
on x) such that x" p, > x"p,, but x"W,, <x'We,. In other words, we have

Peo <P (xTuCI > x ' p,, and X' W,, < X' W, for some ¢; # 02>

< Z P (pr,cl >x"p,, and x' W, < XTV/S\/Q)

c1#ca
T TA
=) IP’(X Acvcy X Agy o, < 0).
c1<c2
Now, we consider whitened versions of the difference signal vectors: E., ., := =Y Al oy Eoy oy =

=l 23%@ We also define the generalized survival and contamination terms of the difference signal
vector as

—~ E FE
SU(Acl,cza Ac1,02) = Hci’_}cz 6‘1‘7262
c1,c2
~T 2
—~ ~ 9 (Ecl,CQECLCQ)
CN(Acl,Cza A01,02) = ||E61,C2||2 -

1 Eey col3

Recall that x ~ N (0,X). Then, the rotational invariance property of the Gaussian distribution and
Gaussian decomposition yields:

P (XTA017C2 ’ XTBCLCQ < O) IEDG:N/V(OI (GTECLCz ’ ECLCQ < 0)

= PGNNOI <HE61 C2H2G <SU( 01,027A61,C2)G+ CN(ACLCQ’ACLCQ)H) < 0)
H~N 01)

_pg:%:))((su m)G?+CN(ACI,CQ,AQ,C2)HG)<o)

— 1 _ ltan_l SU( ACLCz?ACl,CQ) . (49)
2 & CN(A01,C27 AC1,CQ)

For the last equality in Equation (49), we used the fact that the ratio H/G of two independent standard
normals follows the standard Cauchy distribution. This completes the proof. 0
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Bounding the survival and contamination terms. Next, we provide characterizations of SU(Bcl,cz, A )
and CN(A¢, ¢, A c,). We abbreviate these by SU, ., and CN, ., respectively for brevity. These
characterizations address two new aspects of the MLM: the multiclass setting, and label noise generated

by the logistic model. We start with the characterization of survival.

Lemma 4 (Survival terms). There exist positive universal constants Ly, Lo, Uy, Us, C' such that

SUL(n) < SU,, ¢, (n) < SUY(n), where

SUL( ) ck(l—l—Llnq*(l*"))*l, O<g<1l-—r
n) =
cpLon(=1)=1 ¢ >1—r.

SUY (n) (L + Um0 0<g<1—7r
n) =
cpUon="=4 ¢ >1—r.
with probability at least 1 — CkPe~CV™. Above, ¢, > 0 is a fized strictly positive constant that depends
on k but not on n.

Lemma 4 constitutes a nontrivial extension of Lemma 11 of [MNS™21] to deal with intricacies in
the new pairwise-difference signal vector and the covariate-dependent label noise induced by the MLM.
Its proof is provided in Appendix D.1.

Next, we provide an upper-bound characterization of contamination.

Lemma 5 (Contamination terms). There exists a universal constant Cy, that depends only on k such
that

min{m—1,2q+r—1,2¢+2r—3/2}

CNe, o (n) < Cry/logn -n~ 2 ,q>1—r

with probability at least 1 — % for some constant 0 < ¢ < 1.

Lemma 5 extends Lemma 13 of [MNST 21| for binary classification, and its proof is provided in
Appendix D.2. As with the analysis of survival, the dependency of the label difference vector on the top
k features requires an intricate leave-k-out analysis Accordingly, several technical lemmas established in
the proof of Lemma 4 are also used in this proof.

Plugging Lemmas 4 and 5 into Lemma 3 directly gives us the desired statement of Theorem 5. [

7 Conclusion and future work

Our work provides, to the best of our knowledge, the first results characterizing a) equivalence of loss
functions, and b) generalization of interpolating solutions in multiclass settings. We outline here some
immediate as well as longer-term future directions. First, in Section 4.1.1, we discussed in detail the
potential for extending our techniques to anisotropic scenarios for GMM data. However, the formal
details of such extensions require further work that is beyond the scope of this paper. Another important
area for future research is the extension of our results to situations where the number of classes (k) scales
with the problem dimensions (n,p). This is particularly intriguing as past research (e.g. [AGL21]) has
shown, albeit under differing assumptions and with distinct training algorithms, that there is a different
generalization error behavior between small and large numbers of classes. Despite our research’s focus
on the condition where k is constant, our results provide a mathematical basis for such extensions.
A key contribution of our work is the establishment of deterministic equivalence conditions between
multiclass SVM and MNI, which not only remain valid but also serve as a basis for analyzing any
probabilistic data model and any scaling regime of k. In fact, after the initial release of this paper, the
authors of [SAS22, WS23| leveraged our equivalence result and expanded our generalization bounds for
the case of MLM data to the case where k can grow with n and p, which requires new technical insights.

More generally, our fine-grained techniques are tailored to high-dimensional linear models with
Gaussian features. Furthermore, we believe the results derived here can extend to kernel machines
and other nonlinear settings; formally showing these extensions is of substantial interest. It is also
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interesting to investigate corresponding lower bounds for our results — for example, studying the
sharpness of our conditions for equivalence of SVM to MNI in Section 3.2, analogous to [ASH21] for
the binary case. Also, we have limited attention to balanced datasets throughout, i.e. we assumed
that each class contains equal number of training samples. We would like to investigate the effect of
data imbalances on our results extending our analysis to CE modifications tailored to imbalanced data
recently proposed in [CWGT19, MJR 20, KPOT21]. Finally, we have established a tight connection of
our findings regarding the geometry of support vectors under overparameterization with the neural
collapse phenomenon. Nevertheless, many questions remain open towards better explaining what leads
the learnt feature representations of overparameterized to have the observed ETF structure. It is a
fascinating research direction further exploring the geometry of learnt features and of support vectors
in nonlinear settings.
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A Lemmas used in the proof of Theorem 2

A.1 Auxiliary Lemmas

In this section, we state a series of auxiliary lemmas that we use to prove Lemma 2. The following
result shows concentration of the norms of the label indicators v., ¢ € [k] under the nearly equal-priors
assumption (Assumption 1). Intuitively, in this nearly balanced setting there are ©(n/k) samples for
each class; hence, ©(n/k) non-zeros (in fact, 1’s) in each label indicator vector ve.

Lemma 6. Under the setting of Assumption 1, there exist large constants C1,Cy > 0 such that the
event

&y = { (1 - Cll> % < |vel2 < <1 + é) % , Vee [k]}, (50)

holds with probability at least 1 — 2ke C2+7 .

Next, we provide bounds on the “base case” 0-th order quadratic forms that involve the Gram matrix
Ay ! We do this in three lemmas presented below. The first Lemma 7 follows by a direct application
of [WT21, Lemma 4 and 5|. The only difference is that we keep track of throughout the proof is the
scaling of O(1/k) arising from the multiclass case in the v;’s. For instance, the bound of the term
hgg; :=v©L Aytd; involves a term p,, ; = min{1, \/log(2n)/k} compared to the binary case. The other
two Lemmas 8 and 9 are proved in Section A.3.

Lemma 7 (0-th order Quadratic forms, Part I). Under the event &,, there exist constants ¢;’s and C;’s

n

> 1 such that the following bounds hold with probability at least 1 — c1ke 2.
C 2
(0 < Qs g o e
p

)] < o

Con|lp|l2 :
—————= forallm,j € |k|,
7k f j € [K]

2
) < S por it 2 5 e
15113 < Canllsl3 for all j € [k,
log(2
’f](lp)’ < Cs+/log(2n)| |2 for all j € [k].
b

max
i€[n]

(0)

... we need additional work, particularly for the cross-terms
where i # j. We will make use of fundamental concentration inequalities on quadratic forms of inverse

To sharply characterize the forms s

Wishart matrices. Note that the term tg(;) originally depends on the norm ||uj||% Due to the nearly
equal energy Assumption 1, we can write H;LJH% in term of the “reference vector" norm ||p||3 (which is
defined in Assumption 1). Consequently, we will see this “reference norm" ||u||3 in all our higher order

terms. The following lemma controls these quadratic forms, and shows in particular that the 59 terms

ij
for i # j are much smaller than the corresponding terms sg.(;). This sharp control of the cross-terms is

essential for several subsequent proof steps.

Lemma 8 (0-th order Quadratic forms, Part II). Working on the event &€, defined in Equation (50),
assume that p > Cnlog(kn) +n — 1 for large enough constant C > 1 and large n. There exist constants
Ci’s > 1 such that with probability at least 1 — %, the following bound holds:

Cl—l n (0) Cl+1 n .

G S Te Ty el
Co+1 n )  Co+1 /n .,

Co kp =55 = Cy k‘p’ fO’F’L#jE[]

36



The proof of Lemma 8 for the cross terms with i # j critically uses the in-built orthogonality of the
label indicator vectors {vc}.c[y- Finally, the following lemma controls the quadratic forms g](-?).
Lemma 9 (0-th order Quadratic forms, Part III). Working on the event &, defined in Equation (50),
given p > Ck3nlog(kn) +mn — 1 for a large constant C, there exist large enough constants Cy, Cy, such
that with probability at least 1 — %, we have for every i € [n]:

1\1 (0) 1\1
1- = )2 <@ <(14=)=
( Cl)P_g(yi)l_< +01>P’

1 1 1 1 .
<g'? < for j # yi.

G S oy
A.2 Proof of Lemma 2

In this section, we provide the full proof of Lemma 2. We begin with a proof outline.

A.2.1 Proof outline

As explained in Section 6.2, it suffices to consider the case where j = k, since when j # k we can
simply change the order of adding mean components, described in Equation (39), so that the j-th mean
component is added last. For concreteness, we will also fix ¢ € [n], y; = k and define as shorthand
m =k — 1. These fixes are without loss of generality. The reason why we fix j = kand m =k — 1 is
that when we do the proof, we want to add the k£ — 1-th and k-th components last. This is for ease of
reading and understanding.

For the case j = k, the leave-one-out quadratic forms in Lemma 2 are equal to the quadratic forms
of order k — 1, given by sgz_l),t,(clz_l), h}(€12—1)7 g,(!:_l) and f,gf_l). We will proceed recursively starting
from the quadratic forms of order 1 building up all the way to the quadratic forms of order k£ — 1.
Specifically, starting from order 1, we will work on the event

&, = {all the inequalities in Lemmas 7, 8 and 9 hold}, (51)
Further, we note that Lemma 9 shows that the bound for gz(J?z? is different from the bound for gj(-?) when
j # y;. We will show the following set of upper and lower bounds:
Cip—1 oW Cip+1 E’
Ci kp = TR = Cn kp
(012+1) \/ﬁ< (1) (012-1-1) Vn
- T S Smp S T
012 kp 012 k‘p
t(l) < Cl3n”l"’”2,
kk = D
)~ Cunluls
k] < ,
Vkp
1 Cusn||pl)3 (52)
1 < Conlul

1d&]13 < Cienllpsll3,

‘flg)‘ < 017\/;7”#”27

<1 = )1< (1 <<1+ ! )1 d
-——]= , — | -, an
Cis) p~ Iwiyi = Cis) p
1 (1) 1
— < )<
Crok?p — mi = Crok?p

with probability at least 1 — 5. Comparing the bounds on the terms of order 1 in Equation (52) with
the terms in Lemmas 7, 8 and 9 of order 0, the key observation is that they are all at the same order.
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This allows us to repeat the same argument to now bound corresponding terms of order 2, and so on
until order k£ — 1. Note that for each j € [k], we have n terms of the form gj(;), corresponding to each

value of i € [n]. Thus, we will adjust the final probabilities by applying a union bound over the n
training examples.

A.2.2 Proofs for 1-st order quadratic forms in Equation (52)

The proof makes repeated use of Lemmas 7, 8 and 9. In fact, we will throughout condition on the event

&;, defined in Equation (51), which holds with probability at least 1 — <& — cqe ook . Specifically, by
Lemma 7 we have
(0)
O Cien 0 o C2n Smj o € :
h‘m] p’ﬂyk’ kz\/ﬁ’ max‘ ‘ — k1'5n7 and S](C(;C) — \/ﬁ fOI' m’j # k? (53)
where we recall from Equation (44) the notation €, := WM. Also, recall that we choose €, <7

for a sufficiently small constant .

In order to make use of Lemmas 7, 8 and 9, we need to relate the quantities of interest to
corresponding quadratic forms involving Ag. We do this recursively and make repeated use of the
Woodbury identity. The recursions are proved in Appendix F.1. We now provide the proofs for the
bounds on the terms in Equation (52) one-by-one.

(1 )

Bounds on s, ;. By Equation (102) in Appendix F.1, we have

S 0 Lo (54)

where we define

0 0 0 0 0 0 0 0 0 0 0 0 0
0 i= (g l13 = 65D st + simhid B + s AGRY = sIOBPRI) + OB + s} and

deto := s\ (13 — £19) + (1 + AD)2.
(55)

(0)
The essential idea is to show that |(§)z | is sufficiently small compared to |s(03€] We first look at the

first term given by ( e ll3 — 11))35 % Slm) / detg. By Lemmas 7, 8 and the definition of dety, we have

0
‘ 1 ((H 1||%*t§2))5((1)2 go)) < HNlHQ_tll)’Slk )‘ ‘Sgk)sg’rr)l) Gy .C2+1 @
1 m = -
det P lall3 — 0)> s 1TV Gk

where we use dety > sg?(HMIH% t(o)) and smj/s(o) < C/\f for all m,j # k. Now, we upper bound

the other two dominant terms \s kl / detg | and ]31 % m1 / detg |. Note that the same bound will apply

)

to the remaining terms in Equation (55) because we trivially have |h )| = 0(1) for all (i,5) € [k].
Again, Lemmas 7 and 8 give us
st ‘ [simhi | < Pk C3én G+l Vn
det () Cspnen )2 C kp -
O A mY)? (1 S ) gy C2 P
The identical bound holds for ]slk m1| Noting that |s(0) | < C2+1 \k:/;?’ we then have
(0)
(0) ‘( )s ‘
<
’Smk‘ = ‘3 + det
C7pn. k€n 1
n n,k€n
(1- %oy p2ym | G2 ko
Co+1 /n
<1 : C 56
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where in the last inequality, we use that ¢ < 7 for sufficiently small constant 7 > 0, and defined

_ G, Crr
(- ) e

Now, we pick 7 to be sufficiently small and n to be sufficiently large such that (1 + a)cé—;rl < Cé—zl for

some constant Cg > 0. Then, we conclude with the following upper bound:

|S(1)’ Cs+1 /n
mkl — CS kp

Bounds on s&). Equation (103) in Appendix F.1 gives us
1 0 1 0 0), (0), (0 0), (0 0
Sék) = Sék) - E((HV’IHQ - tn )Sgk) + 23(1k)h1(c1)h§1) - Sgl)h’gcl) + 2s gk)h( )>

First, we lower bound s,(clk) by upper bounding ﬁ ((||;L1H2 11))5513 ) Lemmas 7 and 8 yield

2 0)y,(0)2
! (a3 — 57)531 (a3 = 117)s1” _ Cr
(MR 1l = hi )iy < Ulpnillz w1

Stk )= > >
deto s (lpal3 = £y + (1 + D)2 s&‘?(ﬂulnfﬁ% n kp

It suffices to upper bound the other dominant term |5§?€) h]i()l)’ / detg. For this term, we have

‘Sg(l)c)hlgz(i)‘ |s (O)h 1| < Cspn ken O+ 1 Vi
deta | = 4 1D (1-Cose) o G2 W
Thus, we get
I(clk)— 1_@_ 55;57116”611 Cﬁcjlkiz(l_a)c%*lkﬂ
n n,k€n .
(1 - ‘2’;\/’2 ) k2\/n 6 D 6 1%

(1)

Next, we upper bound s;,; by a similar argument, and get

1 0 0 0),(0
Sl(ck) < ‘5 ’+ 7‘2 51k I(cl)hgl) + gl)hl(cl) + 28§k)h1231)
On k€n 1 1
<1+ CC?P LE CSC+ -kﬁﬁ(l"i‘ /)Cgc-i- kﬁ
(1 — 2p2t/lfn> k2\/n 8 p 8 p
where we used deto ((H,u1||% — tﬁ))sﬁ) ) > 0 in the first step. As above, we can tune € and n such that
1+« )C8+l < C%H and (1 — )ngl > C%gl for sufficiently large constant Cy > 0.

(1)

Bounds on A, ;. Equation (104) in Appendix F.1 gives us

W _ 0 1 o
hmk - hmk deto (*) )
where we define

1 = (lealls = 69)sinhy) + hAARD + bt h) + s + st hY — si e b

We focus on the two dominant terms ((||p||3 — tl(i))sﬁ)nhlk )/ detp and slmtkl / detg. For the first
dominant term ((|| g3 — tg(i))sg%hg(,?)/ detp, Lemmas 7 and 8 yield

0 0 0 0 0
‘L<(HH H2 —t(o))s(o)h(0)>‘ < H“l”% ( ))‘8( )h( ) ( )h( )
deto 1112 11 7°1m'"1k = (0)(

C’zﬁn,kﬁn
PO

K2Jn

CFCITE
|13 —
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For the second dominant term s\ t,(ﬁ) / detg, we have

im
0),(0 -
L 0,0 _ Isiati| Cany/n|pl3 Csen Prkn
detoslmtk1 = 14+ 102 = Capnpen ) = Capnen \? N
(L+hyy) (1— kQTi}ﬁL) kp2 (1_ e ) kL5 /m
where we use the fact 1/\/% < pn for k> 1. Thus, we get
1 (0) C1 Cspn ken CéPn,k€n
BN < 1B + | < [ 1+ =2 + ’ ’
det n Capn nen )2 k2\/n
0 Vn <1 _ zﬁQ\/Ig > kL5, /m Vvn
C?ﬁn k€n
< (1 —rn,k=n
<(1+a) EN
and there exists constant Cg such that (1 + a)C7 < Cg, which shows the desired upper bound.

Bounds on t,(j,g) Equation (106) in Appendix F.1 gives us

1 0 1 0 ,(0)2 0);.(0); (0 0),(0)2 0), (0
tl(ck:) = tl(ck) ~ detg <<||N1H§ - t§1)> hgk) + 2t§k:)h§k)hgl) - Sgl)tgk) + 2t§k)hgk)> :
2
We only need an upper bound on t,(:k) The first dominant term sg(i)tgz,) / detg is upper bounded as
follows:

0),(0)2 0),(0)2

sty sty Cen’lul Cred 3
dety = (0)y2 = Copmren\2 1 5 — Copen \2 ‘
€to (1+hyy) (1 — ‘;’Cg\/% > kp3 (1 — 2’;\/’% ) pkin p

Next, the second dominant term, tg%)hgi)/ detg, is upper bounded as

0), (0 0), (0 -
tgk)hgk) |tgk)hgk)’ Cspn k€n ) n|pl3
= 0)\g — . 2 :
defo = (L)) gy (1 - Gleen)® P

Combining the results above gives us

1 0 1 0), (0), (0 0),(0)2 0), (0
tl(ck) < tl(ck:) + oty ‘2t§k)h§k)hgl) + 551)t§k) + 2t§k)h§k)

P 2 2
(14— Gobusen |l Conlilf
(-2 e

This shows the desired upper bound.
Bounds on tf:}c Equation (105) in Appendix F.1 gives us

{0 0 10

where we define
0 = (lally = DR + AR + 1 OB + €0 n ) + 605 — s
Again, we only need an upper bound on tgl As in the previously derived bounds, we have
1

(ll3 = i) PR Crpnan® I3 kp _ Canllusl3
deto B '

0 0 — 2
s (lpliz = 1) kp n p

IN

(1113 = £0)A 0 )

40



(0)

The other dominant term ¢; / detg is upper bounded as:

(OO O] Cofn kén n|pll3

— 2
dto = (a2 pag(1- G’ 0

Combining the results above yields

~~
—
—
N2

VAN

okl + oo |01

detg

~ 2 2
(s Copuatn ) nbity _ Conlity
(1- G p2ym ) P p

are much smaller than ||u|3. The above upper bound shows that this
continues to hold for t,(;) and tgi since p > n.
Bounds on f,g). Consider i € [n] and fix y; = k without loss of generality. Equation (107) in

Appendix F.1 gives us

Note that both ték) and t( )

mk

W _ 0 1 o
frit = T’ — deto —— ()5 (57)

where we define

0 0 0 0 0 0 0
(F = (a3 = 150000t + 2087 + (R0l + QD + nPn A — DAY 59)
We only need an upper bound on f (1) We consider the dominant terms (||p,]|3 — tﬁﬂ))hﬁi)gig)/deto,
lk glz /d etg, h lk fh / detgy and 3(0) ( /deto Lemmas 7, 8 and 9 give us

0 0 0
(a3 = €98 _ Uleall3 = £5D)IAR g1
— 0
deto (212 = ££7)s
CCbwgnlly L kp Gy lluls

Vkp Cok?p n ~ kl5y/n p

o Mo | Canlulp Cren Vil
deto <1+h§1)) a (1— 052”\’}55) k2p2 B (1_ %)2]{3.5” p
MR I Copusen Vel

o = S G\ P
SVAD S| Cre Vel

deto = 1+ hD? oo (1o Ggen)” P

where, in the last two steps, we used the upper bound C'v/n| p|2/p for | fj(? )\ and previously derived

bounds on \hg(,? | and |sg2)t§?€)]. Thus, we have

(D) < 14O L 0
I <1 | g 0

_ Cs Csén Cov/nllpll2
- k15 Cspn k€n
Vi (1- %) p2ym | P
Croen
< (1
<(1+a) RE
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and we have (1 + «)C1o < Cy; for a large enough positive constant C7;. This shows the desired upper
bound. 0

Bounds on g;,” and g( )

Equation (108) in Appendix F.1 gives

1 1

T A -1 T A -1 0 0

zci€ Ay ug = ‘ZciP(ei Ay Vi — m(*)ék)) |2eil (gkz) deto (*>;k)>’ (59)
where we define

(*);(l)c) = (||H1||% - t§1))5§k)9§?) +9§0)h§1)h1(d) + gz)hl(col) +s 1k flz + gk)hgl) Y 5(0) hya flz :

Lemmas 7, 8 and 9 give us

(I 13 — 60155 g (Hmllz —tD)[s\ Vgl | - 1
deto T (el - 6D)sY f Cok?p’
hip gty | hgp gty | Copngen 1
< 5
detg (1 + hgl)) (1 B CAZ;:L/;&E”> k2 /n Cak?p
| S1k flz ‘ |S§?<:)f1(z('))‘ < Csen o1
0)\g — 2"
detg (1 + hgl))z (1 B Cz;;?/;ien) NN Cok?p
We then have
M 0 _ 1 (0) 1 1 Coen 1
Iki —gkz ( ) ’ < > 1I- 5 - - 5 - > —
d to C k Cypn k€n C
e Vn (1 _ 2!2’\/% ) k25 | P
W 0 1 (0) Cy Crén L _
Ghi S9h T o | Kgrl < <1+ ) 5 - 2
deto g C k \/> (1 B ngi/lfn> k2‘5\/ﬁ p C

[y

where for large enough n and positive constant Cy, we have (1 + «) Cg L < C%IH and (1 a)% > G
Similarly, for the case m # k, we have

o

1 1
T A -1 _ 2 T A-1 0 ) 0
el A = ol (W Ag o = () = el (5 - ) (00)

where we define

(09 = (I 12 = )52 6 + g RV + gD + s r O 4 s R D — SOl f O,

As a consequence of our nearly equal energy and priors assumption (Assumption 1), we can directly

(0)

use the bounds of the terms in (*)é?c) to bound terms in (x)gm. We get

|g(1)|<l 1+g+ Csen L< 1 '174-04
MO\ V(- (G2 | K2 T O R

Finally, there exists a sufficiently large constant Cg such that (1 + «)/C < 1/Cio. This shows the
desired bounds.

A.2.3 Completing the proof for k-th order quadratic forms

Notice from the above analysis that the 1-st order quadratic forms exhibit the same order-wise

dependence on n,k and p as the 0-th order quadratic forms, e.g. both 57(7% and sﬁi}g are of order

o

W)’ Thus, the higher-order quadratic forms that arise by including more mean components will not
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change too much®. By Equation (39), we can see that we can bound the 2-nd order quadratic forms by

(2)

bounding quadratic forms with order 1. We consider s, as an example:

2 1 1
ik = Sk~ o O

where
()M <|ru2||2 £5)) 55 5o + soliy by + ss OIS — SRR + SR + 55 hi),
dety := 53 (|l1a]13 — 155) + (1 + ASH)2.

We additionally show how f,g) relates to the 1-st order quadratic forms:

@ _ 0 1w
foi = fui dots — (%)

where we define
007 = (il — Al + 100+ KDRDD 1 A D 5 HEAG D — oD

Observe that the equations above are very similar to Equations (54) and (55) (for s), and Equations (57)
and (58) (for f), except that the quadratic forms are in terms of Gram matrix A;. We have shown that
the quadratic forms with order 1 will not be drastically different different from the quadratic forms
with order 0. Hence, we repeat the above procedures of bounding these quadratic forms k& — 1 times
to obtain the desired bounds in Lemma 2. The only quantity that will change in each iteration is «,
which nevertheless remains negligible’.

Our analysis so far is conditioned on event &,. We define the unconditional event &, := {all the
inequalities in Lemma 2 hold}. Then, we have

P(&,) < P(EC\S ) +P(&) < P(E1€) + P(&g1E0) + P(E)

— cak(e et 6_05%
lm+ 2t csk(e o + )
c 12
S 4 erke ok ,
n

IN

IN

for constants ¢;’s > 1. This completes the proof.

A.3 Proofs of Auxiliary lemmas

We complete this section by proving the auxiliary Lemmas 6, 8 and 9, which were used in the proof of
Lemma 2.

A.3.1 Proof of Lemma 6

Our goal is to upper and lower bound ||v.||3, for ¢ € [k]. Note that every entry of v, is either 1 or 0,
hence these entries are independent sub-Gaussian random variables with sub-Gaussian parameter 1
[Wail9, Chapter 2]. Recall that under the nearly equal-prior Assumption 1, we have (1—(1/C4))(n/k) <
E[||[ve]|3] < (14(1/C3))(n/k) for large enough constants Cy, Cy > 0. Thus, a straightforward application
of Hoeffding’s concentration inequality on bounded random variables [Wail9, Chapter 2| gives us

t2
P (|lIvell3 — Ellvel3]] = ¢) < 2exp (_2”> |

We complete the proof by setting ¢t = ﬁ for a large enough constant C's and applying the union bound
over all ¢ € [k].

5There are several low-level reasons for this. One critical reason is the aforementioned orthogonality of the label
indicator vectors {v¢}.cx), which ensures by Lemma 8 that the cross-terms \S(J )| are always dominated by the larger

terms |s(] )| Another reason is that h'°), which can be seen as the “noise” term in our analysis, is small and thus does not

affect other terms.
7 . . . . L e Cor ~

To see this, recall that in the first iteration we had a; := a = 7r T oG R R for the first-order terms.
Thus, even if we repeat the procedure k — 1 times, then we have o, < Ckai, which remains small since we consider
n> k.

mk’
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A.3.2 Proof of Lemma 8

We use the following lemma adapted from [MNS'21, Lemma 2| to bound quadratic forms of inverse
Wishart matrices.

Lemma 10. Define p'(n) := (p — n + 1), and consider matric M ~ Wishart(p,1,). For any unit
Euclidean norm vector v and any t > 0, we have

1 ’ —t 1 / —t

provided that p'(n) > 2max{t,1}.

We first upper and lower bound s for a fixed ¢ € [k]. Recall that we assume p > Cnlog(kn)+n—1
for sufficiently large constant C' > 1 and this can be obtained by assuming p’(n) > Cnlog(kn). Let
t = 2log(kn). Working on the event &, defined in (50), Lemma 10 gives us

[vell3 _Gitl n/k _Cetl m

CT ) - Vaosr ) T Ly (1- ) G R

with probability at least 1 — ﬁ Here, the last inequality comes from the fact that p is sufficiently
large compared to n and C' is large enough. Similarly, for the lower bound, we have

S0 [vel3 G- n/k _G—1

Pee = p'(n) + /4log(kn)p'(n) + 2log(kn) — C1 'p’(n) <1+\/%) - Cy  kp

with probability 1 — kg z-
(0)

Now we upper and lower bound Sej for a fixed choice j # ¢ € [k]. We use the parallelogram law to

get
_ 1 _ _
VIAGN = (e + Vi) AT (Ve + V) = (Ve = )T AT (Ve — V) ).
Because of the orthogonality of the label indicator vectors (ngj = 0 for any j # ¢), we have

Ve + V513 = ||ve — v;||3, which we denote by 7 as shorthand. Then, we have

vEiASlv; ! n - n

foVisg <p'<n> = /AlogERp(n)  p(n) + v/Alog(m)p () +4log<fm>>
1 2n+/4log(kn)p'(n) + 4nlog(kn)

— 4 (p/(n) — Alog(kn)p'(n)) (¢ (n) + \/4log(kn)p'(n))
- Cit+1 2n+/4log(kn)p’(n) + 4nlog(kn)

~ 2Cik (p/(n) — /Alog(kn)p/ (n))(p'(n) + \/4log(kn)p'(n))

< 2(C1+1) n

with probability at least 1 — ﬁ Here, the last inequality follows because we have n < o, % on

Ey. Because p'(n) > Cnlog(kn), we have

vIASly Cl+1 Q\Fp ) /4/C+4/C - p'(
VEReE T (s 4/<Cn>)p<n>2

_ Gt Vi 24/4/C +/4/(Cn)
20k p(n)(1—+/4/(Cn))

LCatl o

ST



(0)

where in the last step we use the fact that C' > 1 is large enough. To lower bound s g

we get

T A1 1 n n
VoAV > - —
4\ (P (n) + /4log(kn)p'(n ) + 410g(1m)) (¢'(n) — /4log(kn)p'(n))

S 1 —2n+/4log(kn)p — 4nlog(kn)

4 (p/(n) — Alog(kn)p/ (n ))( ’( ) + \/4log(kn)p'(n))
G+l 2n+/4log(kn)p’(n) + 4nlog(kn)
201k (p/(n) — \/Alog(kn)p/ (n))(p/ (n) + /Hlog(kn)p'(n))

with probability at least 1 — 7. Then following similar steps to the upper bound of VTA v, gives us

VTA-ly, > Cit1 2vnp'(n)y4/C+ (4/C)p' (n)
0T 201k (p(n) — /4/(Cn)p (n))p(n)
_Ci+1 i 2y/4/C+(4/Cyn)
201k p(n)(1—+/4/(Cn))
Ca+1 Vn
Ca kp

Z_

We finally apply the union bound on all pairs of ¢, j € [k] and complete the proof.

A.3.3 Proof of Lemma 9

We first lower and upper bound gé )) Recall that we assumed y; = k without loss of generality. With

a little abuse of notation, we define ||v.||3 = 2 and u := v/fie;. We use the parallelogram law to get
1
4V

Note that |[u+ vi|3 = 2(7 4+ v/7) and ||u — vi||3 = Z(ﬁ — /7). As before, we apply Lemma 10 with
t = 2log(kn) to get with probability at least 1 — kQ o

e;fFAglvk = ((u + vk)TAgl(u +vi) — (u— vk)TAo_l(u — vk)) )

ATy, > L ( 207 + V) - 27 — V/71) )
NG )+ \/4log (kn)p'(n) + 4log(kn))  (p'(n) — \/4log(kn)p'(n))

S 1 4\Fp 4n\/410gT 8nlog(kn)

a 4\f ' (n ) 4log(kn)p'(n) + 4log(kn))p'(n)
f\/éllogT Qflog (kn)

a ( ’( ) 4log(kn)p'(n) + 4log(kn))p ( )

S p'(n)— /(1 + 1/01 )n/k+/41og( k:n) —2/(1+ 1/C’1)n/klog(lm)

N n) + v/4log(kn)p +4log (kn))p'(n)

The last inequality works on event &,, by which we have n < % Then, p'(n) > Ck*nlog(kn)
gives us

p'(n) — \/(1 + 1/C’1)n/k:\/4/(0k:3n)p’(n) — /(1 +1/C1)n/k(2/Ck3n)p' (n)

el Aty

i Ao Vi 2 n) + \/4log(kn)p'(n) + 4log(kn))p'(n)
U1 (/(szﬁ)) (1/(03/<55\F))
= n)(1+2,/4/(Ck3n))
>@*Pl

Cy p
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where in the last step we use the fact that C,Csy,C3 > 1 are large enough. To upper bound géz)

iv We

have with probability at least 1 — ﬁ,

T A —1

1

T 4vn ((p’(n) — /Alog(kn)p'(n))  (1'(n) + /4log(kn)p/ (n) + 4log(kn))
1 4v/fip/(n) + 47y/4log(kn)p/ (n) + 87 log(kn)

v (p'(n) — \/4log(kn)p'(n))p'(n)

_ P(n) +Viy/Alog(kn)p/ (n) + 2/ log(kn)

a (p'(n) — \/4log(kn)p'(n))p' (n) ’

p'(n) + /(1 + 1/C1)n/k\/Alog(kn)p' (n) + 2+/(1 + 1/C1)n/klog(kn)

(p'(n) — \/4log(kn)p' (n))p/ (n) '

2(7i + /i) 27 — /i) )

<

Then p'(n) > Ck3nlog(kn) gives us

P'(n) + /(1 +1/C)n/k\/4/(Ck*n)p' (n) + 24/(1 +1/C1)n/k(4/Ck*n)p' (n)
(' (n) — /4log(kn)p'(n))p'(n)
_ L+ (1/(CaVED) + (1/(Csk>>v/n))
- p'(n)(1 —24/4/(Ck?n))
Ci+1 1
Ci p

T A—1

<

3

We now upper and lower bound g(g)

;i for a fixed j = y;. As before, we have

_ 1 _ _
el Ag'vi = —= ((u+v) A (u+v;) = (u—v))T A5 (u —v;)).
4V/n
Since el'v; = 0, we now have |[u + v;||3 = [|u — v;||3 = 27i. We apply Lemma 10 with ¢t = 2log(kn) to

get, with probability at least 1 — ﬁ,

_ 2n n
e?AO 1Vj <

1 2n
Siva (<pf<n> ~ Vil () () + v/AloglEmp () + 4log<kn>>>
_1 4nr/4log(kn)p' (n) + 8ilog(kn)
T AR (p(n) = /Alog(kn)p (n))p/ (n)
_ i/ TIogFp(n) + 2ok
T () — Alog(kn)p/(n))p/(n)
< V(1 +1/C)n/k/4log(kn)p' (n) +24/(1 + l/Cl)n/k:log(k:n).

- (¢'(n) — \/4log(kn)p'(n))p/ (n)

rl‘.he last inequality works on event &,, by which we have n < 2(%;%1)". Then, p'(n) > Ck*nlog(kn)
gives us

VT 1/COn/k/A[CR)p (n) + /(+ 1/C0n/R(2/CKon)p (n)
(¢/(n) — \/Alog(kn)p () (n)

_ /(D) + (1/(Ck* /)

© )~ /A/(CR))

<C4+1 1

T A -1
e, Ay v; <

- Oy ' k2p’
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(0)

where in the last step we use the fact that C,C2,C3 > 1 are large enough. To lower bound g, e

have with probability at least 1 — kQ 5,

eA v, >

o o
4f ( n) + v/Alog(kn)p/(n) + 4log(kn))  (p/(n) — 410g(kn)p’(n))>
S 1 —4n\/410gT 8nlog(kn)
T4V (p(n) — /Alog(kn)/ (n)p (n)
f\/W+2xflog k:n)
(' (n) — /4log(kn)p'(n ))p’(n)
V(1 +1/C)n/ky/Alog(kn)p'(n) + 21/(1 + 1/C1)n/k log( kn)

B (p'(n) — 410g(kn) '(n))p!(n)

Because p'(n) > Ck3nlog(kn), we get

TA-ly. > V@ +1/C)n/k\/4/(Ck3n)p'(n) + /(1 + 1/C1)n/k(2/Ck3n)p' (n)
ST (7' (n) = /4log(kn)p/ (n))p/ (n)
o _(/(CaVED) + (1/(Csk*>v/m))
B P (n)(1 = /4/(Ck*n))

Citl 1
04 k2p7

2_

where in the last step we use the fact that C', Co, C'5 > 1 are large enough. We complete the proof by
applying a union bounds over all k classes and n training examples.

B Proof of Theorem 3

In this section, we provide the proof of Theorem 3, which was discussed in Section 3.2.2. After having
derived the interpolation condition in Equation (12) for multiclass SVM, the proofs is in fact a rather
simple extension of the arguments provided in [MNS™21, HMX21] to the multiclass case. This is unlike
the GMM case that we considered in Section 6.2, which required substantial additional effort over and
above the binary case [WT21].

For this section, we define A = XTX as shorthand (we denoted the same quantity as Ay in
Section 6.2). Recall that the eigendecomposition of the covariance matrix is given by ¥ = >2 | )\iviviT =
VAVT. By rotation invariance of the standard normal variable, we can write A = QT AQ, where the

entries of Q € RP*™ are IID N(0, 1) random variables. Finally, recall that we denoted A = [A1 --+  Ap]
and defined the effective dimensions dy = Hi”% and dyo = IIH:\IIH; Observe that Equation (12) in Theorem 1
is equivalent to the condition

zeiel Az, >0, for all c€[k] and i€ [n]. (61)

We fix ¢ € [k] and drop the subscript ¢, using z to denote the vector z.. We first provide a deterministic
equivalence to Equation (12) that resembles the condition provided in [HMX21, Lemma 1|. Our proof
is slightly modified compared to [HMX21, Lemma 1| and relies on elementary use of block matrix
inversion identity.

Lemma 11. Let Q € RP*" = [qy, -+ ,qQn]. In our notation, Equation (12) holds for a fized c if and
only if:

—1
z\Z(Q\ZAQ\J QlAq <1, forall i=1,-,n. (62)

Above, z\; € RM=Dx1 45 obtained by removing the i-th entry from vector z and Q\ € RAx(n=1) g
obtained by removing the i-th column from Q.
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Proof. By symmetry, it suffices to consider the case ¢ = 1. We first write

A= { al Aq: q1AQ\1]é[a bT]
QlAa QLAQ,|  |b D)

By Schur complement [Ber09], we have

bb”
A - 0 iff cither {a>0andD—>0} or {D>0anda—b"D 'b>0}.
(07

Since the entries of Q are drawn from a continuous distribution (IID standard Gaussian), both A and
D= Q\TIAQ\l are positive definite almost surely. Therefore, « — b’ D~'b > 0 almost surely.
Thus, by block matrix inversion identity [Ber09], we have

A-l = (a —bT'D~1b)~! —(a—b'D~b)"1b’D!
N “b(a—b'D7'b)"! D!+ D 'b(a—-b'D 'b)"b'D!

Therefore,e] A™! = (= b"D~'b)~' [1 —b"D~!]. Hence we have
zel A7z = (a —b"D7'b) (2§ — "D (2127))),
where we use the fact that z; = z;. Since a — b Db > 0 almost surely, we have
z21e{A7'2>0 < (a—b'D7'b) ' (z{ —b'D ! (217;)) > 0

1
< —b'D'z, <1
21

Recall that b” = ai AQ\1 and D = Q 1AQ, ;. This completes the proof. O

Next, we define the following events:

1. Fori € [n], B; := {1 ZLA Q] Aq121}

9. For i € [n], given t > 0, &(t) == {||(E€.A\‘i1Q\TZ.A)T||§ > %}.
3. B:=U"B;.

We know all the data points are support vectors i.e. Equation (61) holds, if none of the events B;
happens; hence, B is the undesired event. We want to upper bound the probability of event B. As in
the argument provided in [HMX21|, we have

<Z( (B:|&(t +IP’(£())>. (63)

The lemma below gives an upper bound on P(5;|&;()°).
Lemma 12. For any t > 0, P(Bi|&(t)¢) < 2exp (—54z)-
Proof. On the event &;(t)¢, we have ||(2€A\_Z.1Q€.A)TH§ < 1 Since, by its definition, ]Z%| < k,

i
we have %Z{;AQIQ@.A% is conditionally sub-Gaussian [Wail9, Chapter 2| with parameter at most

csz(ZcA\_ilQ@.A)TH% < ck?/t. Then the sub-Gaussian tail bound gives

P(Bi|Ei(1)°) < 2exp (—2’;) , (64)

which completes the prof. O
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Next we upper bound P(&;(t)) with t = d/(2n). Since [z\;l2 < [[y\ill2, we can directly use
[HMX21, Lemma 4].

Lemma 13 (Lemma 4, [IMX21]). P (& (%=)) <291 exp (—Cl min{dfz dﬁ})

The results above are proved for fixed choices of ¢ € [n] and ¢ € [k]. We combine Lemmas 12 and 13
with a union bound over all n training examples and k classes to upper bound the probability of the
undesirable event B over all k classes by:

do d dy d
kn9" ! exp | —eymin{ 2, =% 4} <exp | —cymind 5, =2 ¢ + Cp log(kn) + Can
427 ¢ 4¢?’ ¢

and 2kn - exp (_QCd]:‘;’I’L> < exp <_i2kd20; : (k:n)) .

Thus, the probability that every data point is a support vector is at least

1 —exp (—cl min {d2 doo} + C1 log(kn) + Czn> — exp (—

12 e +C3 log(k:n)> .

C2
ck?n

n’

To ensure that exp (—01 min {f% —} + Cy log(kn) + C’gn) + exp ( C2d°° +C5 log(k:n)) < & we

consider the conditions ¢; min {d—Q dﬁ} — C1log(kn) — Can > log(n) and CQd"T‘L’ — C3log(kn) > log(n)

4c27 ¢ ck?
to be satisfied. These are equivalent to the conditions provided in Equation (17). This completes the
proof. Note that throughout the proof, we did not use any generative model assumptions on the labels
given the covariates, so in fact our proof applies to scenarios beyond the MLM. O

C Classification error proofs for GMM
In this section, we provide the proofs of classification error under the GMM (Theorem 4 and Theorem 6).
C.1 Proof of Theorem 4

C.1.1 Proof strategy and notations

The notation and main arguments of this proof follow closely the content of Section 6.2.
Our starting point here is the lemma below (adapted from [TOS20, D.10]) that provides a simpler
upper bound on the class-wise error ...

Lemma 14. Under GMM, P, < 32;,.Q (%) In particular, if (We —w;) T, > 0, then
(We—w;)"p.)?
Peje < D jzc €XP <4(‘7VTV'GJ]H7V;[VAVJ))

Proof. [TOS20, D.10] shows P, is upper bounded by >, .. @ (%) Then if (We.—w;) 1, > 0,
the Chernoff bound [Wail9, Ch. 2| gives

P, < Zexp Zexp ;)" o)’ ,
2ch wj||2 WTWc—l-W w;)

j#c

where the last inequality uses the identity a’b < 2(a’a + b”b). O

Thanks to Lemma 14, we can upper bound P, by lower bounding the terms

((V/Gc - W ')T“C)Q ;
T —i—]v’s?Tv’s?j)’ for all c# j € [k]. (65)
c c J
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Our key observation is that this can be accomplished without the need to control the more intricate
cross-correlation terms Wl w; for ¢ # j € [k].

Without loss of generality, we assume onwards that ¢ = k and j = k — 1 (as in Section 6.2).
Similar to Section 6.2, the quadratic forms introduced in Equation (40) play key role here, as well. For
convenience, we recall the definitions of the c-th order quadratic forms for ¢, j,m € [k] and i € [n]:

toy = di A dj,
by = VAL d,
S =T Ae,

£ = dTA e
Further, recall that w. = X(X7X) v, and X = Z§:1 ujva + Q. Thus,

® e = 3T (XTX) Mve + 3 il v (XTX) v + v (XTX) 7' d, and

mc
Wi te = [lpl3v (XTX) e + i vy (XTX) vy Y ppevn (XTX) 7y 4 v (XTX) .
m?éCJ
(66)
Additionally,
wlw, = vl (XTX) v, and WTWJ =vV; T(xTx)-1

To lower bound W1y, — ?vauC, we first focus on the dominant terms of Equation (66),

leeellzve (XTX)"Hve + v (XTX) e — [lpell3ve (XTX) vy — vi(XTX) .. (67)

The above terms dominate the bound because, according to Assumption 2, the inner products between
different mean vectors are small compared to the norms of mean vectors.
We now lower bound Equation (67) divided by (W w. + W TW;). Using the leave-one-out trick in

Section 6.2 and the matrix-inversion lemma, we show in Appendix C.1.5 that

(67) Dy
=L 68
(WiWe + W) Tw;) Dy (68)
) ) . . ) .
oo [ Imcl3s — st + h 4 D — clBsg) — hG) — hRE 4 e
! det; ’
) (=7)
S S5
D — cc 17
2 <detj * det_j) ’
where det; = (|| p.||3 — ¢ ]))S((;C) + (h&? + 1)%. Note that det; = det_. when c =k and j = k — 1.
Next, we will prove that
2
(1= G = ) ), - Gy min{VE, v/log2n)})
(68) > [[pell2 (69)

C (I3 + 22)

C.1.2 Proof of Equation (69)

We will lower bound the numerator and upper bound the denominator of Equation (68). We will work
on the high-probability event &, defined in Equation (50) in Appendix A.1l. For quadratic forms such
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as sﬁﬁ),tﬁ?) and hg), the Gram matrix A;l does not “include” the c-th mean component because we
have fixed ¢ = k,j = k — 1. Thus, we can directly apply Lemma 2 to get

Cl—l. n <S(j)< Cl—l-l‘ n

Ci kp~ " G kp’

tﬁc) CQ"HNHz
p
_ﬁnk03n||u||2 <h9) < 03n||lﬁ||27
’ kp kp

on the event &,. We need some additional work to bound s(j) = vjA_lvc and h(j) = vjA_ldc, since

the Gram matrix A ! “includes” v;. The proof here follows the machinery mtroduced in Appendix

A2 for proving Lemma 2. We provide the core argument and refer the reader therein for additional
justifications. By Equation (102) in Appendix F.1 (with the index j — 1 replacing the index 0), we first
have

s =g L G-,

Je Je detj_q
where we define

. . . . . . 2 . . . .
(*)g]_l):(||ﬂj"%_t§jj 1))3% 1)85.3C 1)+S§]c l)h% 1) +8§gc 1)h§gj 1)+S% Dhﬁ 1),

and detj_y = (|13 — ¢97)sY™ 4 (B97Y 1+ 1)2 Further, we have

].7 13
-1 (-1 G-1)?
9= |1 (13 = 2555~ + b Q0 L (G0p6D G0
Jjc det]_l JC detj—l Jje 27 Wy Jjec
1 i—1), (j—1 i—1), (j—1
< Gl N gl P+ )

We focus on the dominant term |s G- 1)h ] 1)\ Using a similar argument to that provided in Ap-

pendix A.2, we get

|S§§fl)h§{;1)’ | (- Dh] 1)‘ o) n pnken
detjr 7 (1 +h“ R (1—%’3%6")2 Ve
< CBﬁn k€n . ) @
(1- %) w7

Thus, we have

]1)’ C4—|—1 \/ﬁ

Cy kp'

Similarly, we bound the remaining term hgi). Specifically, by Equation (104) in Section F.1, we have

p@ e _ L G-

jc T Vjc detj,1 h )
where we define

1 1 1 i—1 i—1 —1 '—12 —1 1 1 1
(*)glj = (| jH2 (J )) % )h% )+h§'jc )h%- )—i-hg-jc )h% )+ (J )t(J )

o1



Furthermore,

(el — 15 sy + ™"

)| — G-0_ L 006D (G-D,6-D)
hjel=1{1~ det; 1 hje = e,y e i s e )
< —h(J 1) h(a 1)h(J D o gU-D,G=1y
L1+ g8 Rl
We again consider the dominant term ]3( ] 2 |/ detj_; and get
—1),(-1 —1),(-1
1 2
det] 1 (1 + h(] )) (1 . Cig,i/kfn> kp p
< Csen, Dokl pl2
- Co2pn k€n 2 )
(1- %) ve VR
Thus, we find that
Canllpll2

(-1 ~
|hjC | S pn,k \/Ep
We are now ready to lower bound the RHS in Equation (68) by lower bounding its numerator and
upper bounding its denominator.
First, for the numerator we have the following sequence of inequalities:

licl3s) — sPtD + hD” + 1D — | 39 — nY — BDRD + 940
>l — llpsel3st) — sDtD + 4D + hD — n) — nnG)
JCi—1 |plBn  Co+1 Vi Con |lml3n  Can lml3ve  Cspunlipll
e kp Cs kp p kp P kp VEp

Above, we use the fact that the terms |h£];)\, |h§]0)| < Ce/(k*\/n) are sufficiently small compared to 1.
Consequently, the numerator is lower bounded by

(Cl —1 [pldn  Co+1 |pl3vn  GCsn |[plin  Cin |pl3vn  Cspy, anN||2> /d 2,
Cy kp Cs kp P kp D kp

(70)

Second, we upper bound the denominator. For this, note that under the assumption of nearly equal
energy and equal priors on class means (Assumption 1), there exist constants Cy,Cy > 0 such that

C1 < detj /det_; < Cy. (In fact, a very similar statement was proved in Equation (45) and used in the

@) (=)

proof of Theorem 2). Moreover, Lemma 2 shows that the terms sg’ and s;;" are of the same order, so

it suffices to upper bound jgg Again applying Lemma 2, we have

s((fc) < Ce n

det; — det; ?p

(71)

on the event &,. Then, combining Equations (70) and (71) gives us

2
09)> g o (1= 5 = 2l = Comin{ VR g0l

n 1 01 an . 2
> : [
= Cokp Conlull <(1 D > [ 4ll3 = Cs min{v/k, \/bng)}HHHz)
P

C4||P‘H2n +2_|_ \/ﬁ

((1- S - 22) flulle — Csmin{VF, iog@n)} )
Co (1lull3 +22)

> [|l13 , (72)
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where the second inequality follows from the following upper bound on det; on the event &,:

i ) ) C 2 C=n2 2
ety = (2050 + 00 + 17 < I o+ 200% + 1) < Sl Ly, ol

C.1.3 Bounding the remaining terms in (66)

The previous sections of the proof bounded the dominant terms in Equation (66). Now, we turn
to bounding the remaining terms pl p v TT,L(XTX)’lvc and MJTHCV?(XTX)’lvj. Under the nearly
equal energy and priors assumption, the v; xTx)-1 v] terms have the same bound for every j € [k]
except for some constants. Similarly, the V; (XTX) vy, terms also have the same bound for all
j # m € [k] except for some constants. An upper bound on classification error can then be derived
in terms of the inner products between the mean vectors. Specifically, we need to include the bounds
of 3 ze ul pvE(XTX) v, u;‘.r,ucv;fp(XTX)_lvj and 35, . ,u%uc ;L(XTX)_1 . Recall that in
Appendix C.1.4 we show that v.(XTX) lv; = (sg-) + sg)h((;') sOn )/det and v;(XTX) v, =

(_j)/det_j We also show that the bound for s (also sg»;j)) is at the order of O(n/(kp)) and the
bound for s( 7 is at the order of O(v/n/(kp)) When ¢ # j, which is significantly smaller than O(n/(kp))

when n is large Additionally, the bound for |h ] is sufficiently small. Combining these results and
the assumption of mutually incoherent means, we can see that the bounds for these additional terms
included are still much smaller than the bound of ||p||3vI (XTX)"tv,, which is the dominant term.
Therefore, they will not change the generalization bound of (68) except up to constant factors.

C.1.4 Completing the proof

Because of our assumption of nearly equal energy on class means and equal priors, the analysis above
(We—Ww;)" p.)?

w Ap+vAva)

can be applied to bound for every j # ¢ and ¢ € [k]. We define the unconditional event

/\T/\

~ S NT, N2
Eyo 1= (We —W;)” pe) is lower bounded by (72) for every j # ¢ p .
(WEwe + w; w;)

We have
P(&h) < P(ERslE) + P(EY)
< “y %k(eii +e erh?) < “y cgke <1k
n n

for constants ¢;’s > 1. Thus, the class-wise error P, is upper bounded by

((1- S - %) hull - Comin{VF, vIog(Za)})
Gy (Il +2)

(k—1)exp | —[lul3

with probability at least 1 — * — cske <7 . This completes the proof. O

C.1.5 Proof of Equation (68)

Here, using the results of Section F.1, we show how to obtain Equation (68) from Equation (65). First,
by [WT21, Appendix C.2| (with y replaced by v,,), we have

(—m)

Vi (XTX) "y, = jg;m , for all m € [k],

where det_,,, = (||p,,]13 — ¢ _m)) Com) 4 (hg{,;?) +1)2. Then [WT21, Equation (44)] gives

. 2 .
o252 — s9tD + 9" + nY)

det Y ’

H/’LCH% ) VC(XTX)_lvc + VC(XTX)_ld
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where det; = (||p||3 — tgj;))sgj;) +( 94 1)2. Note that det; = det_. when ¢ =k and j = k — 1.
For v.(XTX)"!v; and v;(XTX)~!d,, we can again express the k-th order quadratic forms in terms
of j-th order quadratic forms as follows:

$9 4 OB — @Y

cc — Scc
(XTX) "y =
ve(X"X) i ,
I3t m5Y — sl bt + nENS) + hil) — s162)

v;(XTX)"!d, = o
J

Thus, we have

Jc

() G ) @@ (G),0)
||l"’cH%vc(XTX)71Vj + Vj(XTX)ild ||“'0H25 + h + hjc hee s tee .

det]’
This completes the proof. O
C.2 Proof of Theorem 6
In this section we prove Theorem 6. The simplex ETF setting for the class means gives us ||u3 = —(k —

1)l p, for m # c. Therefore, following the analysis above, the additional term Y, | Ze ul v %(XTX)_1

is upper bounded by ||p||3 max, . [vL (XTX)"v.|. Since the dominating term in v (X7X) tv, is
()
cj )
uj KV T(XTX) v, in Wj i, has a positive contribution to W’ p, — Wj p. under the simplex ETF
setting, the final generalization bound does not change except up to constant factors.

s/, which has a much smaller upper bound than the domlnatlng term in v, (XTX) Vv, and the term

C.3 Proof of Corollary 3

We now prove the condition for benign overfitting provided in Corollary 3. Note that following Theorem
2, we assume that

p>Cik®nlog(kn)+n—1 and p> Cok5nl|| .. (73)
We begin with the setting where ||u3 > C@ for some C > 1. In this case, we get that
2
Equation (72) is lower bounded by %((1 - C“”) | pell2 — C5\f> , and we have

Jn
Cs Cyn 2 QC4n
R —OsVE ol — o —205Vk
(1 %= Sl = o) > = 20 T 2B — 25 VEl el
1l—— ) — -2 —2 k . 4
> (1-22) 2 g Rl (7

Then Equation (73) gives

- L 2G5 kp p \2Cen CiVkp
(74) > _% n </~c1~5n1~5> P © kl5plb
_ k‘p 2C3 06 C?
—n<1 N k2f> (75)

which goes to +o0 as (2) — oc.
Next, we consider the case ||pu]|3 < %p. Moreover, we assume that ||p||3 = Cs (2)“, for o > 1. Then,

2
Equation (72) is lower bounded by %p”u”% <<1 — % - %) — ﬁm'/f) , and we get

2
)l (1—(13—04”)—05” ><1 203)”u 14— SO gt = S
e\ (L= ) T Tk NG 2= Gz I0ll2 = el

k
(RSOGO
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where the last inequality uses Equations (73) and condition ||p|3 < %p. Consequently, the RHS of
Equation (76) will go to 400 as (%) — 00, provided that a > 1. Overall, it suffices to have

2
p > max {Culnlog(bn) + 1~ 1,Cak 1 o, "2

and |[p| > Cs (%) , for a e (1,2].

All of these inequalities hold provided that ||u|2 = ©(p?) for 8 € (1/4,1/2] for finite k and n. This
completes the proof. O

D Main lemmas used in error analysis of MLM

In this section, we collect the proofs of the main lemmas that are used in the error analysis of MLM
(proof of Theorem 5, provided in Section 6.3). We first introduce notation that is specific to these
proofs.

For two indices /,j € [k], we use the Kronecker delta notation é,; = I[¢ # j]. For a diagonal
covariance matrix X and £ > 1, we define the leave-f-out covariance matrix X_q.p as X with the first £
rows and columns removed. For an arbitrary PSD matrix M € R%*? with eigenvalues \p, ..., ¢ and
any index k € {0,...,d — 1}, the effective rank of the first kind (in the sense of [BLLT20]) is defined as

Z Ae. (77)

{=k+1

re(M )\k+1

Additionally, we state our convention for constants for this proof. Hereafter, we let ¢,C ... > 0
denote positive absolute constants in lower and upper bounds respectively. We also use ¢, C > 0 in
a similar manner to denote constants that may only depend on the number of classes k. To simplify
exposition in the proof, the values of these constants may be changing from line to line without explicit
reference. Finally, by “large enough" n we mean that n > C} for some universal constant Cj, that
depends only on k.

D.1 Proof of Lemma 4

The proof of Lemma 4 follows similarly to the proof of Theorem 4 in Appendix D.3 and Lemma 11 in
Appendix E of [MNS*21], with the two important and nontrivial extensions mentioned above: one, to
the multiclass case involving k signal vectors, and two, considering the logistic model for label noise.
Without loss of generality®, we assume for simplicity that j. = ¢ for all ¢ € [k], and consider classes
c1 = 1,co = 2 for the argument. First, we consider the following adjusted orthonormal basis

~ (=) 3 — (K1 + o)

= — , 5 = — , e; =e; for all j > 3.
iy — w2 [ty — pall2

This orthonormal basis together with the bilevel ensemble structure in Definition 4 then gives us

A "N - . _
SUi2 = HM\/E T (g — Hz)T(Wl —Wa) = Vg -] X(XTX) vy — va)
1 M2

=g e X(XTX)~

where in the second line we introduce the shorthand y; := v; — vo. Next, we define

p
T T
A=XTX=> N\zz],
j=1

8The reason this is without loss of generality is because we can carry out the same analysis otherwise with the
appropriate permutation of the index labels.
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iid

with z; := ﬁXTéj,j = 1,...,p and note that z; ~ N(0,1,). (This uses again the rotational
J

invariance of Gaussianity and the bilevel ensemble structure.) Finally, for £ =1,...,p — 1, we denote
the “leave-f-out” matrices corresponding to the changed basis by A_1.p := Z?:K—&-l )\jzjij. Note that,
by definition, A_1.g := A.

Using the above notation, we can then write the survival terms as follows

SULQ =A\g - ZlTAflyl.

The main challenge in characterizing the term above is that A~! is dependent on both z; and y;.
In particular, y; depends on z; itself but also it depends on zs,...,z;. In the binary case, a simple
leave-one-out analysis suffices to circumvent this difficulty as shown in [MNS'21]. In the multiclass
setting, we need to do a much more challenging leave-k-out analysis which we outline below. In
particular, we outline a recursive argument over k steps that iteratively removes the dependencies on
z1,...,2; from A~!. This process is described in the following subsections.

D.1.1 Key recursion: Removing dependencies

Start by defining the following “quadratic-like" terms:

Q= leAjzezl, L=0,....k, (78a)
Qu=2lA" 2, 0=1,...k, (78b)
Ry =yl A 1,2, 0>4.5=1,....k—1. (78c)

Recall the term we wish to control is Qp = Z{Aj:oyl =z A~ly;. A single application of the
matrix inversion lemma (which was also done in [MNST21]| for the binary case and is described in a

AnQy However, unlike in the binary
1+Am @1

case (01 can no longer be easily controlled, as y; still depends on Ajﬂ as it is a functional of not only
z1, but also {za,...,zx}.

On the other hand, the term involving the leave-k-out Gram matrix, i.e. Q = Z{Aj:kyl avoids
this issue. This is because y; is only a functional of {z1, ..., 2}, which ensures that y; is independent
of Aj: - This allows us to sharply characterize Qy via the Hanson-Wright inequality, as shown in the
lemma below.

self-contained manner in Appendix D.1.2) yields that SU; 2 =

Lemma 15. For large enough n, we have

cn dn3/* (n—s) dn3/*
Ck ()\LTS(Z) + ALT3(2)> > Q= ck ( ) . (79)

with probability at least 1 — 2e~ V™.

See Appendix E.2.1 for the proof of this lemma.

Thus, it suffices to characterize Q1 in terms of Qg, so that we can translate upper/lower bounds on
Q. to upper/lower bounds on () and thereby characterize the survival SU; 5. The main result of this
section, shown below, does precisely this, guaranteeing that |Q1 — Qx| = o(Qk) with high probability.

Lemma 16. We have o o
k k
(1—n1/4>Qk§Q1§ <1+n1/4>Qk-

with probability at least 1 — C'k3e=CV™,

In the remainder of this section we prove Lemma 16. We introduce the following recursion for any
{=F,..., 1 by directly applying the matrix inversion lemma:

A (2] A1, 20) (yT A1, 20)
1+ )\HZ{A:%:EZZ

~ ZTA:I. Zy AR
= Qé - QZ ! ~ = 1 HT ny_l ) (80)
Qe + Anzg ATy 20

o6

Qu1=21A 1, yi=2 (A 1o+zz) 'y1=Q —




where in the last line we recalled the definitions of @g and of Ry, in Egs. (78).

In order to prove Lemma 16 using the above recursion, we establish the following bounds on each of

TA—1
A—l:lz‘g

the three terms 21@7, Ry and @g that appear in Eq. (80). We provide the proofs of each of these

technical lemmas in prpendix E.2.
Lemma 17. For large enough n and for all ¢ € [k], we have
zf A7) 20| < %Z{A:lﬂl = W@’
n n
with probability at least 1 — Ck3e= V7.
Lemma 18. For all ¢ € [k], we have
\Reo| < Cr-z2f A1z, (=Fkk—1,...,1.

with probability at least 1 — CkPe= V™.

Lemma 19. For large enough n and for all ¢ € [k], we have

~ 2
0<Qr < —Q
Ck

with probability at least 1 — Cke V™.

Proof of Lemma 16 Combining the bounds in Lemmas 17, 18, 19 and the fact that Z%A:i:eZZ >0

within Equation (80) immediately yields for all £ =1,... k:

2 C Cr-Anzi AZ],z¢
Qe — Q1] < a@k <n1/4> (

1+ )\HZ%A:%:ZZZ
Ck
/A

< Qk
The desired then follows by the bound |Qr — Q1| < 25:2 |Qr — Qr—1].

D.1.2 Completing the proof of Lemma 4

Armed with Lemma 16, we now complete the proof of Lemma 4. Recall that
SU12 = ArQo = A -z{ A 'y .

Applying Equation (80) for £ = 1, we can write

AuQ A
SU1s = An@Qo = At | Q1 — H@Q1 Q1~ _ HQlN '
14+ Ag Q1 14+ Ag@

Thus, combining Lemmas 19 and 16, we can obtain the following lower /upper bounds on SUj 3:

AH (1— %) Qrk
14+ g (%) Qk

C
<smg<AH<L+mZ>Qh

(84)

It remains to substitute the upper/lower bounds on @} we obtained in Lemma 15. Plugging in the

definition of the bilevel ensemble gives A\prs(X) = n™ — n”. Noting that m > 1 and r < 1 gives

cn n3/4
< C 1-m d
(D) @) SO
_ /n3/4
(h—s) _ dn¥

eAprs(X) B Arrs(X) —

o7



Therefore, we have
en!™™m < Qp < Cnt™.
Noting that Ay = n™ 97", we then have cn'=9" < AyQ, < Cn!'~97". Plugging this back into
Equation (84) gives
cpnt 17" < SUpg < Cpnt 17"

for large enough n, which is the desired statement. A union bound over Lemmas 15 and 16 implies that
this statement holds with probability at least 1 — Ck3e~CV™. This completes the proof of Lemma 4. [J

D.2 Proof of Lemma 5

This proof extends the argument in [MNS'21, Proof of Theorem 24| using the same change-of-basis
argument that we used to characterize the survival. As with the proof of Lemma 4, we assume without
loss of generality that ¢; = 1,¢c2 = 2. First, we recall that

A= X(XTX) (vi — vo) = XA 1y, (85)
and that we defined A := XTX and y; := vi — v as shorthand. We first state and prove the following
lemma, which is analogous to [MNST21, Lemma 28, Eq. (53a)].

Lemma 20. The contamination term CNy o can be expressed as,

CNio = \/v{ Cy1, where (86)

d
C:=A"| > Nzzl Al
J=1,j#1

This is a consequence of the relation CN%}Z = 2?217#1 )\jd?, where we define & := \/\;j - z;—A_lyj.

See Appendix E.3 for the proof of this lemma.

Note that the expression in Lemma 20 is still challenging to characterize, as the difference of
label vectors y; is dependent on the matrix C. To make progress, we will write a k-step recursive
equation to express &; (and, thereby, CNy2) in terms of Aj: , instead of A1 leading to a possible
characterization in terms of quadratic forms for which we can apply the Hanson-Wright inequality. We
begin by reproducing the first recursion from the proof of [MNS™21, Lemma 28|, which directly yields

aj= /A Z;Ajzl(yl —SUi2z).

We now recurse this argument to get an expression in terms of Aj;z- Applying the Sherman-Morrison
formula yields

~1 ~1
Al - AT 2022A 7

ATl =ATl - —
: : 14+ Mg - Z;—A7%:2Z2
and, consequently,
Mg - Zg A 1031
G =Nz AT, (51 — 22 - —1 . (87)
J I : 14+ Ay - Z;A_i:QZQ
To write the entire k-step recursion, we define some shorthand notation. For £ = 2, ..., k we define

A -z] AZ] Yo
1+ AH ’ ZZA:%:ZZZ

Y i =Yo-1— SUSgZe

and

¢
SUg’% =

k
= YE=Y1— ZSUE’EZZ.
=1

o8



Consequently, rewriting Equation (87) in terms of this shorthand notation gives

&j:ﬁ Z A 2y2,

and repeating this argument for £ = 3, ..., k ultimately yields

~ Ta—-1 =~
aj =/ Aj 2z A_i:kyk.

Then, we use an identical set of manipulations to the proof of [MNS'21, Lemma 28] (reproduced for
completeness) to get

d d
2 ~2 2=
CNT, = ) Nad= D Ny ATLzm ATk
J=1#1 j=1,j#1

d

-1 2 T -1 -

1k Z ANizjz; | AT1 .Yk
J=1,j#1

= y,jékyk, where

T
k

I
<
>

d
C, — A1 Z 2. T -1
Ck — A—lk’ )\jZ]Zj A—lk‘
j=1,j#1

We now complete the proof of Lemma 5 by working with the expression CN%Q = y,jékyk. First, we
note that we can write

CNI, = ¥4 Cr1¥k + ¥ Cr2¥k where

k
.. A1 2 T —1
Cr1:=A", E )\jzjzj A~ and
J=1j#1

d

A 1 2. T\ a-1

Cro:=AT ], E Ajzjz; | AT
j=k+1

Then, we can sharply upper-bound the terms 77 := y,‘jék,lyk and Th := y,‘jék,zym which we do below
beginning with the second term T5.

We apply the algebraic identity (x —y) M(x —y) < 2(x'Mx +y ' My) k — 1 times to get
4 Crayi < 287! ( Cray1 + Z SUD, -2 Cy 2Ze>
Z_

We use the following technical lemma, which is proved in Appendix E.3.

Lemma 21. For{=2,...,k we define

ZT
where y¢ 1= yp_1 — SU( %zz and SUg% SUi = M Then, for all £ =2,...,k we have

’ gz ATlz
C
ISl < 1jf4 < Cy. (88)

with probability at least 1 — Ck2e= V™.
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Applying Lemma 21 thus gives

k
Y Crayi < Cy, <Y1Tck,2}’1 + ZZZCMZe) .
=1

Now, we note that the matrix Ck o only depends on {z;}! , and is therefore independent of y; as

j=k+
well as {z,}5_,. Recall that each of {z,}5_, is isotropic Gaussian and that y; is sub-Gaussian with
uncorrelated components, i.e. y%z <1 and E[y13y,,"] = 0 for i # i’ € [n]. Therefore, we can apply the

Hanson-Wright inequality [RV " 13] with the parameters stated in [MNST21, Eq (44)] to get
4 Cr2¥k < Cr - Tr(Cp ) - logn

with probability at least (1 — %) We denote by {S\J-}?;f the diagonal entries of the leave-k-out

covariance matrix X _1.,. A direct application of [MNS'21, Lemma 30| (which, in turn, is taken
from [BLLT20, Lemma 11]) gives

Tr(Cro) < C (‘S_k +n- Eims ki )2> .

" (Z]>s k+1

Then, substituting the bilevel ensemble parameterization in a manner identical to the proof of [MNS™21,
Lemma 35| gives

Ty < Ck o= min(m—1,2¢+r—1) log n. (89)

forg>1—r.

Controlling the term T} := y,jékylyk Unfortunately, this term is more delicate than 75, because
the matrix Cy, 1 intricately depends on z, ..., z;. However, we can unravel the expression back to get

Y4 Cra¥e = Z N(z] AZ], k)
7j=2

k k 2
_ / —
A2 (erA_}:kyn +3 rsug;r\z}A_ikz@\)

(=1

VAN
kli.
o

IN

k k 2
1
2 TA-1 T -1 TA-1
Ck E :)‘j <|zj ATyl + ’Zj A7),z + nl/4 2: |Zj A1;kZ€’>
(=2

Jj=2

where the last inequality uses Lemma 21 and Lemma 4.
The key observation is that there are only O(k2) such terms that we need to control. Noting

that A~ k is independent of each of y; and {z; }] 1, we now use the Hanson-Wright inequality to
control each of the terms {zj A—l:kY1}j:2 and {z] A—l:kzzf}j#' Note that for j = 2,...,k, we have
E[ylz;r] = 0 from Lemma 22 (a base technical lemma, proved in Appendix E.1) and E[Zgz;r] = 0¢,;1,

We apply this inequality (as stated in [MNST21, Lemma 26]) for the choice t = [[A"1,, |2 - v/nlogn to
get

2 AT1xy1 < AT Ll - V/nlogn and
Z;I—A:i:kzé < 6€7j ’ tr(A:%:k) + ||A:ik:||2 ) \/m’

each with probability at least 1 — % for some ¢ > 0. Next, applying Lemma 23 (a base technical
lemma, proved in Appendix E.1) gives us HA_i ell2 < )\L%(Z:) with probability at least 1 — 2e~¢ over

the random matrix A~],. We further recall that A\;rs(2) = n™ —n" > en™ for large enough n, and
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that \; = Ay =n""97" for j = 2,...,k (because under our assumptions s > k). Excluding the terms
{ZJ-TAj: wZj };?:2 for now, each of the above contributes the following to 77:

Ci - A -nlogn 1-2¢—2 —(2q4+2r—1 —(2q4r—1
23 1) < Cp-n'72 ogn =: Cf -~ R4t Logpn <~ Gatr=1)

which is identical to the scaling for 75. We finally return to controlling the terms {z;-rAj:kzj }?:2.

Note that each of these terms is pre-multiplied by the factor ﬁ Applying Lemma 23 again gives

tr(AjAk) < )\L with probability at least 1 — 2e~ <. The contribution from each of these terms,
. LT'S(Z)
thus, becomes

1 C’k)\%ﬂﬂ 1 Cg- )\%{ -nlogn 1 C’k)\%{nQ
n12X2r2(8 1) nl/2 AN2Ir2(B_qy) T nl/2AEr2(Z_yy)
< Oy - n220-2-1/2 — o~ (2042r-3/2)

Thus, we get

7L< Ch-n~ min(2g+r—1,2¢+2r—3/2) log n. (90)

Putting it all together Recall that CNiQ :=T1 4+ T5. Therefore, putting together the upper bounds
from Equations (90) and (89) gives us the following statement:

min{m—1,2¢g+r—1,2¢q+2r—3/2}
2

CNi2(n) < Cpy/logn-n~

for ¢ > 1 — r and a universal constant Cj that depends only on k. This is the desired statement.
Further, a union bound over each of the probabilistic inequalities implies that the statement holds with
probability at least 1 — % for some 0 < ¢ < 1. This completes the proof of Lemma 5. O

E Supporting technical lemmas for MLM error analysis

In this section, we prove the supporting technical lemmas for the MLM error analysis.

E.1 Basic lemmas about the MLM

We begin by collecting basic lemmas about the MLM that form building blocks to prove the rest of
the technical lemmas. The first such basic lemma controls the expectation of certain product forms
involving the difference label vector y; and individual feature vectors {z,})_;.

Lemma 22. Let y1 = vy — v be the difference label vector for ¢ = 1,¢0 =2 and {Zg}le be defined as
in the proof of Lemma 4. Then, we have for every i € [n],

ek = Ely1,i20] = ckdie,

where ¢ > 0 is a universal positive constant that depends only on k.

Proof. To prove this lemma we utilize the orthogonality and equal-weight Assumption 5 as well as the
details of the MLM. We denote u; := X e;. It is easy to see from the definition of the changed basis
{zj}§:1 that z; = u; for all j > 3, and z; = %(ul —up) and zy = %(ul + u2). We now use the
simplex-ETF-type structure of vy, ve together with the structure in the MLM model to get

exp(u1)
Zc’e[k} exp(ue,;)

exp(uz,)
2 erefy) Py, )’

and

P (yl,i = 1‘{“1,7;;“2,2'7 e ,Ulm}> =

P (yl,i = _1‘{U1,iyu2,i, . ,Ukz) =
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and y1 ; = 0 otherwise. Note here that {Uc,i}ce[k} are i.i.d. standard Gaussian. We start with the case
¢ =1. Here, we get

exp(ug,;)
ek exp(ujc,yi)

eXP(Ul,i)

-E
celk) eXP(Ue i

E[zl,iyl,i] =

(w1, — u2y) - 5 7 (w1, — u2y) - 5

-E

Sl Sl

(e — )
(Ul - UZ) : E]Z:l eUc ]

o o) eUQ)] ,

k
Zc:l eUc

=V2.E

where the last step follows by symmetry. Note that we have overloaded notation and written U, := u,;
for each ¢ € [k]. We also write U := [Ul Uk} as shorthand. Because U, i.i.d. ~ N(0,1), we have

¢ =E U - g(U)]

where ¢g(U) := el —¢'2 Then, applying Stein’s lemma, we get

SE_ eUe
E[U; - g(U)] = ;E[UIU” E [55]
—[ 2]

ZiZS €U1+Ui + 2€U1+U2
k )
(>oi evi)?

The last step follows because the argument inside the expectation can never take value 0 and is always
non-negative. Thus, we have proved that E[y; ;21| = ¢ > 0.
We now prove that Ely; ;2,;] = 0 for £ # 1. First, for £ > 3, we have

]::Ck>0.

1 exp(u1 ;) exp(uz,;)
EyL.Z&. = — . E ’LLg"- > _uA., 5 =0
el =5 [ e el ey explue)

by symmetry. Next, for { = 2, we have

1
E[ZQ,iyl,i] = 7 -

exp(ug,;) ]

ek exp(ujc,ﬂi)

(w1 + u2y) - 5 7 (w1 + u2y) - 5

\)

el eXP(Uei

Uq Uz Uz Uy
—E |1, (ekeU)]_ U, (ek eU)]_()’
D1 €7 D=1 €
where the last equality follows by symmetry. This completes the proof. O

The next basic lemma controls the trace and operator norm of leave-f-out Gram matrices and
leverages ideas first appearing in [BLLT20].

Lemma 23. For all ¢ € [k] and sufficiently large n, the following inequalities are true for universal
constants ¢,C > 0, each with probability at least 1 — Qe :

C

AL, < ——
H —1:(”2 = )\Lrs(z)
and ( )
cn n—s
> tr(A”}
() © A = T



In particular, these imply

IAZL Mz -0

tr(Ay,) nl/A

(91)

Proof. First, we upper bound the operator norm term. Observe that

1 1 c
< < ,
:U'n(Afl:Z) o Mn(A—lzs) o )\s—&—lrs(E)

JA~L o = m(ATL,) =

where the last inequality uses [BLLT20, Lemma 5]. The second-to-last inequality holds for any choice
of s>k> /4.
Next, we prove the bounds for the trace term. We lower bound the trace term as

n

SR UL NS U B U
A = ]z; 1 (A —1.0) = JZ; 115 (A1) - frst1 (A1)

Thus, it remains to upper bound ps11(A_1.0). Let {XJ ?;f denote the re-indexed eigenvalues of 3_q..
Then, Equation (38) from Lemma 25 in [MNS™21] directly yields

frs1(A_1.0) < Chgi17s(2_10)
provided that r4(3_1.4) > bn. (Note that, under the bilevel ensemble, we have rg(X_1.) = "m)\;f_s >
en™ > bn for large enough n.) Similarly, we upper bound the trace term as
n cn

tr(A”] ) < <3
(AZy) pn(A_1:0) = Noprrs(S_10)

where we now used Equation (37) from Lemma 25 in [MNS*21]. To complete the proof for the trace
term, we show that A\s117s(X_1.¢) < Aprs(X). First, we note that Agy1 = Asy1 = Ar under the bilevel
ensemble. Also recall that ¢ < k < s; hence we have r4(2X_14) = p — s — £ and r4(X) = p — s, which
implies that r4(X_1.0) < r5(X) for large enough n. Putting all of this together yields the desired
inequalities about the trace.

Finally, we prove Equation (91). This follows because, as already shown, we have

3/4 n—s
AL g .op3t < T ALy PTS
H 71:6”2 " o ALTS(E) r( 71%) - C)\Lrs(z)
thereby giving us
AL N, o34 3/4 9
Borde 2 ©)
tr(A” ) n—s ~ nl/4

where the last inequality follows for large enough n because s = n” and we have assumed r < 1. This
completes the proof of the lemma. O

The following basic lemma relates the ratios of quadratic forms that are “similar" in their probability
distribution.

Lemma 24. We have I P
7, A 7,2y z; A5 7y
0T —1:k =10 <C

and

—1 -1
2 A" 20 zj A" 20

for all £,0' € [k] with probability at least 1 — cke V™.
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Proof. Recall that for any ¢, ¢', we have that z,, zy are both independent of A:i:k' Therefore, we have

zh AL zp > tr(AZL ) —ci|AZL, |2 - n¥/* and
2j A1z < tr(AZ]) + e[ AT e -

with probability at least 1 — ke~V™. Putting these together gives

ZgAj;kzﬁ <tr(A 1) TallAZ k”2 n3/4 < 1+ 1/4

<2
zDATY zy tr(A_ ) — clHA_ Sz m3/4 71— 71/4
2 1k 1:k 1:k

9

for large enough n, where in the above we used Eq. (91).
To prove the second inequality, recall that for any ¢, ¢ € [k], z; is independent of A~ e and zy is

independent of Aj; - Consequently, we have
ZgAj;g/Zé’ > tr(Ajj,) — cl\|Aj:£,|]2 -n3/* and
2] A7) zg <tr(ATL) +er||ATL [lo - 0

with probability at least 1 — ke~V™. Putting these together gives

ZgA:%:ZZK < tr(A:%:Z) + ClHA_% €||2 -/ < 1+ n?l/4 <9
zLAT oz tf(AT,) —allAT e nd/A T 1= gy T

for large enough n, where we again used Eq. (91). This completes the proof of the lemma. O

Finally, the following basic lemma controls the ratio of traces of the leave-f-out Gram matrix and
the leave-k-out Gram matrix for any ¢ € [k].

Lemma 25. For all ¢ € [k] and sufficiently large n, it holds for universal constant C' that

MA1»>O_CYJ>@_Oy
tr(A],) n - n
tr(A iu;)

(A—l [+1) bl
recursively. Since A_j.p) = A_1.041 + )\HZg_sz:rl, we can apply the matrix inversion lemma to get

Proof. Fix any ¢ € [k]. We first lower-bound the ratio and then apply the argument

AHAZ 1e+1zé+1zz+1A Ll

ATl =ATl, -
—1:4 —1:0+1 1+ )\HZ€+1A_1 €+1Zg+1

Hence, we have

-1 T A-l T A-2
A tr(ATy  Zen1Zg AT ) Al 2y AT %0

tr(ATy,) = tr(ATy,,,) -

=tr(AT, ) —
| 1041 T A-1
1+ Agzg AT, g+1Z£+1 L+ Anzg Ay 20

/\Hze+1A 1:041%6+1
> tr(AZ %€+1) AZ e+1||2' -

1+ AHZ£T+1A—1:£+1Z€+1
> tr(AT 1) — AT 12

(The second inequality follows because for any positive semidefinite matrix M with eigendecomposition
M = UAUT =}, \ju;u! we have

xIM?x = (Ux)TA?(Ux) Z)\Q ulx)% < (max)\i> Z)\i(uiTx)Q = |M]ls - xTMx

for any vector x.) Continuing from the penultimate display, we obtain

t"(A—%z) >1_ HA—1Z+1H2 > 1 c

tr(AT 1) tr(AT7,,,,) n

where the last inequality applies Eq. (91). Recursively applying the above for £+ 1,..., k completes
the proof of the lemma. O
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E.2 Survival Term

In this section we provide the proofs of Lemmas 15, 17, 18 and 19.

E.2.1 Proof of Lemma 15

First, we note that y; remains independent of A_;.; as y; only depends on zi,...,z; (which are in
turn mutually independent of z;1,...,2z, which comprise of A_y.;). Therefore, we can directly apply
the Hanson-Wright inequality to get
2 _ _
Qr > ¢ - \/;tr(A_ik) —2c1]|ATT, |2 - n%* and (93a)
2 _ _
Qr < ¢k - \/;tr(A_i:k) +2c1[|[ AT, ]2 - n3/4. (93b)

with probability at least 1 — 2¢~V™. Combining the above with Lemma 23 applied for ¢ = k directly
gives the desired statement of Equation (79), completing the proof of the lemma. O

E.2.2 Proof of Lemma 17

Note that the quadratic-like terms in both the LHS and RHS of (81) are well-suited for an application
of the Hanson-Wright inequality, since z1,z, are independent of Aj:e for all £ = 2,...,k. This is
formalized in the lemma below. Specifically, the desired statement to prove Lemma 17, i.e. Eq. (81) for
¢=1,...,k, follows directly by applying Lemma 26 below for the special case ¢/ = j = 1. (The slightly
more general statement of the lemma below will prove useful for proving subsequent lemmas.)

Lemma 26. For large enough n, for all ¢ € [k] and ¢’ < {,j < £ we have

T A —1 C T A —1
’ZK A—1:€Z£l| < nl/4 Zj A—l:EZj :

with probability at least 1 — Ck3e= V™.

Proof. The key observation is that for all ¢/ < ¢,j < ¢, we have that z,z,, and z; are all mutually
independent of Aj: o Therefore, applying the Hanson-Wright inequality in the form stated by [MNS™*21]
gives us the following: for all £ € [k], ¢/ < £,j < ¢, we have

2f AL 7| < 2¢1||ATL|lo - n®/ and
Z‘?A:%:EZJ 2 tr(A:I:Z) - ClHA:%:ZHZ ’ n3/47

with probability at least 1 — Ck3e=V™. Above, we used the fact that zy, zy are independent. Therefore,
to prove the desired it suffices to show that

1 '/t 1 3/4
tr(An) = - IAT Ll n /. (94)
This follows immediately from Eq. (91) in Lemma 23. This completes the proof. O

E.2.3 Proof of Lemma 18

Recall that Ry := y{A:iez@. Bounding this term is difficult because y; depends on Ajzz for any
¢ < k. The only “easy” case is for £ = k for which y; is independent of Aj:k' As a starting point, we
exploit this independence to control the terms Ry, = yF{Aj: w2Z¢ for all £ € [k], in the lemma below.

Lemma 27. We have, for large enough n,

Ck

| R ¢ Y

=yl A],2 < zi A1,z forany (=2,...,k,

and
|Riil =yl AT}, 21| < Crzf AT, 2k

with probability at least 1 — Cke™ V™.
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Proof. Recall that all of y1, zy, z; are independent of A:i: - Therefore, we can apply the Hanson-Wright
inequality to the RHS of the above, as well as Ry, ¢ (using the parallelogram law in the latter case) to
get,

tr(AZL) —al|ATL lla - ¥t <zl ATz <tr(AZL) +erf|AZL, |lo - 0¥

Cre - tr(ATT,) — 2e1|AT Tl - 0¥t < Ry < g - tr(AZ],) + 2c1|AZ ] 12 - 0¥/
with probability at least 1 — Cke™V™. Above, we define ¢y ¢ := E[y12¢,] (identically for any i € [n]).
There are then two cases:

1. £ =1: In this case we get ¢, ¢ =: ¢ > 0 from Lemma 22. Plugging this above gives

Ry 1 < Gk tr(AT1,) + 21 [[AZ],ll2 -/
Zf ATz (AT —al|AT e 0¥/t

71 * n€1/4 < 2¢, =: Cy,

<c
< kl_n1/4

where the second inequality follows from Eq. (91) in Lemma 23 and the last inequality follows for
large enough n. Similarly, we have

1
Ry o 2c1[| A |2 - 3/
ZEA 162k tr(A:i:k) + Cl”A:i;kHZ -/
- 261
B tr(ATL)
AT Jom T €1
201 C
Z = 1/4 = 14
+c1 n

where the second-to-last inequality in the above again used Equation (91).

2. £ # 1: In this case we have ¢ ¢ = 0, again from Lemma 22. Plugging this above gives

~1
Rk;e 2c1[|AZ 2 - 0
ZgA 162k tr(A:%;k) - CIHA:%;kHQ - n3/4
261 261 C
tr(A”? 1k) < nl/4 +e < nl/4’
Al e T T

where the last inequality follows for large enough n. Similarly, we have

-1
RM o 201HA_1 ll2 -0/
Z%A 1:6Zk B tr(A 1: k) —|—61”A k||2 TL3/4

. 261
T m*>

AT Jamis T €1

9

> 2—64

fpta M

where in the penultimate line we again used Eq. (91).

O

We now build on the “base case" Lemma 27 to control the terms Ry, in a similar manner to Ry ¢.
In particular, we note that the desired Eq. (82) to prove Lemma 18 follows by applying the slightly
more general lemma below for the case ¢/ = /.
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Lemma 28. For all ¢ € [k] and all ¢/ < ¢, we have

Cr-z'A™Y 7y if 0 =1
Ryl < {1 e honame W (95)
W . Zf A_lZEZg ng # 1
with probability at least 1 — ck3e™ V™.
We complete the proof of Lemma 18 by proving Lemma 28, which we do in the next section.
E.2.4 Proof of Lemma 28
We will use recursion starting from £ = k to prove the desired statement for all { =k — 1,k —2,...,1.

Throughout, we condition on the events of Lemmas 24, 26, and 27. The key to allow proving the
statement recursively is the following relation that follows by the matrix-inversion-lemma and holds for
all ¢/ < ¢

T A -1 T 7 \—1
Royp =y1 AZ 20 =y (A—1:e+1 + Ze+1Zz+1) Zy

T A -1 T A-1
A (Y1 AT 120) (200 A7 10 20)
T A -1
L4+ Az Ay 20
T A-1
AH (Z£+1A—1:£+1ZZ’)

T A—1 .
L+ Anzy ATy 1%+

T A —1
=Yi A L2e —

= Rep10 — Rep1041 (96)

First we prove the statement for the base case £ = k — 1. For any ¢ < k — 1, Equation (96) gives us

)‘H (ZgA:%:ng/)

I+ AHng:i:kzk .

Ry_10 = Ry — Ry,

Note that because ¢ < k — 1, we have ¢/ < k. Thus, we can apply Lemma 26 to get

Al (2L A yze)| - C du(#(AT ) C
1+ /\HzfAj:kzk b4l 4 )\HZZA:ika — pl/t’

lerer| :=

Also, by Lemma 27, we have

|Ri.1| < Ckz;‘gAj:kzk and

Ck

| R | < i

. ngj:kzk forall j =2,... k.
Combining the three displays above with the recursion in Equation (96) yields the following for large
enough n:

’Rk—1,1’ < Cy (1 + Cn_1/4> . ZZA:%:kzk < Cp- ZzA:%:ka and

C
Ry 10| <Cpn Y41+ C)-2f ATL 24 < nTZ czp ATz for all ¢ € {2,... k —1}.

Lemma 24 (applied for the pair (k,k — 1)) then gives us the desired Equation (95) for £ =k — 1, i.e.
|Ri—11| < C - Z{—IA:i:k—lzk—l and |Ry_1¢| < Cpn~1/4. Z£—1Aj;k71zk—1 for ! =2,...,k—1. The
base case is therefore proved.

Next, we prove the inductive step. In particular, we assume that Equation (95) is true for £+ 1 and
use it to prove the claim for . Our starting point is, again, the recursive relation in Equation (96).
Noting that ¢/ < £ + 1, we can again apply Lemma 26 to get

—1 -1
)‘H‘(ZZTHAJ:IJHZW)‘ < C )‘H(Z4T+1Af1;e+1zé+1) C

lee+1,e| == T A—1 = pl1/4 T A1 — npl/4’
L+ Azl AL qzen — 0 14 Anzl ATy e T Y
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Also, by the induction hypothesis, we have
|Rep1.1] < Cg ZgTHAj:gHZzH and
Ck _ .
|Ret1,5] < ey ZeT+1A_%;g+1Z€+1 forall j =2,...,k.

Note that the sharper second inequality above applies to the term Ry ¢+1 because we always have
¢+ 1 > 2. Combining the two displays above with the recursion in Equation (96) yields the following
for large enough n:

—1/4 T —1 T -1 T A -1
[Rea| < Cy (1 +CnY ) 2 AT 12 S Ok 2p ATy 1200 S Cf -2y ATy 7y
Similarly, we have for all /' =2,... ¢,
—1/4 T A-1 —1/4 T -1 —1/4 T A -1
|Rep| < Cin / (1+0C)-zp AZ 12001 < Ckn / Zp A %0 S Ckn / zy AT 7

In both cases above, the last inequality follows from Lemma 24. This completes the proof of Lemma 28,
and therefore the proof of Lemma 18. O

E.2.5 Proof of Lemma 19

Recall the definitions N
Q= Z{Aj:kyl and @y := leA:%:Kzl.

Since @g is a quadratic form, we have @g > 0 and so it suffices to upper bound @g. Because z; is
independent of Aj: o forany £ =1,... k, we can directly apply the Hanson-Wright inequality to get

Qr=12{ A" 21 <tr(A”1,)) +a||ATL |l - n®/*

with probability 1 — Ce~V™. Similarly, applying the Hanson-Wright inequality to the term Qj (see
Eq.(93)) we also have

Qr > e -tr(AZL) — 21 ||AZL |12 - ¥4,
with the same probability. Putting these together, we get

Qe _ tr(An) +alATyll-n?t
Qr ~ - tr(A:%:k) — 261HA:i:k||2 - n3/4
tr(Aj:k) 1+ 7
- tr(A;;) cp — 24

Y2
< <1 — C>_k 1—+ n§1/4
B n Cr — n21c/14

2
S ]

Ck

where the second inequality follows from Lemma 23 for ¢ and k (for large enough n) and the second-
to-last inequality uses Lemma 25. The last inequality follows again assuming large enough n. This
completes the proof of the lemma. O

E.3 Contamination Term

In this section we prove Lemmas 20 and 21.
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E.3.1 Proof of Lemma 20

First, we note that the desired Equation (86) is a direct consequence of the expression CN%Q =

d A2
> j=1j41 AjQj, where

dj = \/)‘j . Z;A_lyj.

Therefore, it suffices to show that CNghc2 = Z;?T:Lj#l )\jol?.
~ A, ,zA
We denote the error vector £ := Aj o — WALQ as shorthand, and recall from Lemma 3
1,2]|2
€l
~ €
that we have CN%Q = ¢3¢, Further, we define E := | || € R™? as the changed basis in matrix
€eq

form, and we define E = EE . Then, the desired follows from these two statements:
2 rARSys
1. We have CNj, =& X&.
2. We have & =0 and §; = &, for all j =2,....,d.

We complete the proof by proving statements 1 and 2 for the specific form of ¥ admitted by the bilevel
ensemble.

Proof of statement 1 We prove this statement for a generic vector y € R?. Consider the vector
y := Ey. We will show that y' Xy = y'Xy. Because ¥ is a diagonal matrix, we have yT~Ey =
Z;l:1 )\jy]?. Further, it is straightforward to show from the specific form of the changed basis E that

1= y1\;§y27 y2 = yl\;%”, and y; = y; for j =3,...,d. Therefore, we have

MGt + Nl = Au(§ + 53)
oy <y% +y3 — 20y +yi + s + 2y1y2>
2

= A (Y + ¥3) = Myt + Aays-

Consequently, we have

d d
7Sy =3 N2 = Mg iR+ >N
j=1 7j=3

d d

=Myt +daws + Y Nyi =Y Ayl =y By
j=3 j=1

Hence, we have proved statement 1.

~T
ALQEALQ

Proof of statement 2 First, note that E =EA,— S YEI Nl
B A3

'EALQ. Recall that Aj 2 o €7, and
S0, EALQ o e1. Next, simple algebra shows that
(Eal’g)j = BIEALQ
= 523172 = g;rXA_lyl

=/ )\jz;rA_lyl =: dj.

where the third equality recalls the definition of 3172 from Equation (85) and the second-to-last equality
recalls the definition z; := ——XT¢;. Noting that, by definition, (EA;3); = 0 for all j # 1, we have

N

69



thus shown that fj = aj for all j = 2,...,d. To complete the proof of statement 2, we need to show
that £& = 0. Denote A2 = e for some o > 0 (as a consequence, we also have EA; 2 = aep). Then,
it is equivalent to show that
~T
A1,22A172

_STA
A, T A

(Recall that EALQ x eq, so this equality suffices to show the desired.) Starting with the LHS of the
above, we get

EALQ = )\10451, and

21/2A1’2 = )\1/20451.

Therefore, we have

EALQ 1. d
—— =5 5 — —€1, an
I=2Am)5 o
~T
Al 22A1,2 ~T
: — A1,261.

il ® et LN
I=V2A0 513

This completes the proof of statement 2.
With statements 1 and 2 proved, the proof of this lemma is complete. O

E.3.2 Proof of Lemma 21

We prove the lemma using induction on ¢ = 1,...,k. For the base case ¢ = 1, we have shown in
Lemma 4 that

Ai - |2{ A1y

sull)| = — |SUy| < Cy. 97
SU; 5] T4 -2TA 2 SU1 2| < Ck (97)

Now, we prove the inductive step. We fix £ > 1 and assume, along with the base case (Equation (97)),
that the statement is also true for 2,...,¢—1, i.e.

A -lzf AT i C
A 2; T—l-ﬂ;ylj 1 < 5 < G (98)
1+)\H-zj Aflzjzj nl/

(In fact, as we will see, we will only need to apply the weaker inequality |SU§J%| < Ck.) We use
Equation (98) to prove the desired statement for ¢. Consider first the numerator in the definition of
SUgg, i.e. the term

-1 -1
TA-1 =~ T A -1 ; T A -1 ' T A -1
2 AT i1 =2 A", [ y1— § :SUS;{?CQZJ' =z, ATy — E :SUg?cQ -2y ATz
j=1 j=1

Recall that ZZAj:@q = Ryy. Note that Lemma 18 shows for £ > 2 that

O

|Re| < Y

zA” )z,
Also recall from Lemma 26 that for all j < £, we have
|z?Ajzzzj] <CnV*. Z?Aj:ezj <CnV*. Z%A:ieZg,

where again, the second inequality uses Lemma 24.
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Putting the above together, applying the triangle inequality and using the induction hypothesis
(i-e. ]SU | < C%) we conclude that

’ZZA:i:eS’g,l‘ <C- ZgA:%:[Zg (Ck . n_1/4 +£-Cy - n_1/4)
1/4 czgAT! 1.0%0 - (99)

This gives us

_Am- 2] A1, 51| o1 A Cr-zA” 120 Cy
L+ Ay-z/A ],z ~ 0/t 14Xy -z/A" ]z, — n'/t

(100)
for all £ > 2. This completes the proof of the lemma.

F Recursive formulas for higher-order quadratic forms

We first show how quadratic forms involving the j-th order Gram matrix Aj_1 can be expressed using
quadratic forms involving the (j — 1)-th order Gram matrix A;_ll. For concreteness, we consider j = 1;
identical expressions hold for any j > 1 with the only change being in the superscripts. Recall from
Section 6.2 that we can write

|2 . |2
A=A+ [[pll2vi Qpy vi] | v | =Q'Q+ [[[pllovi di wvi] | Vi
T dT
p1Q 1

The first step is to derive an expression for Al_l. By the Woodbury identity [HJ12], we get

-1

S ] lvT]
AT = A A v di v [T+ | v LAY [[lpgleve di v vi | Ag
ar ar
1 1
(101)
gl 2vi
We first compute the inverse of the 3 x 3 matrix B := |[I+ vl Ay [lpllave di vi]
di
Recalling our definitions of the terms st )vhgn)j and tffb)] in Equation (40) in Section 6.2, we have:
0 0 0
T P TS
B= HN1H23%6) 1 "‘(311 311( 0
[£e1ll2hy t1q L+ hyy

Recalling B~! =
algebra gives us

deto adj(B), where det is the determinant of B and adj(B) is the adjoint of B, simple

0 0 0
deto = s\ (a3 — £9) + (0 +1)2,

and
0 0),(0 0 0 0)2 0
(h’gl) + 1)2 - 290%1)7551) ety |2 ((*j(u) ¢ hg1) _(0};51) ) _”“1’(‘3)851)
adj(B) = T APE h11 + 1+ | [1359, —S11

(0),(0 0 0)2 0)2 0 0 0 0
e 120584 = B = BDT) 30D — 6@+ g 1388Y) B 4+ 1+ [lpay 135

We will now use these expressions to derive expressions for the 1-order quadratic forms that are used in
Appendix A.2.
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F.1 Expressions for 1-st order quadratic forms

We now show how quadratic forms of order 1 can be expressed as a function of quadratic forms of order
0. All of the expressions are derived as a consequence of plugging in the expression for B! together
with elementary matrix algebra.

First, we have

0
By [Il2sd

1 _ - _ -
Sk = VAT VE = VEAG Ve [anflas$) B0 st ] T iy
Py
0 1
_a0- L, 2
where we define
0 0 0 0 0 0), (0
() = (i[5 = #1957 s + st m B + s R ALY = sOBP R0 + simg + s G-
Thus, for the case m = k we have
o [l 25y
1 adJ(B)
sl(dg = VkA vy = VkA Vi — [”“1”2%1 hl(ﬁ) sl(ﬁ) deto s]((%
hya
0 1 0)y (0)2 0), (0); (0 0), (0)2 0), (0
= sl(ck) - M((HMH% - t§1))55k) + 2$gk)hl(cl)hg1) - Sgl)h’l(gl) + 25§k)hl(ﬂ)>' (103)

Next, we have

gy [l 20!
W0 0] adj(B) | )1

h(li = VAT dp = v, Agdy — {HU1H 3m1 Sml hl(;c
tig
1
S (104)

mk detg

where we define
0) 0 0 0 0 0 0
0 = (el = £D)s0RE + B nG Y + B + s + st hY — sVHI RS-

Next, we have

(1) _ T A1 T © L0 0] adB) HMH«Q))}L i
_ — _ —1
thom = dp Ay dy =dip A dy, — [HP’lHthk by hlk deto h(l(ﬁl
tlm
1
4@ 7(*)750), (105)

km detg

where we define

0) 0 0),(0) ;0 0), (0 0 0 0
(* )( = (w3 - ))h( )hgk) +t7(n)1h§k)h( : (1)h5n)1h§1) + 8! )hgk) +t§k)hg ) 3(11) gn)z (1k)

1m

Thus, for the case m = k we have

(0)
adJ(B) HulH(Q)hlk

(1) _ qTa-19 _ 3T A-1 0 0 0 0
the = di Ay dp =di Ay dy — [H“l”thk) Hy by deto h(lok)
bk

1
= 145 = o (a3 = D" + 26 QR Dn) — V)" + 2 PnY). (106
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Next, we have

A =dlAT e = dTAgte: — [y o) £ Bl

k- "Mk det, 91i
17
© 1 0
sz deto (*)f ) (107)
where we define
@ = ()3 = 55 ot + 620 + 1DV + n 1Y + QR 1Y — sV 117,

Finally, we have

. © 291

) adJ(B) H 1” )1
J1 deto gh
17

_ oo 10
—gji _@to(*)g‘j7 (108)

gy =vIAT e = VAT e~ [ fsl) B s

where we define

(*);2) (||N1||2 - tg1))sgg)9§?) +9§0)h51)h§1) +9§z)h(0) + 513 flz + g])hgl) 1(?) 11 ]1 flz .

G One-vs-all SVM

In this section, we derive conditions under which the OvA solutions wova . interpolate, i.e, all data
points are support vectors in Equation (8).

G.1 Gaussian mixture model

As in the case of the multiclass SVM, we assume nearly equal priors and nearly equal energy on the
class means (Assumption 1).

Theorem 7. Assume that the training set follows a multiclass GMM with noise covariance ¥ = 1, and
Assumption 1 holds. Then, there exist constants c1,co,c3 > 1 and C’l, Cy>1 such that the solutions of

the OvA-SVM and MNI are identical with probability at least 1 — <+ — coke ak? provided that
p > Ciknlog(kn) +n—1 and p> an1'5HuH2. (109)

We can compare Equation (109) with the corresponding condition for multiclass SVM in Theorem 2
(Equation (16)). Observe that the right-hand-side of Equation (109) above does not scale with k,
while the right-hand-side of Equation (16) scales with k as k3. Otherwise, the scalings with n and
energy of class means ||p||2 are identical. This discrepancy with respect to k-dependence arises because
the multiclass SVM is equivalent to the OvA-SVM in Equation (34) with unequal margins 1/k and
(k—1)/k (as we showed in Theorem 1).

Proof sketch. Recall from Section 6.2 that we derived conditions under which the multiclass SVM
interpolates the training data by studying the related symmetric OvA-type classifier defined in Equa-
tion (15). Thus, this proof is similar to the proof of Theorem 2 provided in Section 6.2. The only
difference is that the margins for the OvA-SVM are not 1/k and (k — 1)/k, but 1 for all classes. Owing
to the similarity between the arguments, we restrict ourselves to a proof sketch here.
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Following Section 6.2 and Equation (46), we consider y; = k. We will derive conditions under which
the condition

o (= k) (—k L o
(g™ =i 1Y) + 03 (e =557 157 > o0, (110)
i#k
holds with high probability for some C > 1. We define
1.5
.= "Ml
p
where 7 is chosen to be a sufficiently small constant. Applying the same trick as in Lemma 2 (with the

newly defined parameters e and 7) gives us with probability at least 1 — & — coke <3k?:

(- ) (-85 % )4 () a8

>1 <1—1—COT>, (111)

for some constants C;’s > 1. We used the fact that | g](-g)\ < (1/C)(1/(kp)) for j # y; with probability at

least 1 — 74 — cake <s%? provided that p > C1knlog(kn) +n — 1, which is the first sufficient condition
in the theorem statement. O

G.2 Multinomial logistic model

Recall that we defined the data covariance matrix X = Z?Zl /\iVZ‘VZT = VAVT and its spectrum

A= [/\1 /\p]. We also defined the effective dimensions dy := ”iH; and do := H”;‘”Hl )
2 oo

The following result provides sufficient conditions under which the OvA SVM and MNI classifier
have the same solution with high probability under the MLM.

Theorem 8. Assume that the training set follows a multiclass MLM. There exist constants ¢ and
C1,Co > 1 such that, if the following conditions hold:

doo > Cinlog(kn) and dy > Cy(log(kn) + n), (112)

the solutions of the OvA-SVM and MNI are identical with probability at least (1 — £). In the special
case of isotropic covariance, the same result holds provided that

p > 10nlog(Vkn) +n — 1, (113)

Comparing this result to the corresponding results in Theorems 3, we observe that k now only
appears in the log function (as a result of k£ union bounds). Thus, the unequal 1/k and (k — 1)/k
margins that appear in the multiclass-SVM make interpolation harder than with the OvA-SVM, just as
in the GMM case.

Proof sketch. For the OvA SVM classifier, we need to solve k binary max-margin classification problems,
hence the proof follows directly from [MNS*21, Theorem 1| and [HMX21, Theorem 1| by applying k
union bounds. We omit the details for brevity. O
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One-vs-one SVM

In this section, we first derive conditions under which the OvO solutions interpolate, i.e, all data points
are support vectors. We then provide an upper bound on the classification error of the OvO solution.

In OvO classification, we solve k(k — 1)/2 binary classification problems, e.g. for classes pair (c, j),
we solve

WOv0,(c,j) ‘= arg m“i,nHng sub. to wlix; > 1, ify;=¢; wlix;<—1ify; =7, Vie[n]. (114)

Then we apply these k(k —1)/2 classifiers to a fresh sample and the class that got the highest +1 voting
gets predicted.

We now present conditions under which every data point becomes a support vector over these
k(k — 1)/2 problems. We again assume nearly equal priors and nearly equal energy on the class means
(Assumption 1).

Theorem 9. Assume that the training set follows a multiclass GMM with noise covariance ¥ =1, and
Assumption 1 holds. Then, there exist constants c1,co,c3 > 1 and C1,Cy > 1 such that the solutions of

the OvA-SVM and MNI are identical with probability at least 1 — & — coke <3 provided that
p > Cinlog(kn) + (2n/k) —1  and p > Con'| 2. (115)

Proof sketch. Note that the margins of OvO SVM are 1 and —1, hence the proof is similar to the proof
of Theorem 7. Recall that in OvO SVM, we solve k(k — 1)/2 binary problems and each problems has
sample size 2n/k with high probability. Therefore, compared to OvA SVM which solves k problems
each with sample size n, OvO SVM needs less overparameterization to achieve interpolation. Thus the
first condition in Equation (109) reduces to p > Cinlog(kn) + (2n/k) — 1. O

We now derive the classification risk for OvO SVM classifiers. Recall that OvO classification solves
k(k —1)/2 binary subproblems. Specifically, for each pair of classes, say (i,7) € [k] x [k], we train a
classifier w;; € RP and the corresponding decision rule for a fresh sample x € RP is ;; = sign(x’ W;;).
Overall, each class i € [k] gets a voting score s; = ) | j#i Lgi;=+1. Thus, the final decision is given by
majority rule that decides the class with the highest score, i.e. arg max;e[y) si- Having described the
classification process, the total classification error P, for balanced classes is given by the conditional
error P, given the fresh sample belongs to class c. Without loss of generality, we assume ¢ = 1.
Formally, Pe = P¢j; = Peji(s1 < s2 or 51 < s3 or---or s1 < sk). Under the nearly equal prior and
energy assumption, by symmetry and union bound, the conditional classification risk given that true
class is 1 can be upper bounded as:

Pe|1(31 < 82 0r s <8z O0r---or 51 < Sk) < Pe\l(sl < k- 1) = ]P’€|1(E|j s.t. @1]‘ #* 1) < (k’ - 1)Pe‘1(ﬁ12 %+ 1).

Therefore, it suffices to bound P|; (y12 # 1). We can directly apply Theorem 4 with changing & to 2
and n to 2n/k.

Theorem 10. Let Assumptions 1 and 2, and the condition in Equation (115) hold. Further assume

constants C1,Cs, C3 > 1 such that (1 — C’l\/%— %) llell2 > Cs. Then, there exist additional constants
c1,¢2,c3 and Cq > 1 such that the OvO SVM solutions satisfies:

2
((1 - Cl\/g - %) [l — C3>

Cy (Il +2)

Pee < (k=1 exp | |3 (116)

with probability at least 1 — - — coke <% for every c € [k]. Moreover, the same bound holds for the

total classification error P..
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