
TRANSACTIONS OF THE
AMERICAN MATHEMATICAL SOCIETY, SERIES B
Volume 10, Pages 988–1038 (July 19, 2023)
https://doi.org/10.1090/btran/152

VOLUME BOUND FOR THE CANONICAL LIFT COMPLEMENT

OF A RANDOM GEODESIC

TOMMASO CREMASCHI, YANNICK KRIFKA, DÍDAC MARTÍNEZ-GRANADO,
AND FRANCO VARGAS PALLETE

Abstract. Given a filling primitive geodesic curve in a closed hyperbolic sur-
face one obtains a hyperbolic three-manifold as the complement of the curve’s
canonical lift to the projective tangent bundle. In this paper we give the first
known lower bound for the volume of these manifolds in terms of the length
for a collection of curves with asymptotic density one. We show that estimat-
ing the volume from below can be reduced to a counting problem in the unit
tangent bundle and solve it by applying an exponential multiple mixing result

for the geodesic flow.

1. Introduction

1.1. Volumes of lift complements of curves. In the following we consider a
hyperbolic surface X ∼= Sg,n of genus g with n punctures.

Associated to X is the 3-manifold PT(X), the projectivised tangent bundle. For
any finite collection of smooth essential closed curves G on X, there is a canonical

lift Ĝ in PT(X) realized by the set of tangent lines to G.

Drilling Ĝ from PT(X) produces a 3-manifold MĜ = PT(X)\ Ĝ and when MĜ is

hyperbolic, by Mostow Rigidity [BP92], any invariant of MĜ naturally becomes a
mapping class group invariant of G. When G is filling, its components are primitive,
and G is in minimal position, it was well known that MĜ admits a complete hyper-

bolic metric of finite-volume, in particular Vol(MĜ) is such an invariant, for a proof

see Foulon and Hasselblatt [FH13] or this great blog-post by Calegari [Cal]. One

should think of Ĝ as a weak version of a link diagram where “over” and “under”
crossings are encoded by the tangent directions to G. The most general such hyper-
bolicity result appears in [CRM20]. The authors show that if one takes a primitive
filling system G in minimal position over a surface X and then drills a transverse
lift G in a Seifert-fibered manifold M then the resulting manifold is hyperbolic.
Transverse lifts of such systems will be called topological lifts. Canonical lifts are
examples of topological lifts.

In the rest of the paper we will use Ĝ to denote canonical lifts of G ⊆ S in PT(S)
and G to denote topological lifts of G ⊆ X in a Seifert-fibered manifold M .

Several upper and lower bounds for Vol(MG) in terms of invariants of G have been
studied in recent literature, see [BPS17,BPS19b,RM20,RM21,CRM20,CRMY22].
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Going back to the special subclass that arises by considering M to be PT(X),
or the unit tangent bundle, and using the bundle projection map π : PT(X)→ X
to lift a filling geodesic γ to its canonical lift γ̂. In the case that the surface X
is the modular surface PT(X) can be identified with the Trefoil complement in S3

and Ghys [Ghy07] showed that all Lorenz knots and links arise as canonical lifts of
geodesics on the modular surface. Moreover, the setup of canonical lifts has been
extensively studied in [RM21,BPS17,BPS19b,RM20] and others.

In [CRM20] the authors gave an upper bound which is linear in terms of the
self-intersection number of G, a fact reminiscent of classical results in knot theory.
In [BPS19a], it is shown that for every hyperbolic structure X on S, there is a
constant CX such that Vol(MĜ) ≤ CX�X(G), where �X(G) denotes the length of

the geodesic representative. Observe that Vol(MĜ) is independent of the choice of

X and, in fact, it is mapping class group invariant (see [RM20, 2.1]). Using this
one can easily construct a sequence of filling closed curves whose volume Vol(MĜ)

stays bounded while its hyperbolic length goes to infinity. See [RM20,RM21] for
many other interesting examples.

In the present work we are interested in giving a geometric lower bound for the
volume in terms of a function of �X(γ). Such a lower bound will not be possible for
all curves because of the examples in [RM20,RM21]. Thus, we end up studying a
‘generic’ family of geodesics that has asymptotic density one. Before going on with
a more extensive introduction we give a preliminary statement of our main result,
for a more precise statement see Theorem 7.2.

Theorem. For a hyperbolic structure X on Sg there is a constant 0 < δ < 1 such
that for every 0 < α < δ/2 and every function F (�) ∈ O(�α) the collection of
primitive, filling geodesics γ satisfying the volume estimate

F (�X(γ)) ≤ Vol(Mγ)

has asymptotic density 1.

This is the very first result of its kind and gives a link between the length of
the geodesic and the volume of the associated manifold. The methods that go into
proving Theorem 7.2 are quite technical and the constants are often not explicit
since they essentially come from the mixing rate of the geodesic flow on X. On
the other hand, δ has a nice geometric interpretation depending on the Hausdorff
dimensions of the limit set of pants that make up X.

There are key differences between the volumes corresponding to canonical lifts
or to topological lifts and also between simple filling systems and closed filling
geodesics. In [CRM20, Corollary 1.6] the authors construct examples in which
the volume of a topological lift, which is not canonical, is asymptotic to the self-
intersection number ι(γn, γn) of the filling curves. Fixing a hyperbolic structure
X on S, the self-intersection number is bounded above by �X(γn)

2 by a result of
Basmajian [Bas13], which is in contrast with the general length upper bound for
volumes of canonical lifts of [BPS19a].

The best known lower bound appears in [RM20, CRM20], where the bound is
given in terms of the number of essential homotopy classes of arcs of G after cutting
X open along any multi-curve m and taking the maximum over such m. While this
lower bound is shown to be sharp for some families of non-simple closed curves on
the modular surface [RM20], it is always at most 6(3g + n)(3g − 3 + n) whenever
G is composed entirely of simple closed curves. This is addressed in [CRMY22].
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In [CRMY22] the authors study the setting in which one considers a filling
collection of simple closed curves in minimal position instead of a primitive filling
curve in minimal position. This is interesting because the only known lower bound
is completely ineffective in this case (see Remark 1.2). In [CRMY22, Theorem A]
the authors relate the volume of complement of the canonical lift of a pair of filling
geodesics to pants distance in the pants graph of the surface.

1.2. Upper bounds in terms of length. We now describe in more details the
length upper bound and refer to some numerical evidence. The length upper bound
of [BPS19a, Theorem 1.1] is:

Theorem. Let X be a hyperbolic surface. Then, there exists CX such that for any
filling primitive geodesic γ ⊆ X:

Vol(Mγ̂) ≤ CX�X(γ)

and the result also works for multi-curves. The proof goes by showing the equivalent
result in the case of the modular surface Y = H2/SL2(Z). Then, one shows that
by taking branched coverings Z of Y and curves γ ⊆ Y one can obtain all filling
primitive systems on any Sg,n. Then, the constant CX comes from considering
the optimal quasi-conformal map from X to Z, which is in general a non-trivial
problem.

Remark 1.1. There are large families of filling primitive geodesics for which the
volumes of the complements are uniformly bounded but whose lengths go to infinity.
The easiest such example can be obtained by taking the mapping class group orbit
of a fixed curve γ. However, there are also more interesting examples in which the
curves γn are not in the same mapping class group orbit, see [RM20,RM21]. Some
of these examples can be thought of as taking a filling curve γ intersecting another
curve α once and concatenating γ with powers of α. These are called twist families
and will always give rise to bounded volumes families.

A sequence of random geodesics is, informally, a sequence of geodesics that gets
more and more equidistributed with respect to the volume of UT(X) and converges,
up to scaling, to the Liouville measure of UT(X). See Section 2.4 for precise
definitions.

A sequence of random geodesics in the modular surface has been considered by
Duke in [Duk88]. This model is constructed via number theoretic techniques. In
this paper we will construct another family of random geodesics using geometry
and dynamics. It would be interesting to obtain a lower bound for the volume of
Duke’s random sequence. In [BPS19b] the authors compute the volumes for finitely
many terms of Duke’s random sequence and then give numerical evidence of the
linear volume growth as a function of geodesic length (see Figure 1.1).

However, by [RM21, Corollary 1.2] there exist multi-curves whose volumes are
asymptotic to L

W (L) for L the length and W (x) the Lambert function. The Lambert

function is the principal branch of the inverse of f(w) = w logw which is asymptotic
to log(x)− log log(x) + o(1).

In forthcoming work, Yarmola and Intrater compute the volumes for all geodesics
of length at most 16 in the modular surface (see Figure 1.2). The graph clearly
still shows a linear upper bound but the situation for the lower bound is more
complicated due to the presence of twist families. Such a family can be seen in the
lower left corner of Figure 1.2.
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Figure 1.1. This figure shows the volume of the canonical lift
complement as a function of hyperbolic length for a sequence of
random geodesics constructed via number theoretic techniques by
Duke [Duk88]. This corresponds to Figure 2 of [BPS19b].

1.3. Lower bound. No geometric lower bounds are currently known and we only
have combinatorial ones. Using work of Agol, Storm and Thurston [AST07],
Rodŕıguez-Migueles showed in [RM20] that:

Theorem (Combinatorial lower bound). Let P be an essential surface decomposi-
tion of S and let γ be a filling primitive curve in minimal position with respect to
∂P and itself. Then:

v3
2

∑

Q

(#{γ-arcs in Q} − 3) ≤ Vol(Mγ̂),

where v3 is the volume of a regular ideal tetrahedra and we sum over all com-
ponents of the pants decomposition P. For a pair of pants Q, the γ-arcs in Q
are the connected components of γ ∩ Q (see Figure 1.3). However, when writing
“#{γ-arcs in Q}” we mean the number of homotopy classes of γ-arcs in Q with
endpoints gliding on the boundary.

For example if Q is a pair of pants and γ is a filling geodesic there are at most
6 simple γ-arcs in γ ∩Q up to homotopy.

Remark 1.2. For a simple multi-curve γ, the Combinatorial Lower Bound Theorem
is ineffective since the number of γ-arcs is upper bounded by a constant independent
of γ (see Figure 1.3).

In [CRM20] the authors show that the above lower bound also works in the
setting of Seifert-fibered spaces.
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Figure 1.2. This figure shows the volume of canonical lift com-
plement as a function of hyperbolic length for geodesics of word
length at most 16

Figure 1.3. This figure shows the 6 γ-arcs configurations (up to
homotopy) consisting of simple (undirected) γ-arcs

1.4. Statement of the theorem. From now on, we will assume we are working
with a surface without punctures, S = Sg,0, unless otherwise stated. Because of
the length upper bound it would be nice to have a lower bound also depending on
length, possibly in a linear fashion. The possible linearity of a lower-bound is hinted
by the experimental data of Figure 1.1, consisting of a finite number of terms of a
sequence of random geodesics that converge to the Liouville measure (see discussion
on Duke’s model on page 3).

However, as mentioned in Remark 1.1, one can construct sequences of geodesics
γn such that �X(γn) → ∞ but the volume stays bounded. Similarly, there are
examples of γ′

ns where the growth is bounded above by a sublinear function (see
[RM21]). This motivates to ask what the generic behavior of the volume is for long
geodesics.

To this end let us recall the notion of asymptotic density for collections of
geodesics. Given a hyperbolic surface X we denote its set of closed geodesics by G.
For a collection of closed geodesics A ⊆ G we denote by A(R) all geodesics in A of
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length less than R > 0. We say that A has asymptotic density ρ ∈ [0, 1] if

lim
R→∞

#A(R)

#G(R)
= ρ.

Intuitively, the density ρ describes approximately the likelihood of drawing a ge-
odesic in the subset A by sampling uniformly at random every closed geodesic of
length at most R for very large R > 0. This definition has its origins in number
theory where one is interested in the asymptotic density of infinite subsets of the
natural numbers.

Our main result is the following.

Theorem 7.2. Let X be a closed hyperbolic surface glued without twists. Further,
denote by 0 < δ < 1 the largest Hausdorff dimension of the limit set of any one of
the pairs of pants.

Then for every η > 1(> δ > 0) and every F (�) ∈ O(�δ/2η) the collection of
primitive, filling geodesics γ satisfying the volume estimate

F (�X(γ)) ≤ Vol(Mγ)

has asymptotic density 1.

The computations involved in proving Theorem 7.2, especially Theorem 6.5, are
rather complex. This can be attributed to several reasons. A straight topological
approach is bound to fail because of the twist-families examples, see Figure 1.2.
Thus, some finer properties about the random geodesics considered in our model are
to be exploited. The result that gives the right amount of control is an exponential
mixing theorem for the geodesic flow. However, as it is the case for many results
of this nature, the bounds for the mixing involve analytic norms of smooth bump
functions, which are technical to deal with. In order to relate this to volume, these
bump functions are used to approximate characteristic functions of certain regions
of UT(X), making the computations more involved. As a last step, one has to relate
these visited regions of UT(X) to the hyperbolic length of the arcs, which adds one
additional layer of complexity to the computations.

Remark 1.3. Since we will only deal with canonical lifts, we simplify our notation
and denote the manifold obtained by drilling the canonical lift of a closed geodesic
γ from PT(X) by Mγ .

1.5. Short outline. After reviewing some background material in Section 2 and
giving a more detailed sketch of proof for Theorem 7.2 in Section 3 we start in
Section 4 by constructing random sequences of closed geodesics as follows.

Let us fix ε > 0 small enough and denote for every v ∈ UT(X) its set of ε-
return times by Rε(v), i.e. those t > 0 such that gt(v) is ε-close to v. For every
t ∈ Rε(v) we can close up the geodesic segment γv[0, t] of length t starting at v by
an ε-short arc to obtain a broken-geodesic curve γv(t). We will be interested in its
geodesic representative which we shall denote by γ̂v(t). Note that a similar model
has been considered by Bonahon [Bon88, Page 151] (see also [Bri04, Theorem 3],
[Sap17, Claim 2.3]).

The relevance of this construction is that by Lemma 4.8 a collection of closed
geodesics A ⊆ G has asymptotic density one if for μ-almost every v ∈ UT(X) and
all sufficiently long ε-return times t ≥ t(v) the constructed closed geodesic γ̂v(t) is
in A. This observation will allow us to use dynamical properties of the geodesic
flow more directly.
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First, we show in Lemma 4.4 that as t ∈ Rε(v) tends to infinity, γ̂v(t) converges
to the Liouville current, so that γ̂v(t) will be filling for all sufficiently large t (Lemma
4.5).

Next, we want to use the Combinatorial Lower Bound Theorem to find a lower
bound for Vol(Mγ̂v(t)). To this end we show in Proposition 5.4 that the number
(of homotopy classes) of γv[0, t]-arcs is roughly the number (of homotopy classes)
of γ̂v(t)-arcs up to a uniform error.

In Section 6 we use dynamical techniques involving higher order exponential
mixing of the geodesic flow to estimate the number of γv[0, t]-arcs (see Theorem
6.5).

Finally, we prove the Main Theorem 7.2 in Section 7. Using Theorem 6.5 we
first prove Theorem 7.1 in Section 7, which shows that for μ-almost every v ∈
UT(X) the constructed geodesic curves γ̂v(t) satisfy the asserted volume estimate
for sufficiently large times t. Theorem 7.2 then follows from Lemma 4.8.

2. Background

2.1. Notation. We will use the following notational conventions:

• A ∼= B denotes that the two topological spaces A,B are homeomorphic;
• α 
 β denotes that α, β are homotopic maps or spaces, generally curves or
arcs.

For two functions f, g : T→ R+ we will use the following notations, where T stands
for N, Z or R:

• f(t) ∼ g(t) means that the two functions f, g are asymptotic, i.e.

lim
t→∞

f(t)

g(t)
= 1;

• f(t) � g(t) means that there is a constant C > 0 and T0 ∈ T such that
f(t) ≤ Cg(t) for all t ≥ T0;
• f(t) � g(t) means that there are constants C1, C2 > 0 and T0 ∈ T such
that

C1f(t) ≤ g(t) ≤ C2f(t)

for all t ≥ T0.

2.2. Dynamics. We recall some concepts of dynamics that will play a key role in
this paper. Standard references are [KH95, Page 151], [Wal82].

Let X be a topological space equipped with a (Borel) probability measure μ.
Suppose that gt : X → X is a continuous flow, for t ∈ R, i.e. a family of continuous
maps so that g0 is the identity and gs+t = gs ◦ gt for all s, t ∈ R. We say μ is
g-invariant if for any Borel set A ⊆ X, μ(A) = μ(gt(A)) for all t ∈ R. There is an
analogous picture for discrete time dynamical systems, where instead of a flow, we
have a continuous map T : X → X (which need not be invertible) and μ is said to
be T -invariant if μ(B) = μ(T−1(B)) for every Borel set B ⊆ X. One can go from
a continuous to a discrete setting by taking T = g1, the time-one flow map, and
we will be doing so throughout the paper. We will focus on two properties that a
continuous or discrete dynamical system can have: ergodicity and mixing.
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2.2.1. Ergodicity. The property of ergodicity will be used to construct our geometric
random model. A flow gt : X → X (resp. transformation T : X → X) is ergodic
with respect to μ if for every subset A ⊆ X which is g-invariant gt(A) = A (resp.
T -invariant T−1(A) = A), then either μ(A) = 0 or μ(X\A) = 0.

If Px is a property depending on a point x ∈ X, we say that P holds for μ-almost
every x ∈ X if it holds for a subset B ⊆ X so that μ(B) = 1.

Ergodic dynamical systems satisfy the following two properties that we will use.

Theorem 2.1 ([Wal82, Theorem 1.7]). Let X be a compact metric space, T : X →
X a continuous transformation and μ a probability measure so that μ(U) > 0 for
all open sets U ⊆ X. Suppose that μ is T -invariant and T is ergodic with respect to
μ. Then for μ-almost every x ∈ X the orbit of x, i.e. {Tn(x) : x ∈ X}, is dense.

Theorem 2.2 (Birkhoff’s Ergodic Theorem; [Wal82, Theorem 1.14]). Let X be a
topological space equipped with a probability measure μ. For gt : X → X an ergodic
flow with respect to μ, and f any measurable function, we have that for μ-almost
every x ∈ X:

lim
T→∞

1

T

∫ T

0

f(gt(x))dt =

∫

X

fdμ.

For a discrete system, the flow is replaced by a transformation T , the integral
by a sum, and the limit in Theorem 2.2 takes the following form

lim
N→∞

1

N

N−1∑

n=0

f(Tn(x)) =

∫

X

fdμ

for μ-almost every x ∈ X.
One also says that the orbits {gt(x) | t ∈ [0, T ]} resp. {x, T (x), . . . , TN (x)}

equidistribute as T →∞ resp. N →∞.

2.2.2. Mixing. We will need a stronger property than ergodicity to have enough
control on our model. We say μ is mixing for the flow gt : X → X if for all
f, g ∈ L2(X,μ), the correlation function

ρ(t) :=

∫

X

(f ◦ gt)gdμ−

∫

X

fdμ

∫

X

gdμ

satisfies ρ(t)→ 0 as t→ +∞. For discrete systems, the correlation is written as

ρ(n) :=

∫

X

(f ◦ Tn)gdμ−

∫

X

fdμ

∫

X

gdμ,

and mixing means ρ(n)→ 0 as n→ +∞.
We will be interested in extending this correlation function to more than two

functions, as well as in quantifying its decay. This will lead to the notion of expo-
nential k-mixing, see Appendix B.

Another equivalent way to phrase mixing is that, for all Borel sets A,B ⊆ X,

lim
n→∞

μ(T−n(A) ∩B) = μ(A)μ(B).

It follows that mixing implies ergodicity.
Intuitively, mixing means that for any two Borel sets A,B ⊆ X the events x ∈ B

and Tn(x) ∈ A become more and more independent as n→∞.
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In this paper, we will let gt be the geodesic flow on the unit tangent bundle
UT(X), and μ will be the normalized Liouville probability measure. T will be the
time-one map of the geodesic flow. The geodesic flow is mixing with respect to μ
(see [Bab02, Theorem 1]), and is by the above discussion also ergodic.

2.2.3. Anosov closing. It is known that the geodesic flow on the unit tangent bundle
Y = UT(X) of a closed hyperbolic surface X is hyperbolic/Anosov, i.e. there is a
smooth gt invariant splitting TY = Es⊕Ec⊕Eu and constants C ≥ 1, α > 0 such
that

• Ec
x is spanned by the direction of the flow d

dt

∣∣
t=0

gt(x),

• ‖gt(v)‖gt(x) ≤ Ce−αt‖v‖x for all v ∈ Es
x, i.e. gt is exponentially contracting

along Es,
• ‖gt(w)‖gt(x) ≥ C−1eαt‖w‖x for all w ∈ Eu

x , i.e. gt is exponentially expand-
ing along Eu,

for all x ∈ Y , t ≥ 0. The vectors in Es (resp. Eu) are called the stable (resp.
unstable) directions.

In our concrete situation we can describe this splitting in the following way. Let
Γ ≤ G = PSL(2,R) be a torsion-free cocompact lattice such that X = Γ\H2. The
action of G on UT(H2) is free and transitive, and thus one may identify UT(H2) ∼=
G. This descends to an identification Γ\UT(H2) ∼= UT(X) ∼= Γ\G. Using the
right-action of G on Γ\G we can identify the Lie algebra g = sl2(R) with the
tangent space Tx(Γ\G) for every x ∈ Γ\G:

g := sl2(R)→ Tx(Γ\G), X �→
d

dt

∣∣∣∣
t=0

x · exp(t ·X).

Recall that a basis of sl2(R) is given by the matrices

H :=

(
1
2 0
0 − 1

2

)
, X+ :=

(
0 1
0 0

)
, X− :=

(
0 0
1 0

)
.

This basis amounts to an Anosov splitting of T (Γ\G) for the geodesic flow gt via
the identification Tx(Γ\G) ∼= g:

Ec
x
∼= R ·H, Es

x
∼= R ·X+, Eu

x
∼= R ·X−.

Indeed, gt : Γ\G → Γ\G is given by right-multiplication gt(x) = xat with the
diagonal matrix

at := exp(t ·H) =

(
et/2 0
0 e−t/2

)
,

and
Ada−t

(X±) = a−tX±at = e±tX±.

The matrices H, X+, X− ∈ sl2(R) generate Lie subalgebras a := R · H, u+ :=
R ·X+, u− := R ·X− < sl2(R) corresponding to Lie subgroups

A =

{(
et/2 0
0 e−t/2

)
: t ∈ R

}
, U+ =

{(
1 0
t 1

)
: t ∈ R

}
,

U− =

{(
1 t
0 1

)
: t ∈ R

}
,

respectively. Under the identification G ∼= UT(H2) the orbit gA corresponds to
a geodesic and the orbit gU− (resp. gU+) corresponds to the locally stable (resp.
unstable) manifold of the geodesic flow at the point g ∈ SL2(R). Moreover, one
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obtains flow box coordinates in the neighborhood of the orbit gA using the injective
map

Φ: U+ × U− ×A→ G, (u+, u−, a) �→ gu+u−a.

For concreteness, we endow the tangent bundle UT (X) with a fixed Riemannian
structure called the Sasaki metric, compatible with the hyperbolic structure on
X. This metric has the property that its restriction to any fiber of UT (X) is just
Lebesgue (angular) measure, and its restriction to any parallel vector field along
a curve in X is arclength along that curve. In the hyperbolic plane, the Sasaki
metric is precisely the left-invariant metric on PSL(2, R) (see [Wil14, 1.3]). We will
be using d or dUT (X) to denote the induced distance on UT (X).

Anosov flows were subject to extensive research in the past which led to a de-
tailed understanding of their dynamical properties; we refer to [FH19] for a detailed
exposition. One of these properties is the Anosov Closing Lemma which intuitively
says that near every “almost-periodic” orbit of an Anosov flow there is a truly
periodic orbit. We will only need the following special version:

Lemma 2.3 (Anosov Closing Lemma). Let X be a closed hyperbolic surface and
let ρ > 0. There are positive numbers 0 < ε = ε(ρ) ≤ ρ and 0 < T = T (ρ) such
that the following holds:

For every t ≥ T , v ∈ UT(X) with d(gt(v), v) < ε there exist t′ ∈ R and v′ ∈
UT(X) such that

|t− t′| ≤ ρ, d(v, v′) ≤ ρ, gt′(v
′) = v′.

Moreover, the geodesics γ, γ′ with respective starting vectors γ̇(0) = v, γ̇′(0) = v′

stay close to each other:

d(γ(s · t), γ′(s · t′)) ≤ 2ρ(2.1)

for every s ∈ [0, 1].

Proof. This follows from [Ebe96, 4.5.15 Proposition] and the convexity of the dis-
tance function in H2. �

2.2.4. Asymptotic density of collections of closed geodesics. Given a hyperbolic sur-
face X we will denote its set of closed geodesics by G. Let A ⊆ G be a collection of
closed geodesics. For every R > 0 we will denote by

A(R) := {γ ∈ A | �X(γ) ≤ R}

all closed geodesics in A of length less than R. We say that A ⊆ G has asymptotic
density ρ ∈ [0, 1] if

#A(R)

#G(R)
→ ρ (R→ +∞).

Remark 2.4. By work of Huber [Hub60] (and Delsarte and Selberg) it is known
that

#G(R) ∼
eR

R

as R→ +∞; (see also Margulis [Mar04] for compact negatively curved manifolds).
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2.3. Topology. In the following sections we recall some facts and definitions about
the topology of surfaces and 3-manifolds. For references, see [Hem76,Hat07,Jac80].

Definition 2.5. A knot in M will be any embedding of S1 into a 3-manifold M .

Definition 2.6. Given a multi-curve γ ⊆ S and the projective tangent bundle
PT(S) we define the canonical lift to be the link γ̂ ⊆ PT(S) obtained by taking
the lift of γ given by the tangential line field.

We say that a collection of curves is in minimal position if the number of self-
intersections is minimal in its homotopy class.

We recall the combinatorial lower-bound Theorem:

Theorem 2.7 ([RM20, Theorem 1.5]). Let P be an essential surface decomposition
of S and let γ be a filling primitive curve in minimal position with respect to ∂P
and itself. Then:

v3
2

∑

Q

(#{γ-arcs in Q} − 3) ≤ Vol(Mγ̂),

where v3 is the volume of a regular ideal tetrahedra and we sum over all components
of the pants decomposition P.

For a pair of pants Q, the γ-arcs in Q are the connected components of γ ∩ Q
(see Figure 1.3). However, when writing “#{γ-arcs in Q}” we mean the number of
homotopy classes of γ-arcs in Q with endpoints gliding on the boundary.

Remark 2.8. It is important to note that these γ-arcs are undirected. Moreover,
even though our main results involve curve complements in the projective tangent
bundle, in order to avoid talking about orientations, our proofs will involve the unit
tangent bundle. This is because we want to take advantage of the geodesic flow
which is naturally defined in UT(X), a double cover of PT(X).

2.4. Geometry. A geodesic current is a positive finite Radon measure μ on UT(X)
which is invariant under the geodesic flow, in the sense that (gt)∗(μ) = μ for all
t ∈ R, where the subscript ∗ denotes the push-forward of measures.

A closed geodesic γ can be seen as a geodesic current. Consider the canonical
lift γ̂ of γ to UT(X); this is a periodic orbit of gt. By abuse of notation, let γ also
denote the length-normalized δ-function on this orbit. That is, for an open set U
we set γ(U) to be the total length of γ̂ ∩U with respect to the Riemannian metric
UT(X).

The topology of the space of geodesic currents is given by the weak∗-topology of
measures. A way to understand this topology is via flow boxes as defined originally
by Bonahon [Bon86, Page 3]. The following description follows [AL17, 3.4.4]. An
H-shape on X consists of three arcs (τL, γ, τR) on X so that γ is a geodesic arc on
X transverse to τL and τR, with one endpoint on τL and the other one on τR, and so
that each geodesic arc X that connects τL and τR and is homotopic to γ rel τL∪ τR
intersects τL and τR transversely. The flow box B = BH is defined as the set of lifts
to PT (X) of geodesic segments connecting τL and τR that are homotopic to γ rel
τL ∪ τR. A flow box B is thus homeomorphic to Q× [0, 1], where Q = [0, 1]× [0, 1].
The factor Q is given by the endpoints of the arc on τL and τR, and the factor
[0, 1] corresponds to the point within the arc. If α is a closed geodesic, and μα the
geodesic current corresponding to it, μα(B) is equal to the number of subarcs of α
contained in B. Flow boxes can be used to define a family of neighborhoods for the
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topology of currents. Given μ ∈ Curr(X) and B the collection of all finite families
of boxes that are μ-admissible, the collection

U(μ;B, ε) := {ν ∈ Curr(X) : ∀F ⊆ B : |μ(B)− ν(B)| < ε,B ∈ F},

where ε ranges over all positive real numbers and B ranges over all finite collections
of μ-admissible boxes, forms a basis of neighborhoods at μ. For the notion of
μ-admissibility, see [AL17, 3.4.4].

The geometric intersection number between closed geodesics extends continu-
ously to a bilinear form i(·, ·) on geodesic currents [Bon86, Proposition 4.5]. The
Liouville current LX associated to the hyperbolic metric X is the Liouville volume
of UT(X) normalized so that i(LX , γ) = �X(γ) for any closed geodesic γ.

A sequence of random geodesics is a sequence (γn)n∈N of closed geodesics so
that, after normalization, the geodesic currents corresponding to γn converge in
the weak∗-topology to the Liouville current, i.e.

lim
n→∞

4π2|χ(S)|

�(γn)

∫

UT(X)

fdγn →

∫

UT(X)

fdLX

for any continuous and compactly supported function f ∈ Cc(UT(X)).

2.5. Counting arcs. Let P be a hyperbolic pair of pants with totally geodesic
boundary components. Given two (possibly the same) boundary components C−,
C+ ⊆ ∂P one may consider arcs starting on C− and ending on C+. In each
relative homotopy class of such an arc, where we allow each endpoint to glide on
the respective boundary component, there is a unique geodesic arc. It meets C−

and C+ perpendicularly and is called an orthogeodesic arc.

Definition 2.9 (Unit tangent bundle decomposition). Let P be a geodesic pants

decomposition of X ∼= Sg,k. Pick a pant P j ∈ P and let {oji}i∈N be the collection of
orthogeodesics in P j . For μ-almost every vector v ∈ UT(P j) there are minimal real
numbers a, b > 0 such that the geodesic arc γ : [−a, b]→ P j with γ̇(0) = v intersects

∂P j in γ(−a) and γ(b). We define U j
i ⊆ UT(P j) to be the set of all directions v

such that the corresponding directed arc γ : [−a, b]→ P j is freely homotopic to oji
in P j with gliding endpoints γ(−a), γ(b) ∈ ∂P j . This amounts to the following
decomposition up to measure zero (see [Bri11, Section 7])

UT(X) =
⋃

j

UT(P j) =
⋃

i,j

U j
i ,

where the second equality is up to a μ-measure zero set.

Remark 2.10. Definition 2.9 is relevant in view of the combinatorial lower-bound
from Theorem 2.7. Indeed, for a geodesic curve γ the number of (homotopy classes

of) γ-arcs is half the number of different sets {U j
i }i,j that γ̇(t), t ∈ [0, �(γ)], visits.

Here, the factor 1
2 is due to the fact that γ-arcs are undirected; see Remark 2.8.

One may now ask how many orthogeodesics running from C− to C+ of length
≤ � there are. Let us denote by NC−,C+

(�) the number of such orthogeodesic
arcs. In [PP17] Parkkonen and Paulin consider the same counting problem in the
more general setting of pinched negatively curved manifolds and properly immersed
closed locally convex subsets C−, C+. Applying their result [PP17, Theorem 1] to
our situation we obtain Corollary 2.11.
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Corollary 2.11. Let 0 < δ < 1 denote the Hausdorff dimension of the limit set of
P . Then there is a constant C0 > 0 such that asymptotically

NC−,C+
(�) ∼ C0 · e

δ�

as �→∞.

We want to point out that similar counting results in varying generality were
obtained before by different authors; see [PP13] and the references therein.

2.6. Sobolev norms. Denote G := PSL(2,R) and let Γ ≤ G be a cocompact
lattice.

Let dG : G × G → R≥0 be a left-invariant metric on G. This metric descends
to a metric on the quotient dΓ\G : Γ\G × Γ\G → R≥0. We may assume that dG
is induced by a left-invariant Riemannian metric 〈·, ·〉 on G. In particular, we can
equip G with such a metric via the identification G ∼= UT(H2). We denote by ν
the corresponding (bi-)invariant Haar measure on G.

The left-action of Γ on G amounts to a quotient map π : G → Γ\G, g �→
Γg. Because the action Γ �G is isometric the metric dG descends to a metric
dΓ\G : Γ\G × Γ\G → R≥0, and we obtain a Riemannian metric on the quotient,
which we shall denote by 〈·, ·〉 as well, such that π : G→ Γ\G is a Riemannian cov-
ering map. The corresponding volume form amounts to a right-invariant quotient
measure μ on Γ\G. After possibly rescaling we may assume that μ is a proba-
bility measure. In this way μ coincides with the normalized Liouville measure on
UT(Γ\H2) via the usual identification Γ\G ∼= UT(Γ\H2).

Note that the left-action

G× Γ\G→ G,

(g,Γh) �→ g · Γh := Γhg−1

is probability measure preserving by right-invariance of the quotient probability
measure μ. Thus the regular representation λ : G→ U(L2(Γ\G)) is unitary, where
we denote

(λgf)(Γh) = f(g−1 · Γh) = f(Γhg)

for every g ∈ G, f ∈ L2(Γ\G,μ).
More generally, whenever there is a smooth G-action G �M on a smooth man-

ifold M (e.g. M = G or M = Γ\G), there is an induced action of the universal
enveloping algebra U(g) on the space of smooth functions with compact support
C∞

c (M). This action is given via differentiation of the left regular representation
λ : G→ C∞

c (M) as follows

(X · ϕ)(x) :=
d

dt

∣∣∣∣
t=0

(λexp(tX)ϕ)(x) =
d

dt

∣∣∣∣
t=0

ϕ(exp(−tX) · x)

for all X ∈ g, x ∈M , ϕ ∈ C∞
c (M).

We interpret the Riemannian metric 〈·, ·〉 as an inner product on the Lie algebra
g = sl2(R) (of left-invariant vector fields), and pick an orthonormal basis E1, E2, E3.
Given a multi-index α = (i1, . . . , id) ∈ {1, 2, 3}

d of degree |α| := d we may define

Eα · ϕ := Ei1Ei2 · · ·Eid · ϕ

for every ϕ ∈ C∞
c (M). We use the convention α = ∅ iff |α| = 0, and define

E∅ · ϕ = ϕ.
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This allows us to define the (degree d) Sobolev norm

Sd(ϕ) :=
∑

0≤|α|≤d

‖Eα · ϕ‖2

for all ϕ ∈ C∞
c (Γ\G). The (degree d) Sobolev space Hd(Γ\G) is by definition the

completion of C∞
c (Γ\G) with respect to Sd.

The following version of the Sobolev Embedding Theorem applies.

Theorem 2.12 ([Aub98, Theorem 2.10]). If (d − r)/3 > 1/2 then Hd(Γ\G) ⊆
Cr(Γ\G) and the identity operator is continuous. Here r ≥ 0 is an integer and
Cr(Γ\G) is the space of Cr-functions with norm ‖ϕ‖Cr := max0≤|α|≤r ‖Eα · ϕ‖∞,
ϕ ∈ Cr(Γ\G).

Corollary 2.13. In particular, if the degree d = 3 and r = 1 then there is a
Sobolev constant KSob > 0 such that

‖ϕ‖∞ ≤ ‖ϕ‖C1 ≤ KSob · S(ϕ)

for all ϕ ∈ H3(Γ\G), where we dropped the degree d = 3 in S(ϕ) = S3(ϕ).

Recall that L1(G) is a Banach algebra when we define multiplication by convo-
lution:

(f1 ∗ f2)(g) :=

∫

G

f1(h) · f2(h
−1g) dν(h)

=

∫

G

f1(gh) · f2(h
−1) dν(h) ∀g ∈ G ∀f1, f2 ∈ L1(G).

There is a Banach algebra action of L1(G) on L2(Γ\G) given by convolution

(ψ ∗ f)(Γg) :=

∫

G

ψ(h) · (λh−1f)(Γg) dν(h)

=

∫

G

ψ(h) · f(Γgh) dν(h),

for all Γg ∈ Γ\G,ψ ∈ L1(G), f ∈ L2(Γ\G). An application of Fubini shows that

‖ψ ∗ f‖2 ≤ ‖ψ‖1 · ‖f‖2.

Moreover, we have Lemma 2.14 familiar from the situation in Rn.

Lemma 2.14. Let ε > 0, let ψ ∈ C∞
c (G), and let f ∈ L2(Γ\G).

Then:

(1) ψ ∗ f is smooth;
(2) Eα · (ψ ∗ f) = (Eα · ψ) ∗ f for all multi-indices α;
(3) supp(ψ ∗ f) ⊆ Nε(supp(f)), if supp(ψ) ⊆ Bε(e).

Proof.

(1) This will follow from (2).
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(2) By induction on |α| it is enough to show this for |α| = 1. Let E := Ei be a
basis vector. We compute:

(E · (ψ ∗ f))(Γg) =
d

dt

∣∣∣∣
t=0

∫

G

ψ(h) · f(Γg exp(tE)h) dν(h)

=
d

dt

∣∣∣∣
t=0

∫

G

ψ(exp(−tE)h) · f(Γgh) dν(h)

=

∫

G

(E · ψ)(h) · f(Γgh) dν(h)

= ((E · ψ) ∗ f)(Γg).

(3) Recall that

(ψ ∗ f)(Γg) =

∫

G

ψ(h) · f(Γgh) dν(h).

Thus, if (ψ ∗ f)(Γg) �= 0 then there is h ∈ supp(ψ) ⊆ Bε(e) such that
Γgh = h−1 · Γg ∈ supp(f). Hence,

dΓ\G(Γgh,Γg) ≤ dG(gh, g) = dG(h, e) < ε.

This shows that Γg ∈ Nε(supp(f)). �

3. Outline of the main theorem

We now outline the construction and proof of the main result. We fix a closed
hyperbolic surface X, with injectivity radius ρ and with a geodesic pants decom-
position P. We use Lemma 4.8 to show that the set of geodesics obtained by the
construction we now describe has asymptotic density one (in the sense of Subsec-
tion 2.2.4). Let γv[0, t] denote the ray starting at v ∈ UT(X), parametrized by arc
length, and flowing for time t so that d(gt(v), v) < ε. We close up γv[0, t] by con-
necting its endpoints via a short arc to obtain the broken geodesic path γv(t). Let
γ̂v(t) be the corresponding geodesic representative and let γ̂p

v(t) be the associated
primitive subcurve of γ̂v(t).

We now sketch the proof of the main Theorem 7.2. The proof will follow from
Theorem 7.1:

Theorem 7.1. Let η > 1(> δ > 0) and let F (t) ∈ O(tδ/2η). Then for μ-almost
every v ∈ UT(X) there is T ′ = T ′(v) such that γ̂v(t) is filling and

F (�X(γ̂v(t))) ≤ Vol(Mγ̂p
v (t))

for every t ∈ Rε(v) ∩ [T ′(v),+∞). Moreover, as long as F is increasing we obtain
that F (�X(γ̂p

v(t))) ≤ Vol(Mγ̂p
v (t)).

Sketch of proof. (1) Given a pair of pants decomposition P of S, recall the de-
composition of UT(X) from Definition 2.9. We consider the orthogeodesics

oji contained in some pair of pants P j and define the set U j
i of all unit tan-

gent vectors v ∈ UT(P j) whose associated geodesic is in the free homotopy

class of oji (see Subsection 6.2).

Section 6.3 estimates the number of regions U j
i visited by a ray g[0,t](v)

of length t. We show that for every η > 1 and any (sublinear) function

F (t) ∈ O
(
tδ/2η
)
,
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this number grows for μ-almost every v ∈ UT(X) at least like F (t) for t
large enough, where 0 < δ < 1 is the largest Hausdorff dimension of the
limit set of any of the constituting pairs of pants in X.

(2) From our construction of the curves γ̂v(t), t ∈ Rε(v), by closing up γv[0, t]
in Section 4 we get that

t− ρ ≤ �(γ̂v(t)) ≤ t+ ρ.

Moreover, we have that the primitive geodesic representative γ̂p
v (t) satisfies

�(γ̂p
v(t)) ≤ �(γ̂v(t)).

(3) Section 5 shows that:

#{γv[0, t]-arcs} − 6 ≤ #{γ̂v(t)-arcs} = #{γ̂p
v (t)-arcs}.

(4) By (3) and Section 6.3, we obtain that asymptotically

v3
2
F (t)− 3v3 ≤

v3
2
#{γv[0, t]-arcs} − 3v3 ≤

v3
2
#{γ̂v(t)-arcs}

=
v3
2
#{γ̂p

v (t)-arcs} ≤ Vol(Mγ̂p
v (t)) + C(g),

where C(g) is some constant only depending on the topological complexity
of X.

(5) Because t − ρ ≤ �X(γ̂v) ≤ t + ρ and F (t) ∈ O
(
tδ/2η
)
there exists a B > 0

such that:
v3
2
F (t+ ρ)−B ≤

v3
2
F (t)− 3v3.

Thus, for large t we have:

v3
2
F (�X(γ̂v(t)))−B ≤

v3
2
F (t+ ρ)−B ≤

v3
2
F (t)− 3v3 ≤ Vol(Mγ̂p

v (t)) + C(g).

(6) Putting all the steps together, we obtain that

O
(
�X(γ̂v(t))

δ/2η
)
≤ Vol(Mγ̂p

v (t))

with 0 < δ < 1, and η > 1. �

4. Random sequences of closed geodesics and asymptotic density

In this section we will discuss a natural way of constructing sequences of closed
geodesics. Similar constructions have already been considered in [Bon88], [Bri04]
and [Sap17]. Finally, we will see how this is related to the notion of asymptotic
density.

4.1. Closing up along geodesics. We fix 0 < ρ < 1
2 inj(X), and choose ε =

ε(ρ) > 0 and T = T (ρ) > 0 as in the Anosov Closing Lemma 2.3. Further, let
v ∈ UT(X) and denote by Rε(v) = {t > 0 | d(gt(v), v) < ε} its ε-return times as
before. Therefore, for every ε-return time t ∈ Rε(v) ∩ [T,+∞) after T = T (ρ) > 0
we find a periodic vector v′ ∈ Bρ(v) with period t′ ∈ [t − ρ, t + ρ]. Moreover, the
geodesics γ, γ′ with respective starting vectors γ̇(0) = v, γ̇′(0) = v′ stay close to
each other:

d(γ(s · t), γ′(s · t′)) ≤ 2ρ < inj(X)

for every s ∈ [0, 1]. Note that Rε(v) ⊆ R is unbounded for μ-almost every vector
v ∈ UT(X) by ergodicity of the geodesic flow.
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Remark 4.1. We will need, in Section 5, that ρ is smaller than the minimal distance
o between any two pants curves in P.

The closed geodesic γ′ can be characterized as follows. We form a broken geodesic
curve γv(t) by concatenating the geodesic segment γ|[0,t] with the short geodesic arc
α connecting the endpoint γ(t) to the starting point γ(0). Observe that �(α) ≤ 2ρ
because d(v, v′) ≤ ρ < 1

2 inj(X). By construction γv(t) is freely homotopic to γ′.
Therefore, γ′ is the unique closed geodesic in the free homotopy class of γv(t), i.e.
one obtains γ′ by pulling tight γv(t).

Definition 4.2. We will use the notation γ̂v(t) := γ′. Moreover, we will denote
by γ̂p

v (t) its primitive subcurve. With an abuse of notation we will use Mγ̂p
v (t) to

denote PT(X) minus the canonical lift of γ̂p
v(t).

In this way we obtain for μ-almost every unit tangent vector v ∈ UT(X) an
infinite collection of geodesics {γ̂v(t)}t∈Rε(v)∩[T,+∞). We will study the asymptotic
properties of these closed-up geodesics as t tends to infinity in the following.

Remark 4.3. Because periodic orbits of the geodesic flow are dense (see [Dal11,
Theorem 3.3]) we have that, in general, the curve γv(t) will not be primitive. This
is because we can find vectors w arbitrarily close to a periodic orbit β, i.e. they
track the period orbit for a long time t. Thus, if β is filling we can obtain arbitrarily
long curves γ̂w(t) that are homotopic to arbitrarily high powers of β.

Let us first show that γ̂v(t), properly scaled, converges to a filling geodesic cur-
rent.

The following statement follows from [Bon86, Page 151]. Since it is not proven
in there, we give a sketch of a proof.

Lemma 4.4. For μ-almost every v ∈ UT(X), the closed geodesics γ̂v(t) satisfy

lim
t→∞

γ̂v(t)

�X(γ̂v(t))
= LX

as geodesic currents, where t ∈ Rε(v) ∩ [T,+∞) and LX denotes the Liouville
current associated to the hyperbolic structure X (see definitions in Subsection 2.4).

Proof. For the following proof, compare Figure 4.1. Let e+ be the endpoint at
infinity of a lift γ̃[0,t] (to the universal cover) of the geodesic ray corresponding to a

point gs(v) whose subarc g[s,r](v) is contained in B. The lift γ̃v(t) (to the universal

cover) of γv(t) associated to it has an endpoint e+(t). By the construction of γv(t),
we have that e+(t) converges to e+ as t goes to infinity. Thus, if p+ denotes the
point of intersection of γ̃ with τR, and p+(t) denotes the point of intersection of the

lift of γ̂v(t) with τR (so long as this intersection exists), we have that p+(t) → p+

as t goes to infinity. This gives a one-to-one correspondence between a subset of

subarcs of γ[0,t] and subarcs of γ̂v(t). Let Nt denote the family of all subarcs of γ[0,t]
contained in B, and let St denote the set of those whose corresponding subarc of

γ̂v(t) is contained in B. By the above argument, the endpoints of these subarcs on
τR are constrained to two subintervals of τR containing the endpoints of τR, whose
length shrinks to 0 as t goes to infinity. Thus, by ergodicity of the geodesic flow,
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e+

e+(t)
γ[0,t]

γ̂v(t)

Figure 4.1. This figure compares the endpoints of a lift of a ray
γ[0,t] (green), lift of the closed curve γv(t) (purple) and its geodesic

realization γ̂v(t) (orange), and their corresponding subarcs in a
fixed flow box in blue

we have

lim
St

Nt
= 1.

Let � := �X(γ̂v(t)). Note that, on the one hand,

γ̂t(v)

�
(B) =

1

�
St.

On the other hand,

LX(B) =

∫

B

dLX = lim
t→∞

1

t

∫ t

0

χB(gs(v))ds =
1

t
Nt,

where we used the Birkhoff ergodic Theorem 2.2 in the third equality.
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Since, by construction, � ∈ [t− ε, t+ ε], we have

∣∣∣∣
S

�
−

N

t

∣∣∣∣ ≤ St

∣∣∣∣
1

�
−

1

t

∣∣∣∣+
1

t
|St −Nt| ≤

St

t
·

ε

t− ε
+

Nt

t

∣∣∣∣1−
St

Nt

∣∣∣∣ .

This last term goes to 0 as t goes to infinity. By the local basis of the topology
defined in Subsection 2.4, it suffices to check this for a family of finitely many
flow boxes. Thus, we can take the largest t that works for all of the finitely many
boxes. �

As a result we obtain that for large enough t ∈ Rε(v) ∩ [T,+∞) the geodesics
γ̂v(t) is filling:

Lemma 4.5. For μ-almost every v ∈ UT(X) there is t∗ := t∗(v) ≥ T (ρ) > 0 such
that the curve γ̂v(t) is filling for every t ∈ Rε(v) ∩ [t∗,+∞).

Proof. For a geodesic current μ, let sys := inf{i(μ, c) : c closed curve } be the
systole of μ. By Lemma 4.4, limt→∞ γ̂v(t)/�(γ̂v(t)) → LX . Since LX is filling,
by [BIPP21, Theorem 1.3]), we have sys(LX) > 0. The result then follows since
sys : GC(S)→ R≥0 is a continuous function on currents [BIPP21, Corollary 1.5]. �

Definition 4.6 (Filling time). We call the above time t∗(v) the filling time of v.

We conclude the section by observing that, by ergodicity, it follows that by clos-
ing up along almost every geodesic the volume of the corresponding complements
goes to infinity.

Lemma 4.7. For μ-almost every v ∈ UT(X) we have that Vol(Mγ̂v(t)) → ∞ as
t→∞.

Proof. Consider the decomposition of UT(X) into the subsets U j
i ⊆ UT(X) of vec-

tors corresponding to the homotopy classes of all orthogeodesics from Definition 2.9.
Therefore, for a closed geodesic γ the number of different homotopy classes of (undi-

rected) γ-arcs is half the number of different sets {U j
i }i,j , that γ̇(t), t ∈ [0, �(γ)],

visits.
By Birkhoff’s Ergodic Theorem 2.2,

lim
T→∞

1

T

∫ T

0

χUj
i
(gt(v))dt =

∫

UT(X)

χUj
i
(w)dμ(w) = μ(U j

i ) > 0

for μ-almost every v ∈ UT(X) and all i, j. Consequently, the geodesic ray γv[0, T ]

in μ-almost every direction v ∈ UT(X) will eventually intersect every subset U j
i

such that γv[0, T ] will eventually have a subarc in every homotopy class oji .
Later, in Section 5, we will see that the number of homotopy classes of subarcs

of γv[0, T ] is roughly the number of homotopy classes of subarcs of γ̂v(T ); see
Proposition 5.4. By the previous argument this number goes to infinity as T tends
to infinity. It follows from Theorem 2.7 that

Vol(Mγ̂v(T ))→ +∞ (T → +∞).

�
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4.2. Relation to asymptotic density. Let us see now how the previous construc-
tion of closing up along a geodesic is related to the notion of asymptotic density:

Let A ⊆ G be a collection of closed geodesics. Consider the set Ω ⊆ UT(X) of
starting vectors whose geodesic segments eventually close up to a geodesic in A:

ΩA := {v ∈ UT(X) | ∃T = T (v) > 0∀t ∈ Rε(v) ∩ [T,+∞) : γ̂v(t) ∈ A}.

Lemma 4.8. A collection A ⊆ G has asymptotic density one if the set ΩA has full
measure.

Proof. For any subset B ⊆ G we will use the following notation

B[T, T ′) := {γ ∈ B |T ≤ �(γ) < T ′},

ΩB[T, T
′) := {v ∈ UT(X) | γ̂v(t) ∈ B ∀t ∈ Rε(v) ∩ [T, T ′)}

for all 0 < T < T ′.
For every closed geodesic γ ∈ G we consider the set N(γ) of vectors v ∈ UT(X)

such that there is t0 ∈ R with dUT (X)(v, γ̇(t0)) < ε/2 and d(gt(v), γ̇(t+ t0)) < ε/2
for all t ∈ [0, �(γ)]. In particular, for every v ∈ N(γ) we have that t := �(γ) ∈ Rε(v)
and the broken geodesic curve γv(t) is freely homotopic to γ, whence γ̂v(t) = γ.

If v ∈ N(γ1) ∩ N(γ2) and |�(γ1) − �(γ2)| < ε < 1
2 inj(X) then γ1 = γ2, for any

γ1, γ2 ∈ G. Indeed, both broken geodesic curves γv(�(γ1)) and γv(�(γ2)) are in the
same free homotopy class. Because there is only one closed geodesic in any free
homotopy class we obtain

γ1 = γ̂v(�(γ1)) = γ̂v(�(γ2)) = γ2.

One may use flow box coordinates (see Section 2.2) to obtain a lower bound
on the volume of N(γ). Indeed, using the identification Ψ: G → UT(H2) and the
map Φ: U+ × U− ×A→ G, (u+, u−, a) �→ g0u+u−a with g0 := Ψ−1(γ̇(0)) one may
parametrize a subset of N(γ). Computing the volume in these coordinates yields
that there is a universal constant C > 0 such that

μ(N(γ)) ≥ C · ε · �(γ) · e−�(γ).

We have that

ΩA =
⋃

T>0

ΩA[T,+∞)

and ΩA[T,∞) ⊆ ΩA[T
′,∞) for all 0 < T ≤ T ′. Thus,

μ(ΩA[T,∞))→ μ(ΩA) = 1 (T →∞).

Suppose w ∈ N(γ) for γ ∈ Ac[k · ε, (k + 1) · ε), k ∈ N. Then �(γ) ∈ Rε(w) ∩ [k ·
ε, (k + 1)ε) and γ = γ̂w(�(γ)) /∈ A. Thus, w /∈ ΩA[k · ε,+∞). Hence,

⊔

γ∈Ac[k·ε,(k+1)·ε)

N(γ) ⊆ ΩA[k · ε,+∞)c,

and
∑

γ∈Ac[k·ε,(k+1)·ε)

μ(N(γ)) ≤ μ(ΩA[k · ε,+∞)c) =: αk → 0 (k →∞).

Note that αk ≥ αk+1 for all k ∈ N and 0 ≤ αk ≤ 1.
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On the other hand,
∑

γ∈Ac[k·ε,(k+1)·ε)

μ(N(γ)) ≥
∑

γ∈Ac[k·ε,(k+1)·ε)

C · ε · �(γ)e−�(γ)

≥ C · (k + 1)ε · e−(k+1)ε ·#Ac[k · ε, (k + 1) · ε).

Thus,

#Ac[k · ε, (k + 1) · ε) ≤
e(k+1)ε

C · (k + 1) · ε
· αk.(4.1)

We need to show that

#A(R)

#G(R)
=

#A[0, R)

#G[0, R)
= 1−

#Ac[0, R)

#G[0, R)
→ 1 (R→∞).(4.2)

Let n ∈ N such that nε ≤ R < (n+ 1)ε. By (4.1), we obtain

#Ac[0, R) ≤
n∑

k=0

#Ac[kε, (k + 1)ε) ≤
1

C

n∑

k=0

αk

(k + 1)ε
e(k+1)ε

≤
1

C

�n/2�∑

k=0

αk

(k + 1)ε
e(k+1)ε +

1

C

n∑

k=�n/2�+1

αk

(k + 1)ε
e(k+1)ε.

We can estimate the first summand as follows

1

C

�n/2�∑

k=0

αk

(k + 1)ε
e(k+1)ε ≤

1

Cε

�n/2�∑

k=0

e(k+1)ε � e�n/2�ε � eR/2 ∈ o

(
eR

R

)
.

Regarding the second we get

1

C

n∑

k=�n/2�+1

αk

(k + 1)ε
e(k+1)ε �

α�n/2�

(�n/2�+ 2)ε

n∑

k=�n/2�+1

e(k+1)ε

� α�n/2�
eR

R
∈ o

(
eR

R

)
,

because α�n/2� → 0 as R→∞.
By a result of Huber’s [Hub60] it is known that

#G[0, R) ∼
eR

R

as R→∞; see Remark 2.4. Therefore, the previous two estimates imply

#Ac[0, R)

#G[0, R)
→ 0 (R→∞)

proving (4.2). This concludes the proof. �

5. Arcs of segment vs. arcs of closed-up geodesic representative

Let P be a geodesic pants decomposition of X and denote by P1, . . . , Pm the
different pairs of pants. We will be interested in the free homotopy types of directed
arcs connecting two (possibly the same) boundary components of a pair of pants.
Here, the free homotopy is allowed to move the arc’s endpoints along the respective
boundary component.
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It will be useful to have a characterization of these homotopy types in terms
of the universal covering π : H2 → X = Γ\H2. To this end note that the bi-

infinite geodesics in the preimage π−1(P) divide H2 =
⋃m

i=1

⋃
j∈N

P̃ j
i into convex

domains {P̃ j
i }j∈N each covering a pair of pants Pi ⊆ X, i = 1, . . . , m. Given

a properly immersed directed arc α in a pair of pants Pi we may consider a lift

α̃ ⊆ P̃ j
i in some domain P̃ j

i . The lift α̃ has its starting point (resp. endpoint)
on the unparametrized lift α̃− (resp. α̃+) of some pants curve. It turns out that
the tuple (α̃−, α̃+) determines the free homotopy type of α uniquely up to deck
transformations:

Lemma 5.1. The map

{α ⊆ X a directed arc in some Pi}/free homotopy −→ Γ\(π−1(P)× π−1(P)),

[α] �−→ [α̃−, α̃+] := Γ · (α̃−, α̃+)

is well-defined and injective.

Let us denote the geodesic segment of length t > 0 starting at the unit tangent
vector v ∈ UT(X) by γv[0, t]. Observe that for μ-almost every v ∈ UT(X) the
corresponding bi-infinite geodesics γv(−∞,∞) intersects every pants curve in P
transversely. In this case we can extend γv[0, t] to the minimal geodesic segment
γv[−a, b], a, b > 0, whose endpoints lie on some pants curves. This segment inter-
sects the pants curves P at times −a = t0 < t1 < . . . < tn = b and we obtain
corresponding (directed) subarcs γi := γv[ti−1, ti], i = 1, . . . , n each of which is
contained in some pair of pants.

Definition 5.2. A directed subarc γi as above is called a directed γ-arc. We
denote by

AP(γv[0, t]) := #{[γi] | i = 1, . . . , n}

the number of different free homotopy classes of directed γ-arcs.
Since a closed geodesic γ intersects the geodesic pants decomposition P trans-

versely we obtain, without the need of an extension, a similar decomposition into
directed γ-arcs. In the same fashion, we denote by AP(γ) the number of different
free homotopy classes of its directed γ-arcs as well.

Remark 5.3. Note that we consider directed γ-arcs here instead of undirected γ-arcs
as in Theorem 2.7; see Remark 2.8. Since every homotopy class of an undirected
γ-arc corresponds to two homotopy classes of directed γ-arcs we have

∑

Q

#{γ-arcs in Q} =
1

2
AP(γ),

where we sum over all components of the pants decomposition P.

On a pair of pants the simple (undirected) γ-arcs are described in Figure 1.3.
In Section 4 we discussed how to construct sequences of closed geodesics by

closing up along geodesics: For v ∈ UT(X) and an ε-return time t ∈ Rε(v)∩[T,+∞)
we may close up the geodesic segment γv[0, t] and consider the unique geodesic curve
γ̂v(t) in its homotopy class. Using Lemma 5.1 we will show that AP(γ̂v(t)) is equal
to AP(γv[0, t]) up to a uniform error:

Proposition 5.4. For μ-almost every v ∈ UT(X) and every t ∈ Rε(v)∩[t
∗(v),+∞)

|AP(γv[0, t])−AP(γ̂v(t))| ≤ 6
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holds, where t∗(v) denotes the filling time of v (see Lemma 4.5).

Proof. Let ṽ ∈ UT(H2) be a preimage of v ∈ UT(X). By the Anosov Closing
Lemma 2.3 we find ṽ′ ∈ UT(H2), t′ ∈ [t−ρ, t+ρ] and g ∈ Γ such that gt′(ṽ

′) = g · ṽ′

and

(5.1) d(ṽ′, ṽ) = d(gt′(ṽ
′), g · ṽ) < ρ.

By definition the geodesic segment γ̃′ of length t′ starting from ṽ′ is a lift of
γ′ := γ̂v(t). Likewise, the geodesic segment γ̃ of length t starting from ṽ is a lift of

γv[0, t]. Let α̃ := (α̃1, . . . , α̃l) ⊆ π−1(P) (resp. β̃ := (β̃1, . . . , β̃m) ⊆ π−1(P)) be the
sequence of lifts of pants curves that γ̃ (resp. γ̃′) intersects in this order.

The following observation is key for our proof.

Lemma 5.5. Up to deleting the first or last elements in α̃ or β̃ the two sequences
coincide; see Figure 5.1.

Before providing a proof let us first see how this implies the asserted estimate.
By Lemma 5.1 we have that

AP(γv[0, t]) = #{[α̃0, α̃1], . . . , [α̃l, α̃l+1]},

AP(γ̂v(t)) = #{[β̃0, β̃1], . . . , [β̃m, β̃m+1]},

where α̃0, α̃l+1 and β̃0, β̃m+1 are the lifted pants curves that the extensions of γ̃

and γ̃′ end on, respectively. By Lemma 5.5 one obtains shortened sequences α̃′, β̃′

by deleting the first or last element from α̃, β̃ such that α̃′ = β̃′.

For example, suppose that α̃′ = (α̃2, . . . , α̃l) = (β̃1, . . . , β̃m−1) = β̃′. Then

#{[α̃2, α̃3], . . . , [α̃l−1, α̃l]} = #{[β̃1, β̃2], . . . , [β̃m−2, β̃m−1]}.

Because

{[α̃0, α̃1], . . . , [α̃l, α̃l+1]}�{[α̃2, α̃3], . . . , [α̃l−1, α̃l]}

⊆ {[α̃0, α̃1], [α̃1, α̃2], [α̃l, α̃l+1]} and

{[β̃0, β̃1], . . . , [β̃m, β̃m+1]}�{[β̃1, β̃2], . . . , [β̃m−2, β̃m−1]}

⊆ {[β̃0, β̃1], [β̃m−1, β̃m], [β̃m, β̃m+1]},

it follows that

|AP(γv[0, t])− AP(γ̂v(t))| ≤ 6.

A similar reasoning applies for the other possible shortenings of α̃ and β̃. �

Proof of Lemma 5.5. Let p̃ and q̃ (resp. p̃′ and q̃′) be the starting and end points
of γ̃ (resp. γ̃′). The curves π−1(P) divide H2 into convex domains and denote by

P̃ , Q̃, P̃ ′, Q̃′ the domains containing p̃, q̃, p̃′, q̃′, respectively.

Let us first assume that P̃ = P̃ ′ and Q̃ = Q̃′. In this case both sequences

coincide α̃ = β̃: If α̃1 �= β̃1 then the endpoints q̃ and q̃′ would be contained

in disjoint half-spaces H1 and H ′
1 bordering on α̃1 and β̃1, respectively. Hence,

d(q̃, q̃′) ≥ d(H,H ′) ≥ o > ρ; a contradiction. Therefore, one may shorten both γ̃

and γ̃′ at the beginning such that the resulting arcs both start on α̃1 = β̃1. Iterating
this procedure r-times until there are no more intersections with π−1(P) for γ̃ or

γ̃′ yields that α̃i = β̃i for all i = 1, . . . , r. If r was not equal to both l and m,
one of the two arcs would intersect another curve in π−1(P) whence it would leave
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α̃1

α̃0

β̃0

α̃5

β̃5

β̃4

α̃4 = β̃3

α̃3 = β̃2

α̃2 = β̃1

p̃′
p̃

q̃′

q̃

γ̃
γ̃′

Figure 5.1. This figure shows two geodesic segments coming from
two nearby trajectories of the geodesic flow, and indicates the finite
sequence of lifts of pants intersected by each one of them, labelled
as αi’s and βi’s. The figure illustrates that the two sequences of
lifts of pant curves intersected by the two geodesic arcs are the
same up to possibly the first and last elements. This is the content
of the proof of Lemma 5.5.

the component Q̃ = Q̃′ and the two endpoints q and q′ would not be in the same
connected component; a contradiction.

Now, suppose that P̃ �= P̃ ′. It follows from (5.1) that d(p̃, p̃′) < ρ. Since ρ is

less than the minimal distance o between any two pants curves in P, P̃ and P̃ ′

are adjacent convex domains separated by some η̃ ∈ π−1(P). We claim that either

α̃1 = η̃ or β̃1 = η̃ holds: Note that γ′ is filling, so that it intersects every pants
curve at least once and, in particular, m ≥ 3.
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Therefore, if both α̃1 = η̃ and β̃1 = η̃ hold then the endpoint q̃ is contained in
the half-space H bordering on η that does not contain p̃ and q̃′ is contained in the
half-space H ′ bordering on α̃2 which is disjoint from H. Thus, d(q̃, q̃′) ≥ o > ρ; a
contradiction.

Likewise, if both α̃1 �= η̃ and β̃1 �= η̃ then the endpoints q̃ and q̃′ are contained

in disjoint half-spaces H and H ′ bordering on α̃1 and β̃1, respectively. Thus,
d(õ, õ′) ≥ o > ρ; a contradiction.

Because either α̃1 = η̃ or β̃1 = η̃, we may either shorten γ̃ or γ̃′ and delete α̃1 or

β̃1 from α̃ or β̃, respectively, to obtain two arcs starting in the same convex domain

P̃ = P̃ ′. Similarly, we may shorten either γ̃ or γ̃′ at the end to obtain arcs that

end in the same domain Q̃ = Q̃′. This reduces the situation to the previous case.

This proves that α̃ = β̃ up to deletion at the beginning or the end. �

6. Lower bound on the number of arcs

In this section we derive our main dynamic estimate which yields a lower bound
on the number of arcs appearing in a random geodesic.

6.1. Notation. We denote by μ the normalized Liouville (probability) measure on
UT(X), i.e., LX/LX(UT(X)). Furthermore, we denote by T : UT(X) → UT(X)
the time-one map of the geodesic flow (see Subsection 2.2). Also, we will use the
notation

μ(f) =

∫

UT(X)

f dμ

for f ∈ L1(UT(X), μ). By S(ϕ) we will denote the Sobolev norm of a smooth
function ϕ ∈ C∞

c (UT(X)) as defined in Section 2.6.

6.2. Smooth approximations of orthogeodesic sets. Recall that X is a hy-
perbolic surface obtained from gluing |χ(X)|-many pairs of pants along their cuffs
without twists. In each pair of pants there are infinitely many geodesic arcs that
connect any two boundary components. We consider free homotopy classes of these
arcs where the endpoints are allowed to glide freely along their respective boundary
component. In each of these free homotopy classes there is a unique orthogeodesic
arc that meets both boundaries perpendicularly. For such an orthogeodesic arc
o ⊆ X we denote its length by �(o). Now, we enumerate all orthogeodesic arcs
in all pairs of pants {oi}i∈N by increasing length, i.e. �(oi) ≤ �(oj) if i ≤ j. The
length of the i-th orthogeodesic arc oi will be denoted by �i = �(oi), and for every
orthogeodesic arc oi we denote by Pi the pair of pants that contains it. Moreover,
we consider the set Bi of all unit tangent vectors v ∈ UT(Pi) whose associated
geodesic γv ∩ Pi is in the free homotopy class of oi. In this way the sets {Bi}i∈N

are a certain enumeration of the sets {U l
k}k,l in Section 2.4.

Given such an orthogeodesic arc oi we may lift it to an orthogeodesic arc õi in
the universal covering H2, such that õi is a subarc of the imaginary axis in the
upper half-plane model. Furthermore, we may assume that the lifts of its boundary
components are half-circles C0(�i) and C1(�i) centered at 0 of radius e−�i/2 and
e�i/2, respectively. Then the universal covering π : H2 → X induces a bijection
between the set Bi and the set B(�i) of all unit tangent vectors v ∈ UT(H2), whose
base point lies between C0(�i) and C1(�i) and whose induced geodesic γv ⊆ H2

intersects C0(�i) and C1(�i).
See Figure 6.1. There is a formula for the (normalized) volume of B(�):
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e−li/2 eli/2

õi

v

γ̃v

C1(�i) C0(�i)

Figure 6.1. This figure shows the set B(�i) of all unit tangent
vectors v ∈ UT(H2), whose base point lies between C0(�i) and
C1(�i) and whose induced geodesic γv ⊆ H2 intersects C0(�i) and
C1(�i)

Lemma 6.1.

(1) The measure of B(�) is given by

μ(B(�))=
1

2π |χ(X)|
·

(
Li2

(
1

cosh2
(
�
2

)
)
+
1

2
log

(
1

cosh2
(
�
2

)
)
log

∣∣∣∣∣1−
1

cosh2
(
�
2

)
∣∣∣∣∣

)
.

(2) Asymptotically, this yields

μ(B(�)) ∼
1

π |χ(X)|
· �e−�

as �→∞.

Proof.

(1) This follows from Bridgeman’s computations in [Bri11, Section 9].
(2) Observe that

μ(B(�))

=
1

2π |χ(X)|
·

(
Li2

(
1

cosh2
(
�
2

)
)

+
1

2
log

(
1

cosh2
(
�
2

)
)
log

∣∣∣∣∣1−
1

cosh2
(
�
2

)
∣∣∣∣∣

)

=
1

2π |χ(X)|
·

(
Li2

(
1

cosh2
(
�
2

)
)
− log

(
cosh

(
�

2

))
log

(
sinh2

(
�
2

)

cosh2
(
�
2

)
))

=
1

2π |χ(X)|
·

(
Li2

(
cosh−2

(
�

2

))
+ 2 log

(
cosh

(
�

2

))
log

(
cosh
(
�
2

)

sinh
(
�
2

)
))

.

Recall that

log(cosh(x)) ∼ x
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as x→∞. Moreover,

log

(
cosh (x)

sinh (x)

)
= log

(
1 + e−2x

)
− log

(
1− e−2x

)
∼ 2e−2x

as x→∞. Thus, with x = �
2 , we have that

2 log

(
cosh

(
�

2

))
log

(
cosh
(
�
2

)

sinh
(
�
2

)
)
∼ 2

�

2
· 2e−� = 2�e−�(6.1)

as �→∞.
On the other hand

Li2(z) =

∞∑

k=1

zk

k2
= z + O(z2),

and

cosh−2

(
�

2

)
∼ 4e−�.

Thus,

Li2

(
cosh−2

(
�

2

))
∼ 4e−�.(6.2)

Using (6.1) and (6.2) we get that

μ(B(�)) ∼
1

2π |χ(X)|
·
(
2�e−� + 4e−�

)
∼

1

π |χ(X)|
· �e−�

as �→∞. �

Remark 6.2. It follows from Lemma 6.1(1) that �i ≤ �i+1 implies μ(B(�i)) ≥
μ(B(�i+1)). In particular, the sequence {μ(B(�i))}i∈N is decreasing.

Using Corollary 2.11 we obtain the following asymptotic for the length of the
i-th orthogeodesic arc.

Lemma 6.3. Let 0 < δ < 1 denote the maximal Hausdorff dimension of the limit
set for any of the constituent pairs of pants P ∈ P of X. Then

�i ∼
1

δ
· log(i).

Consequently, there are sequences (θi)i∈N, (θ
′
i)i∈N converging to 1 as i→∞, such

that

μ(B(�i)) =
1

π |χ(X)| δ
log(i)i−θi/δθ′i.

Proof. Let us fix two boundary curves C−, C+ of one of the constituent pairs of
pants P and denote by NC−,C+

(�) the number of orthogeodesic arcs in P of length
≤ � connecting the two given boundary curves. By Corollary 2.11 there is a constant
C0 > 0 such that

NC−,C+
(�) ∼ C0 · e

δP �(6.3)

as �→∞, where δ > 0 is the Hausdorff dimension of the limit set of P .
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Let us now denote by N(�) the total number of all orthogeodesic arcs in any
constituent pair of pants of length ≤ �. It follows from (6.3) that there is a constant
C > 0 such that

N(�) =
∑

P∈P

NP (�) ∼
∑

P∈P

CP e
δP � ∼ Ceδ�.

In particular, there are constants 0 < C1 < C2 such that

C1 · e
δ� ≤ N(�) ≤ C2 · e

δ�

for all � > 0.
Because we have enumerated the orthogeodesics {oi}i∈N by increasing length

{�i}i∈N, there is a constant D > 0 such that

N(�i)−D ≤ i ≤ N(�i) +D

for all i ∈ N. Thus,
i ≤ N(�i) +D ≤ C2e

δ�i +D,

equivalently
1

δ
log(i−D)−

1

δ
log(C2) ≤ �i,

and similarly

�i ≤
1

δ
log(i+D)−

1

δ
log(C1).

Therefore,

�i ∼
1

δ
log(i)

as i→∞. �

Moreover, we can approximate each of the sets B(�) by a smooth bump function
ϕ� ∈ C∞

c (UT(H2)). In the rest of this section we will explicitly construct for
every � > 0 a smooth function ϕ� ∈ C∞

c (UT(H2)) that satisfies 0 ≤ ϕ� ≤ 1 and
suppϕ� ⊆ B(�).

Let ε > 0. For any subset A ⊆ UT(X) we denote by Nε(A) the ε-neighborhood
of A, i.e.

Nε(A) := {x ∈ UT(X) | d(x,A) < ε},

where d(x,A) := inf{d(x, y) | y ∈ A} denotes the distance from x to the set A. We
can define the ε-interior of A as

intε(A) := A \Nε(A
c),

i.e. all points in A that have distance more than ε from its boundary.
Let {ψε}0<ε<ε0 ⊆ C∞

c (G) be the family of smooth approximate convolutional
identities as constructed in Appendix A. In particular, they satisfy

(1) ψε ≥ 0, and
(2)
∫
G
ψε dν = 1, and

(3) supp(ψε) ⊆ Bε(e),

for all ε > 0. In addition, for every d > 0 there is a constant K = K(d) > 0 such
that

‖Eα · ψε‖1 ≤ K ·

(
1

ε

)d

for all |α| ≤ d, where Eα denotes the multi-index derivative by left-invariant vector
fields (see Section 2.6 and Lemma A.1).
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For every � > 0 and 0 < ε = ε(�) < ε0 that may depend on �, we set

ϕ� := ψε/2 ∗ 1intε/2(B(�)) ∈ C∞
c (UT(X)).

These smooth approximations satisfy Lemma 6.4.

Lemma 6.4. Let ε = ε(�) > 0. Then there are constants C1, C2, C3 > 0, such that

(1) 0 ≤ ϕ� ≤ 1;
(2) suppϕ� ⊆ B(�);
(3) ‖1B(�) − ϕ�‖1 ≤ C1ε(�);

(4) S(ϕ�) ≤ C2 · μ(B(�)) ·
(

1
ε(�)

)d
, where d denotes the degree of the Sobolev

norm;

(5) S(ϕ�) ≤ C3 ·
(

1
ε(�)

)d
, where we denote ϕ� := 1− ϕ�.

Proof. (1) Follows immediately from the construction.

(2) By definition supp(1intε/2(B(�))) = intε/2(B(�)). Thus every point in

supp(1intε/2(B(�))) has distance at least ε/2 from ∂B(�). Because supp(ψε/2)

⊆ Bε/2(id) and dUT(X)(gv, w) ≤ dG(g, id) for all v, w ∈ UT(X), g ∈ G, it
follows by the definition of convolution that supp(ϕ�) ⊆ B(�).

(3) By construction ϕ� differs from 1B(�) only on the inner ε-tube neighborhood
of B(�)

Tε := B(�) \ intε(B(�)) ⊆ B(�).

Because both functions take values in [0, 1], one obtains the trivial bound

‖1B(�) − ϕ�‖1 ≤ μ(Tε).

It can be shown that both the principal curvature of the smooth bound-
ary components of ∂B(�) and its area Area(∂B(�)) are uniformly bounded.
Thus, there exists C1 > 0 independent of � and 0 < ε < ε0 such that

μ(Tε) ≤ C1ε(�)

by the Tube Lemma C.1.
It is well known that geodesic trajectories in UT(H2) are given unit

vector fields of constant slope along geodesic lines in H2. Note that the
unit vectors on B(�) have basepoint in a given ideal quadrilateral, such
that forward and backward trajectories intersect two designated opposite
sides of the ideal quadrilateral, which we call opposing sides.

The boundary of ∂B(�) can be described as the unions of 6 faces: 4
which we call side faces and 2 that we call opposing faces, which we will
now describe. Side faces are composed by unit vectors whose basepoints
are in an ideal triangle formed by 3 out of the 4 ideal vertices associated to
B(�) (see vector v in Figure 6.2 with basepoint in the shaded ideal triangle
therein), and their geodesic trajectories end at the ideal vertex that does
not pair to form an opposing side in the triangle. Hence, side faces are
totally geodesic along the geodesic lines ending at the ideal vertex. In
the orthogonal direction we have horocycles tangent at the ideal vertex
and the unit vectors are normal to those horocycles. Since UT(H2) is a
Riemannian submersion, these horocyclic trajectories have curvature equal
to 1. Because of the symmetries of side face, these horocyclic trajectories
are lines of curvature, which tells us the principal curvatures of a side face
are 0 (the totally geodesic direction) and 1 (the horocyclic direction).



VOLUME BOUND FOR RANDOM GEODESIC COMPLEMENTS 1017

Figure 6.2. This figure shows a vector v is in a side face of B(�).
The basepoint of v is located within an ideal triangle determined by
3 vertices of B(�). The vector w is in an opposite face of B(�), with
basepoint one of the two geodesics delimiting B(�) and geodesic
crossing the other delimiting geodesic.

On the other hand, opposing faces are composed of vectors whose base-
points are on one of the opposing sides of the ideal quadrilateral, such that
their geodesic trajectory intersects the other opposing side (see vector w in
Figure 6.2). Since unit vectors based at a geodesic are a totally geodesic
submanifold (by the geodesic description of UT(H2)), it follows that op-
posing faces are totally geodesic in UT(H2), because these faces are open
sets of totally geodesic submanifolds.

(4) Recall that

S(ϕ�) =

d∑

|α|=0

‖Eα · ϕ�‖2 .

By Lemma 2.14 we get

‖Eα · ϕ�‖2 =
∥∥∥Eα · (ψε/2 ∗ 1intε/2(B(�)))

∥∥∥
2

=
∥∥∥(Eα · ψε/2) ∗ 1intε/2(B(�))

∥∥∥
2

≤
∥∥Eα · ψε/2

∥∥
1
·
∥∥∥1intε/2(B(�))

∥∥∥
2

≤ K ·

(
2

ε(�)

)d

· μ(B(�)).

Hence,

S(ϕ�) =

d∑

|α|=0

‖Eα · ϕ�‖2 ≤ C2 · μ(B(�)) ·

(
1

ε(�)

)d

for C2 = dK2d > 0.
(5) Observe that

ϕ� = 1− ϕ� = 1− ψε/2 ∗ 1intε/2(B(�)) = ψε/2 ∗ (1− 1intε/2(B(�))).
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As before we get

‖Eα · ϕ�‖2 ≤
∥∥Eα · ψε/2

∥∥
1
·
∥∥∥1− 1intε/2(B(�))

∥∥∥
2

≤ K ·

(
2

ε(�)

)d

.

Hence,

S(ϕ�) =

d∑

|α|=0

‖Eα · ϕ�‖2 ≤ C3 ·

(
1

ε(�)

)d

for some C3 > 0. �

6.3. Counting the number of visited sets. The orthogeodesic sets {Bi}i∈N

defined in Section 6.2 partition the unit tangent bundle UT(X) (up to a null set).
For a given unit tangent vector v ∈ UT(X) let CN (v) denote the number of different
sets in this partition that the orbit v, Tv, . . . , TN−1v has visited, i.e.

CN (v) := #{i ∈ N | ∃0 ≤ n ≤ N − 1 : Tnv ∈ Bi}.

It follows immediately from the definition that

AP(γv[0, N ]) ≥ CN (v);

see also Remark 2.10. Therefore, we would like to find a certain growth rate F (N)
for the number of visited sets such that for μ-almost every v ∈ UT(X) we have

CN (v) ≥ F (N)

for N large enough. This is established by Theorem 6.5.

Theorem 6.5. Let η > 1 and let F : N→ (0,+∞) be a function satisfying

F (N) ∈ O(Nδ/2η).

Then, for μ-almost every v ∈ UT(X) there is an N0 = N0(v) ∈ N such that

CN (v) ≥ F (N)

for all N ≥ N0.

Proof. We need to prove that the set

Ω :=

{
v ∈ UT(X)

∣∣∣∣∃N0 ∈ N ∀N ≥ N0 : CN (v) ≥ F (N)

}

has full measure.
Let N ∈ N and denote by ΩN ⊆ UT(X) the set of all vectors v ∈ UT(X) such

that

CN (v) ≥ F (N).

With this notation we have

Ω = lim inf
N→∞

ΩN =
⋃

N0∈N

⋂

N≥N0

ΩN .

In order to show that Ω has full measure we need to see that its complement

Ωc = lim sup
N→∞

Ωc
N =

⋂

N0∈N

⋃

N≥N0

Ωc
N
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has measure zero. By the Borel–Cantelli Lemma this will follow if the sequence
(μ(Ωc

N ))N∈N is summable, i.e.

∞∑

N=1

μ(Ωc
N ) < +∞.(6.4)

Before we proceed with verifying (6.4) we make some general observations first:
if the orbit v, Tv, . . . , TN−1v has visited less than m sets, i.e. CN (v) < m, then v
has not visited all of the first m sets B1, . . . , Bm in particular. Thus,

μ(CN < m) ≤ μ

(
m⋃

i=1

N−1⋂

k=0

T−k(Bc
i )

)
≤

m∑

i=1

μ

(
N−1⋂

k=0

T−k(Bc
i )

)
.

Notice that

μ

(
N−1⋂

k=0

T−k(Bc
i )

)
=

∫

UT(X)

N−1∏

k=0

(
1Bc

i
◦ T k
)
dμ.

We want to apply our exponential mixing Theorem B.3 to the right-hand-side. For
this we will approximate the sets Bi by smooth functions ϕi ∈ C∞

c (UT(X)) as
described in Section 6.2. For each i ∈ N we let εi > 0 be a positive number that we
will specify later. Given ε(�i) = εi we obtain smooth functions ϕ�i ∈ C∞

c (UT(H2))
that approximate the sets B(�i) ⊆ UT(H2). Via the isometry Bi

∼= B(�i) these
pull-back to smooth approximations of the set Bi that satisfy the assertions of
Lemma 6.4. Finally, we set ϕi := 1− ϕi ≥ 1Bc

i
.

Thus, we get

∫

UT(X)

N−1∏

k=0

(
1Bc

i
◦ T k
)
dμ ≤

∫

UT(X)

N−1∏

k=0

(
ϕi ◦ T

k
)
dμ.

In order to obtain an error term that tends to zero from Theorem B.3, we will
take the product only over an equally spaced subset of {0, . . . , N − 1}. Let n ∈ N,
which we will also specify later, and set

l :=

⌊
N − 1

n− 1

⌋
.

By Theorem B.3 we obtain

∫

UT(X)

N−1∏

k=0

(
ϕi ◦ T

k
)
dμ ≤

∫

UT(X)

n−1∏

k=0

(
ϕi ◦ T

k·l
)
dμ

≤ μ(ϕi)
n + L · (n− 1) ·Dn · S(ϕi)

n · e−β·l

for all l ≥ K0, where S denotes the degree d = 3 Sobolev norm and the constants
α, β > 0 are as in Theorem B.3.
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Therefore,

μ(CN < m) ≤
m∑

i=1

μ

(
N−1⋂

k=0

T−k(Bc
i )

)

≤
m∑

i=1

(
μ(ϕi)

n + L · (n− 1) ·Dn · S(ϕi)
n · e−β·l

)

≤
m∑

i=1

μ(ϕi)
n

︸ ︷︷ ︸
=:A1(N)

+L · (n− 1) ·Dn · e−β·l ·
m∑

i=1

S(ϕi)
n

︸ ︷︷ ︸
=:A2(N)

.

Thus, we are left with proving that both sequences {A1(N)}N∈N and {A2(N)}N∈N

are summable for m = m(N) := �F (N)� = O(Nδ/2η) and suitable choices of εi and
n = n(N). To this end, we set

εi :=
μ(Bi)

C1(2 + log(i))
, ∀i ∈ N,(6.5)

and choose n(N) ∈ N such that

n(N) ∼ N1/2η′

(6.6)

for some fixed 1 < η′ < η.
Moreover, note that we may assume without loss of generality that

m(N) � Nδ/2η,(6.7)

i.e. there are positive constants A,B > 0 and N0 ∈ N such that A·Nδ/2η ≤ m(N) ≤
B · Nδ/2η for all N ≥ N0. Indeed, for every function m1(N) ∈ O(Nδ/2η) there is
a function m2(N) � Nδ/2η such that m1(N) ≤ m2(N) for sufficiently large N . In
this case,

μ(CN < m1(N)) ≤ μ(CN < m2(N)),

whence it suffices to prove that (μ(CN < m(N)))N∈N is summable whenever
m(N) � Nδ/2η . In particular, we may assume that m(N)→ +∞ as N → +∞.

Regarding A1(N). Observe that

μ(ϕi) ≤ 1− (μ(Bi)− C1εi) ≤ 1− 1
2μ(Bi)(6.8)

for every i ∈ N by (6.5). Because the sets {Bi}i∈N are enumerated in such a way
that the sequence (μ(Bi))i∈N is monotonically decreasing, we obtain that

A1(N) ≤
m∑

i=1

μ(ϕi)
n ≤

m∑

i=1

(
1− 1

2μ(Bi)
)n
≤ m
(
1− 1

2μ(Bm)
)n

.

By Lemma 6.3 there are sequences (θi)i∈N, (θ
′
i)i∈N converging to 1 as i → ∞,

such that

μ(Bi) = μ(B(�i)) =
1

π |χ(X)| δ
log(i)i−θi/δθ′i(6.9)

for all i ∈ N.
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Regarding the logarithm we get

log(A1(N)) ≤ log(m) + n log
(
1− 1

2μ(Bm)
)

(
)

≤ log(m)−
n

2
μ(Bm)

= log(m)−
θ′m

2π |χ(X)| δ
n log(m)m−θm/δ

= − log(m)
n

mθm/δ

(
θ′m

2π |χ(X)| δ
−

mθm/δ

n

)
,(�)

where we used the fact that log(x+1) ≤ x for all x ∈ R in (�) and plugged-in (6.9).
From m = m(N) � Nδ/2η it follows that

log(m(N)) ∼
δ

2η
log(N).(6.10)

Furthermore, n = n(N) ∼ N1/2η′

, η′ < η, m = m(N) → +∞ as N → +∞ and
θm → 1 as m→ +∞, such that − 1

2η′
+ θm

2η < 0 for large m and hence

mθm/δ

n
�

Nθm/2η

N1/2η′
= N

−
1
2η′

+
θm
2η → 0(6.11)

as N → +∞.
Using both (6.10) and (6.11) in (�) we obtain that there is a positive constant

C ′ > 0 such that

log(A1(N)) ≤ −C ′ n

mθm/δ
log(N)

for sufficiently large N . Again by (6.11) we have that, as N → +∞, n
mθm/δ → +∞

whence

log(A1(N)) ≤ −2 log(N)

for sufficiently large N . Equivalently,

A1(N) ≤
1

N2

for sufficiently large N , which implies that the sequence (A1(N))N∈N is summable.
Regarding A2(N). Let us consider the logarithm of A2(N):

log(A2(N)) = log(L) + log(n− 1) + log(D)n− βl + log

(
m∑

i=1

S(ϕi)
n

)

= −βl ·

(
1−

log(D)

β
·
n

l
−

log(n− 1)

βl
−

log(L)

βl

)
+ log

(
m∑

i=1

S(ϕi)
n

)
.

Note that

l =

⌊
N − 1

n− 1

⌋
∼

N

n
∼ N1−1/2η′

→ +∞,

whence
n

l
∼

N1/2η′

N1−1/2η′
= N1/η′−1 → 0

and
log(n− 1)

βl
�

n

l
→ 0,

log(L)

βl
→ 0
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as N → +∞. Therefore,

−βl ·

(
1−

log(D)

β
·
n

l
−

log(n− 1)

βl
−

log(L)

βl

)
∼ −β ·N1−1/2η′

.(6.12)

By Lemma 6.4 there is C3 > 0 such that

S(ϕi) = S(ϕ�i) ≤ C3 ·

(
1

εi

)d

for all i ∈ N.
Recall that we set

εi =
μ(Bi)

C1(2 + log(i))

and that the sets Bi are enumerated in such a way that their measures μ(Bi) are
decreasing in i. Therefore, the sequence εi is decreasing in i, too. Thus, we obtain

m∑

i=1

S(ϕi)
n ≤

m∑

i=1

Cn
3 ε

−dn
i ≤ mCn

3 ε
−dn
m .

From (6.9) it follows that εm � m−θm/δ. Thus, there is a positive constant
C4 > 0 such that

mCn
3 ε

−dn
m ≤ mCn

4m
θmnd/δ.

Regarding the logarithm this yields

log

(
m∑

i=1

S(ϕi)
n

)
≤ log(m)+log(C4)n+θm

d

δ
n log(m)�n log(m)�N1/2η′

· log(N).

(6.13)

Combining the estimates (6.12) and (6.13) there is a positive constant C5 > 0
such that

log(A2(N)) ≤ C5 ·
(
−N1−1/2η′

+N1/2η′

· log(N)
)

= −C5 ·N
1−1/2η′

·

(
1−

log(N)

N1−1/η′

)

︸ ︷︷ ︸
→1

.

Hence, there is a positive constant C6 > 0 and γ := 1− 1
2η′

> 0, such that

A2(N) ≤ exp (−C6 ·N
γ)

for sufficiently large N . Since the sequence (exp (−C6 ·N
γ))N∈N

is summable it
follows that (A2(N))N∈N is summable, too.

All in all, this shows that the sequence (μ(Ωc
N ))N∈N is summable, and we con-

clude by the Borel–Cantelli Lemma. �

7. Proof of the main theorem

We now have all the ingredients needed to prove our main volume estimate for
volumes of canonical lifts of generic filling geodesics.

We choose a hyperbolic structure X on our surface Sg so that all pairs of pants
P ∈ P glued without twists and all the conditions of Section 4 are satisfied. More-
over, we let 0 < δ < 1 denote the maximal Hausdorff dimension of the limit set of
P ∈ P.
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Theorem 7.1. Let η > 1(> δ > 0) and let F (t) ∈ O(tδ/2η). Then for μ-almost
every v ∈ UT(X) there is T ′ = T ′(v) such that γ̂v(t) is filling and

F (�X(γ̂v(t))) ≤ Vol(Mγ̂p
v (t))

for every t ∈ Rε(v) ∩ [T ′(v),+∞). Moreover, as long as F is increasing we obtain
that F (�X(γ̂p

v(t))) ≤ Vol(Mγ̂p
v (t)).

Proof. Let v ∈ UT(X) and t ∈ Rε(v) ∩ [t∗(v),+∞). We consider the filling closed
geodesic γ̂v = γ̂v(t) and its primitive subcurve γ̂p

v = γ̂p
v (t). Then, Mγ̂p

v
is hyperbolic

and we now want to estimate its volume. We know that by [RM20] we have;

v3
2

∑

P∈P

(# {γ̂p
v -arcs in P} − 3) ≤ Vol(Mγ̂p

v
).

Since the arcs are not counted with multiplicity we have that

1

2
AP(γ̂

p
v ) =

∑

P∈P

# {γ̂p
v -arcs in P} =

∑

P∈P

# {γ̂v-arcs in P} =
1

2
AP(γ̂v),

where the factor 1
2 is due to the fact the number of arcs in the projective bundle is

at least half the number of arcs in the unit tangent bundle; see Remark 5.3.
By Proposition 5.4 we may compare the number AP(γ̂v) of homotopy classes of

arcs for γ̂v to the number AP(γv[0, t]) of homotopy classes of arcs in the geodesic
ray γv[0, t] of length t starting from v:

AP(γv[0, t])− 6 ≤ AP(γ̂v).

With the notation of Section 6.3 we may further estimate

C�t�(v) ≤ AP(γv[0, t]).

Thus, there are constants A,B > 0 (that are functions of χ(X) and v3) such
that

A · C�t�(v)−B ≤ Vol(Mγ̂p
v
).

It follows from the Anosov Closing Lemma 2.3 that the length/period of γ̂v(t)
is close to t

|�X(γ̂v(t))− t| ≤ ρ,

whence

�t� = �X(γ̂v(t)) + ∆

for some ∆ ∈ [−ρ− 1, ρ+ 1].
Applying Theorem 6.5 we obtain that for any function G(N) ∈ O(Nδ/2η) there

is a subset of full measure Ω ⊆ UT(X) satisfying that for every v ∈ Ω there is
N0 = N0(v) ∈ N such that

CN (v) ≥ G(N)

for every N ≥ N0(v).
Putting everything together we obtain

(7.1) Vol(Mγ̂p
v
) ≥ A ·G(�t�)−B = A ·G(�X(γ̂v(t)) + ∆)−B

for every v ∈ Ω, t ∈ Rε(v)∩ [max{N0(v), t
∗(v)},+∞) and some ∆ ∈ [−ρ−1, ρ+1].

Note that for any F (t) ∈ O(tδ/2η) the function

G(N) := 1
A sup

∆
F (N +∆) + B

A ,
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where the supremum is taken over ∆ ∈ [−ρ − 1, ρ + 1], is in O(Nδ/2η), too. With
this choice of G it follows from (7.1) that

Vol(Mγ̂p
v
) ≥ A ·G(�X(γ̂v(t)) + ∆)−B ≥ F (�X(γ̂v(t)))

for every v ∈ Ω, t ∈ Rε(v)∩ [T
′(v),+∞), where we set T ′(v) := max{N0(v), t

∗(v)}.
The case for F increasing follows from the fact that �X(γ̂v(t)) ≥ �X(γ̂p

v(t)). This
concludes the proof. �

In combination with Lemma 4.8 this gives us:

Theorem 7.2. Let X be a closed hyperbolic surface and P a pants decomposition in
which each pant is glued without twist. Let η > 1(> δ > 0) and let F (t) ∈ O(tδ/2η).

Then the collection of filling, primitive closed geodesics satisfying

F (�X(γ)) ≤ Vol(Mγ)

has asymptotic density one.

Proof. A direct application of Lemma 4.8 yields that the collection

A′ := {γ ∈ G | γ is filling and F (�X(γ)) ≤ Vol(Mγp)}

has asymptotic density one since

ΩA′ = {v ∈ UT(X) | ∃T > 0∀t ∈ Rε(v) ∩ [T,∞) : γ̂v(t) ∈ A
′}

has full measure.
Finally, observe that the collection of primitive geodesics G′ ⊆ G has asymptotic

density one. Indeed, it is known that

#G(R) = #{γ ∈ G | �X(γ) ≤ R} ∼
eR

R

as R → +∞; see Remark 2.4. Any non-primitive geodesic traverses some other
geodesic at least twice whence

#G(R)−#G′(R) ≤ #G(R/2) ∼
eR/2

R/2
,

and
#G(R)−#G′(R)

#G(R)
∼ 2

eR/2

eR
→ 0

as R→ +∞.
Therefore, the intersection A′ ∩ G′ has asymptotic density one, too. �

Appendix A. Explicit construction of approximate convolutional

identities

We call {ψε}0<ε<ε0 ⊆ L1(G) a family of approximate convolutional identities if

(1) ψε ≥ 0, and
(2)
∫
G
ψε dν = 1, and

(3) supp(ψε) ⊆ Bε(e),

for all 0 < ε < ε0.
In the rest of this section we will construct an explicit family of approximate

convolutional identities {ψε}0<ε<ε0 ⊆ C∞
c (G), and estimate the L1-norms of their

derivatives (see Lemma A.1).
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There is ε0 > 0 such that exp: Bε0(0) ⊆ g→ G is a diffeomorphism on its image.
Let us denote by log : exp(Bε0(0)) ⊆ G → Bε0(0) ⊆ g its inverse. We may choose

a smooth bump function ψ̃ε0 ∈ C∞
c (g), such that ψ̃ε0 ≥ 0 and ∅ �= supp(ψ̃ε0) ⊆

Bε0(0). We set

ψε0(g) :=

{
ψ̃ε0(log(g)), if g ∈ exp(Bε0(0)),

0, else;

for every g ∈ G. Further, we set

Mε0 :=

∫

G

ψε0 dν > 0,

and define

ψε0 :=
ψε0

Mε0

.

Then ψε0 satisfies (1) and (2).
Regarding (3) observe that for every X ∈ Bε0(0) the curve c(t) := exp(tX), 0 ≤

t ≤ 1 connects e and exp(X) ∈ exp(Bε0(0)). Therefore,

dG(exp(X), e) ≤ �(c) =

∫ 1

0

‖ċ(t)‖ dt = ‖X‖ < ε0,

and exp(Bε0(0)) ⊆ Bε0(e). Thus ψε0 satisfies (3), too.
We will continue to define the other members of the family {ψε}0<ε<ε0 by rescal-

ing ψε0 . Let 0 < ε < ε0. We define

ψ̃ε(X) := ψ̃ε0

(ε0
ε
X
)

for all X ∈ g. By definition, supp(ψ̃ε) ⊆ Bε(0).
As before, we set

ψε(g) :=

{
ψ̃ε(log(g)), if g ∈ exp(Bε(0)),

0, else;

for every g ∈ G,

Mε :=

∫

G

ψε dν > 0,

and define

ψε :=
ψε

Mε
.

Then ψε satisfies (1), (2) and (3) as before.
The following L1-estimates are used in Section 6.2.

Lemma A.1. For every d > 0 there is a constant K = K(d) > 0 such that

‖Eα · ψε‖1 ≤ K ·

(
1

ε

)d

holds for every 0 < ε < ε0 and every multi-index α with |α| ≤ d.

Proof. Recall that

‖Eα · ψε‖1 = M−1
ε

∥∥Eα · ψε

∥∥
1
.

Let us first estimate Mε =
∫
G
ψε dν, and see that Mε � ε3.
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We compute

Mε =

∫

G

ψε dν =

∫

exp(Bε(0))

ψ̃ε(log(g)) dν(g)

=

∫

Bε(0)

ψ̃ε(X) d(log∗ ν)(X)

=

∫

Bε(0)

ψ̃ε(X) ·
d(log∗ ν)

dλ
(X) dλ(X),

where we denote by λ the Lebesgue measure on g and d(log
∗
ν)

dλ denotes the Radon-
Nikodym derivative of log∗ ν with respect to λ. This is well-defined since the
measure log∗(ν) is clearly of Lebesgue class. Moreover, because it is the push-
forward of the Haar measure ν via the diffeomorphism log : exp(Bε0(0))→ Bε0(0),
the Radon-Nikodym derivative is smooth. Consequently there are uniform upper
and lower bounds

0 < inf
X

d(log∗ ν)

dλ
(X), sup

X

d(log∗ ν)

dλ
(X) < +∞,

where the infimum and the supremum are taken over the compact set supp(ψε0) ⊆
Bε0(0).

Hence,

Mε �

∫

Bε(0)

ψ̃ε(X) dλ(X) =

(
ε

ε0

)3

·

∫

Bε(0)

ψ̃ε0

(ε0
ε
X
)
·
(ε0
ε

)3
dλ(X)

=

(
ε

ε0

)3

·

∫

Bε0
(0)

ψ̃ε0 dλ � ε3,

as asserted.
We turn to

∥∥Eα · ψε

∥∥
1
. For a single Ei we have

(Ei · ψε)(g) =
d

dt

∣∣∣∣
t=0

ψε(exp(−tEi)g)

for every g ∈ G. Thus, if we define by Ẽi the right-invariant vector field given by

Ẽi(e) = −Ei, then we can rewrite

Eα · ψε = Ẽα · ψε,

where the right hand side is understood as the usual derivation with respect to
vector fields.

On supp(ψε) ⊆ exp(Bε(0)) we obtain

Ẽα · ψε = Ẽα · (ψ̃ε ◦ log) =
(
log∗(Ẽ)α · ψ̃ε

)
◦ log .

Here we denote by log∗(Ẽ)i ∈ X(Bε(0)) the push-forward of the vector field Ẽi

along the map log : exp(Bε(0))→ Bε(0) ⊆ g.

We may express log∗(Ẽ)i with respect to the standard vector fields ∂1, . . . , ∂3 of
g ∼= R3. In this way, we obtain polynomials Pα =

∑
0≤|β|≤|α| c

β
α · ∂β ∈ U(X(Bε(0)))

such that

log∗(Ẽ)α = Pα,
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where cβα : Bε(0)→ R are smooth coefficient functions. If we apply these to ψ̃ε, we
obtain (

log∗(Ẽ)α · ψ̃ε

)
(X) =

(
Pα · ψ̃ε

)
(X) =

∑

0≤|β|≤|α|

cβα(X) · ∂βψ̃ε(X)

=
∑

0≤|β|≤|α|

cβα(X) · ∂β
(
ψ̃ε0

(ε0
ε
X
))

=
∑

0≤|β|≤|α|

(ε0
ε

)|β|
cβα(X) ·

(
∂βψ̃ε0

)(ε0
ε
X
)

for every X ∈ Bε(0).
With these preliminary computations we obtain

∥∥Eα · ψε

∥∥
1
=

∫

G

∣∣Eα · ψε

∣∣ dν

=

∫

G

∣∣∣
(
log∗(Ẽ)α · ψ̃ε

)
◦ log
∣∣∣ dν

=

∫

Bε(0)

∣∣∣
(
log∗(Ẽ)α · ψ̃ε

)
(X)
∣∣∣ ·
∣∣∣∣
d log∗(ν)

dλ
(X)

∣∣∣∣ dλ(X)

�

∫

Bε(0)

∣∣∣
(
log∗(Ẽ)α · ψ̃ε

)
(X)
∣∣∣ dλ(X)

�
∑

0≤|β|≤|α|

∣∣∣ε0
ε

∣∣∣
|β|
∫

Bε(0)

∣∣cβα(X)
∣∣ ·
∣∣∣
(
∂βψ̃ε0

)(ε0
ε
X
)∣∣∣ dλ(X)

=
∑

0≤|β|≤|α|

∣∣∣ε0
ε

∣∣∣
|β|−3

∫

Bε0
(0)

∣∣∣∣c
β
α

(
ε

ε0
X

)∣∣∣∣ ·
∣∣∣
(
∂βψ̃ε0

)
(X)
∣∣∣ dλ(X)

︸ ︷︷ ︸
uniformly bounded

�
(ε0
ε

)|α|−3

.

In conjunction with Mε � ε3 we get that

‖Eα · ψε‖1 = M−1
ε

∥∥Eα · ψε

∥∥
1
�
(ε0
ε

)|α|
≤
(ε0
ε

)d
�

(
1

ε

)d

.

�

Appendix B. Exponential higher-order mixing

Let Y := UT(X) ∼= Γ\G denote the unit tangent bundle of a closed hyperbolic
surface X = Γ\H2 with G = PSL2 R and Γ a torsion-free cocompact subgroup. We
set

at :=

(
et/2 0
0 e−t/2

)
and us :=

(
1 s
0 1

)

for all t, s ∈ R.
The geodesic flow on Y through x = Γg ∈ Γ\G is given by

xat := Γgat ∀t ∈ R,

and the horocycle flow is given by

xus := Γgus ∀s ∈ R.
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Moreover, we denote by T : Y → Y the time-one map of the geodesic flow, i.e.
T (x) := xa1 for all x ∈ Y . Moreover, we will abbreviate integration with respect
to the unique invariant probability measure (the normalized Liouville measure) on
Y by dx or dy.

The following formula will be useful:

atusa−t =

(
et/2 0
0 e−t/2

)(
1 s
0 1

)(
e−t/2 0
0 et/2

)
=

(
1 ets
0 1

)
= uets

for all t, s ∈ R.
Moreover, we will use the following result due to Burger [Bur90]:

Theorem B.1 ([Bur90, Theorem 2 (C)]). Let λ1 < 0 be the first non-zero eigen-
value of the Laplacian of X and let 0 < α ≤ 1

2 satisfy α(α − 1) ≥ λ1. Then, we
have for all f ∈ C∞

c (Y ) and T ≥ 1

sup
x∈Y

∣∣∣∣∣
1

2T

∫ T

−T

f(xut)dt−

∫

Y

f(y)dy

∣∣∣∣∣ ≤ c
T−α − Tα−1

1− 2α
S(f),

where S(f) = S3(f) denotes the degree d = 3 Sobolev norm; see Section 2.6.

Corollary B.2. In particular, we obtain that there exist C > 0, α > 0 such that
for all f ∈ C∞

c (Y ), for all T ≥ 1/2, and for all x ∈ Y
∣∣∣∣∣
1

T

∫ T

0

f(xut)dt−

∫

Y

f(y)dy

∣∣∣∣∣ ≤ CT−α S(f).

We will now deduce the following exponential k-mixing result. Note that similar
results have been deduced in more generality before; see [BEG17]. However, for our
application it is important that the given constants depend neither on the functions
nor on the number of functions.

Theorem B.3 (Exponential k-mixing). Let α be as in Theorem B.1. There are
constants D,L ≥ 1 and K0 > 0, such that
∣∣∣∣∣∣

∫

Y

n∏

j=1

(
fj ◦ T

−j·k
)
dx−

n∏

j=1

(∫

Y

fj dx

)∣∣∣∣∣∣
≤ L · (n− 1) ·Dn · e−

α
1+αk ·

n∏

j=1

S(fj)

for all n ∈ N, for all f1, . . . , fn ∈ C∞
c (UT(X)) and all integers k ≥ K0. Here

S(f) = S3(f) denotes the degree d = 3 Sobolev norm as before.

Clearly, the above result for the geodesic flow translates into the following equiv-
alent exponential k-mixing result for the time-reversed geodesic flow.

Corollary B.4. With the same constants as above we have that
∣∣∣∣∣∣

∫

Y

n∏

j=1

(
fj ◦ T

j·k
)
dx−

n∏

j=1

(∫

Y

fj dx

)∣∣∣∣∣∣
≤ L · (n− 1) ·Dn · e−

α
1+αk ·

n∏

j=1

S(fj)

for all n ∈ N, for all f1, . . . , fn ∈ C∞
c (UT(X)) and all integers k ≥ K0.
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Proof. Indeed, the measure μ is invariant under T−n·k : Y → Y . Thus,
∣∣∣∣∣∣

∫

Y

n∏

j=1

(
fj ◦ T

j·l
)
dx−

n∏

j=1

(∫

Y

fj dx

)∣∣∣∣∣∣

=

∣∣∣∣∣∣

∫

Y

n∏

j=1

(
fj ◦ T

−(n−j)·k
)
dx−

n∏

j=1

(∫

Y

fj dx

)∣∣∣∣∣∣

≤ L · (n− 1) ·Dn · e−
α

1+αk ·
n∏

j=1

S(fj)

after reversing the indices fj ↔ fn−j . �

We thank Einsiedler for suggesting the strategy for the following proof of Theo-
rem B.3.

Proof of Theorem B.3. We will prove the theorem by induction on the number of
functions n. The induction base n = 2 is the classical result that the geodesic flow
is exponentially mixing. However, we include a proof here, since it illustrates the
idea for the induction step.

Let f1, f2 ∈ C∞
c (Y ), k ∈ N, and T ≥ 1/2. We will choose T appropriately later

on. In a first step we split the error into two terms ∆,∆′ that we will then bound
separately.

∣∣∣∣
∫

Y

f1(x)f2(T
−k(x))dx−

∫

Y

f1(x)dx

∫

Y

f2(x)dx

∣∣∣∣

=

∣∣∣∣
∫

Y

f1(x)f2(xa−k)dx−

∫

Y

f1(x)dx

∫

Y

f2(x)dx

∣∣∣∣

=

∣∣∣∣∣
1

T

∫ T

0

∫

Y

f1(xus)f2(xusa−k)dxds−

∫

Y

f1(x)dx

∫

Y

f2(x)dx

∣∣∣∣∣
≤ ∆+∆′,

where

∆ :=

∣∣∣∣∣
1

T

∫ T

0

∫

Y

f1(xus)f2(xusa−k)dxds−
1

T

∫ T

0

∫

Y

f1(x)f2(xusa−k)dx

∣∣∣∣∣ ,

∆′ :=

∣∣∣∣∣

∫

Y

f1(x)

(
1

T

∫ T

0

f2(xusa−k)ds

)
dx−

∫

Y

f1(x)

(∫

Y

f2(y)dy

)
dx

∣∣∣∣∣ .

Let us first bound ∆. We denote by

U :=

(
0 1
0 0

)
=

d

dt

∣∣∣∣
t=0

exp(ut) ∈ sl2(R).

By the Sobolev Embedding Theorem 2.12 there is a constant D0 > 0 such that

|f(xut)− f(x)| =
∣∣(λexp(tU)f)(x)− f(x)

∣∣ ≤
∫ t

0

|(U · f)(xus)| ds(B.1)

≤ t · ‖U · f‖∞ ≤ D0 · S(f) · t

for all f ∈ C∞
c (Γ\G), t ∈ R, x ∈ Γ\G.
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Thus, we may estimate

∆ ≤
1

T

∫ T

0

∫

Y

|f1(xus)− f1(x)|︸ ︷︷ ︸
≤D0 S(f1)T

|f2(xusa−k)|︸ ︷︷ ︸
≤‖f2‖∞

≤KSob S(f2)

dxds ≤ D0KSob S(f1)S(f2)T.

Using Corollary B.2 we may estimate ∆′ as follows.

∆′ =

∣∣∣∣∣

∫

Y

f1(x)

(
1

T

∫ T

0

f2(xa−kakusa−k)ds

)
dx−

∫

Y

f1(x)

(∫

Y

f2(y)dy

)
dx

∣∣∣∣∣

≤

∫

Y

|f1(x)|︸ ︷︷ ︸
≤‖f1‖∞

∣∣∣∣
1

T

∫ T

0

f2(xakueks)ds

︸ ︷︷ ︸
= 1

ekT

∫ ekT
0

f2(xakut)dt

−

∫

Y

f2(y)dy

∣∣∣∣dx

(
)

≤ KSob S(f1) · C · S(f2)(e
kT )−α ≤ CKSob S(f1)S(f2)T

−αe−αk,

where we assumed in (�) that ekT ≥ 1/2.
Altogether

∆ +∆′ ≤ D2 S(f1)S(f2) (T + T−αe−αk)︸ ︷︷ ︸
=:F2(T )

for D := max(1, C,KSob, D0).
The function F2 attains its global minimum at its unique critical point

T2 := α1/(1+α)ek/(1+α),

with

F2(T2) =
(
α1/(1+α) + α−α/(1+α)

)

︸ ︷︷ ︸
≤L

e−
α

1+αk,

where we set L := D
α

1+α

1

(
α1/(1+α) + α−α/(1+α)

)
with D1 := 1/(1− e−1) > 1. (The

relevance of these choices will become apparent in the induction step.)
Observe that

ekT2 = α1/(1+α)ek/(1+α) ≥
1

2
⇐⇒ k ≥ − log(α)− (1 + α) log(2).

In particular, ekT2 ≥ 1/2 holds if

k ≥ K0 := log(D1)− log(α)− (1 + α) log(2).

All in all,

∆ +∆′ ≤ LD2 S(f1)S(f2)e
− α

1+αk

for all k ≥ K0. This concludes the proof of the induction base.
We now proceed with the induction step, going from n−1 to n functions. Let f1,

. . . , fn ∈ C∞
c (Y ), T ≥ 1/2, and k ∈ N. As for the induction base we will determine

T later on. This time we will split the error in three terms ∆1,∆2,∆3 that we will
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then bound separately.

∣∣∣∣∣∣

∫

Y

f1(x) · . . . · fn(xa−k(n−1))dx−
n∏

j=1

∫

Y

fj(x)dx

∣∣∣∣∣∣

=

∣∣∣∣∣∣
1

T

∫ T

0

∫

Y

f1(xus) · . . . · fn(xusa−k(n−1))dxds−
n∏

j=1

∫

Y

fj(x)dx

∣∣∣∣∣∣
≤ ∆1 +∆2 +∆3,

where we set

∆1 :=

∣∣∣∣
1

T

∫ T

0

∫

Y

f1(xus) · . . . · fn(xusa−k(n−1))dxds

−
1

T

∫ T

0

∫

Y

f1(x) · . . . · fn−1(xa−k(n−2)) · fn(xusa−k(n−1))dxds

∣∣∣∣,

∆2 :=

∣∣∣∣
1

T

∫ T

0

∫

Y

f1(x) · . . . · fn−1(xa−k(n−2)) · fn(xusa−k(n−1))dxds

−

∫

Y

f1(x) · . . . · fn−1(xa−k(n−2)) ·

(∫

Y

fn(y)dy

)
dx

∣∣∣∣,

∆3 :=

∣∣∣∣
∫

Y

f1(x) · . . . · fn−1(xa−k(n−2)) ·

(∫

Y

fn(y)dy

)
dx

−

∫

Y

f1(x)dx · . . . ·

∫

Y

fn(x)dx

∣∣∣∣.

Let us start with ∆3. By the induction hypothesis we have that

∆3 ≤

∣∣∣∣
∫

Y

f1(x) · . . . · fn−1(xa−k(n−2))dx−

∫

Y

f1(x)dx · . . . ·

∫

Y

fn−1(x)dx

∣∣∣∣

·

∫

Y

|fn(x)| dx

≤ ‖fn‖∞ L(n− 2)Dn−2e−
α

1+αk
n−1∏

j=1

S(fj)

≤ L(n− 2)Dn−1e−
α

1+αk
n∏

j=1

S(fj).
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Next, we consider ∆2. By Corollary B.2 we obtain

∆2 ≤

∫

Y

|f1(x)| · . . . ·
∣∣fn−1(xa−k(n−2))

∣∣

·

∣∣∣∣∣
1

T

∫ T

0

fn(xa−k(n−1)ue(n−1)ks)ds−

∫

Y

fn(y)dy

∣∣∣∣∣ dx

≤ Kn−1
Sob

n−1∏

j=1

S(fj)

·

∫

Y

∣∣∣∣∣
1

e(n−1)kT

∫ e(n−1)kT

0

fn(xa−k(n−1)us)ds−

∫

Y

fn(y)dy

∣∣∣∣∣ dx

≤ CKn−1
Sob e−αk(n−1)T−α

n∏

j=1

S(fj)

≤ Dne−αk(n−1)T−α
n∏

j=1

S(fj),

where we assumed that e(n−1)kT ≥ 1/2.
Finally, we turn to ∆1. Using a telescope sum argument one can show that

∣∣∣∣∣∣

n−1∏

j=1

xj −
n−1∏

j=1

yj

∣∣∣∣∣∣
≤

n−1∑

i=1

|xi − yi|
∏

j �=i

max (|xj |, |yj |)(B.2)

for all x1, . . . , xn−1, y1, . . . , yn−1 ∈ R. We will use (B.2) with

xi := fi(xusa−k(i−1)) = fi(xa−k(i−1)uek(i−1)s), yi := fi(xa−k(i−1)),

for all i = 1, . . . , n − 1. Notice that in this case max (|xj |, |yj |) ≤ ‖fj‖∞ for all
j = 1, . . . , n− 1. Moreover,

|xi − yi| =
∣∣fi(xa−k(i−1)uek(i−1)s)− fi(xa−k(i−1))

∣∣ ≤ D0 S(fi)e
k(i−1)T

for all 0 ≤ s ≤ T , i = 1, . . . , n− 1 by B.1.
With these observations we may estimate ∆1 as follows.

∆1≤
1

T

∫ T

0

∫

Y

∣∣f1(xus)· . . . ·fn−1(xa−k(n−2)uek(n−2)s)−f1(x)· . . . ·fn−1(xa−k(n−2))
∣∣

·
∣∣fn(xusa−k(n−1))

∣∣ dxds

≤‖fn‖∞
1

T

∫ T

0

∫

Y

n−1∑

i=1

D0 S(fi)e
k(i−1)T

∏

j �=i

‖fj‖∞ dxds

≤Dn e
k(n−1) − 1

ek − 1
T

n∏

j=1

S(fj)

≤D1D
nek(n−2)T

n∏

j=1

S(fj),

where we used that D1 = 1/(1− e−1) ≥ 1/(1− e−k).
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Combining these estimates we get

∆1 +∆2 +∆3

≤ D1D
nek(n−2)T

n∏

j=1

S(fj) +Dne−αk(n−1)T−α
n∏

j=1

S(fj)

+ L(n− 2)Dn−1
︸ ︷︷ ︸
≤Dn

e−
α

1+αk
n∏

j=1

S(fj)

= Dn
n∏

j=1

S(fj) ·
(
D1Te

k(n−2) + e−α(n−1)kT−α + L(n− 2)e−
α

1+αk
)

︸ ︷︷ ︸
=:Fn(T )

.

The function Fn attains its global minimum at its unique critical point

Tn := α
1

1+αD
− 1

1+α

1 exp

(
−k(n− 1) +

k

1 + α

)

with

Fn(Tn) =

⎛
⎜⎜⎝D

α
1+α

1

(
α

1
1+α + α− α

1+α

)

︸ ︷︷ ︸
≤L

+L(n− 2)

⎞
⎟⎟⎠ e−

α
1+αk ≤ L(n− 1)e−

α
1+αk.

Also, notice that

Tne
(n−1)k = α

1
1+αD

− 1
1+α

1 exp

(
k

1 + α

)
≥

1

2

⇐⇒

k ≥ log(D1)− log(α)− (1 + α) log(2) = K0.

All in all,

∆1 +∆2 +∆3 ≤ L(n− 1)Dne−
α

1+αk
n∏

j=1

S(fj)

for all k ≥ K0. This concludes the proof. �

Appendix C. Tube lemma

LetMn+1 be an oriented Riemannian manifold with bounded sectional curvature
|K| ≤ b. Let Sn ⊆M be a codimension 1 orientable hypersurface with normal field
N : S → TS⊥ ⊆ TM . We denote by ω the volume form on M, and by ω the induced
volume form on S.

At every point x ∈ S we can find an orthonormal basis B = {v1, . . . , vn} ⊆ TxS
of its tangent space. We consider the symmetric matrix

N(x) = (〈∇viN, vj〉)1≤i,j≤n .

Its eigenvalues κ1(x), . . . , κn(x) are called the principal curvatures at x of S in
M . Note that in this case ‖N(x)‖2 = maxi=1,...,n |κi(x)|, and this quantity is
independent of the basis B.

We can parametrize the ε-tubular neighborhood about S via the map

ϕ : (−ε, ε)× S →M, (t, x) �→ Expx(t ·N(x)).



1034 T. CREMASCHI ET AL.

There is a smooth function ρ ∈ C∞((−ε, ε)× S) such that

ϕ∗ω = ρ · dt ∧ ω.

Lemma C.1 (Tube lemma). Let b̂ := max(1, b). There is a constant C > 0 such
that

|ρ(t, x)| ≤ C · (1 +
∥∥N(x)

∥∥
2
)n · eb̂nt

for all (t, x) ∈ (−ε, ε)× S.
In particular, if there is a uniform bound κ > 0 on the principal curvatures, i.e.

∥∥N(x)
∥∥
2
= max

i=1,...,n
|κi(x)| ≤ κ

for every x ∈ S, then

‖ρ‖∞ ≤ C · (1 + κ)n · eb̂nε,

such that

VolM (ϕ(B)) ≤ C · (1 + κ)n · eb̂nε ·Vol(−ε,ε)×S(B)

for every Borel set B ⊆ (−ε, ε)× S with respect to the volume form dt ∧ ω.

Proof. Let x ∈ S be a point and denote by c(t) := Expx(t · N(x)) the normal
geodesic at x. Let v0 := ċ(0), v1, . . . , vn ∈ TxS ⊆ TxM be a positively oriented
orthonormal basis and let Ei(t) be the parallel vector field along c(t) such that:
Ei(0) = vi. In particular, E0(t) = ċ(t). Further, let (t, x) ∈ (−ε, ε) × S. Then,
∂t ∈ Tt(−ε, ε) ⊆ T(t,x)((−ε, ε)×S) = Tt(−ε, ε)⊕TxS, vi ∈ TxS ⊆ T(t,x)((−ε, ε)×S),
and (∂t, v1, . . . , vn) is a positively oriented orthonormal basis for T(t,x)((−ε, ε)×S).
Finally, choose γi : R→ S such that γ̇i(0) = vi.

Then

|ρ(t, x)| = ρ(t, x)(dt ∧ ω)(∂t, v1, . . . , vn)

= (ϕ∗ω)(∂t, v1, . . . , vn)

= ω(dϕ(∂t), dϕ(v1), . . . , dϕ(vn)).

Note that

dϕ(∂t) =
d

dt
Expx(t ·N(x)) = ċ(t) = E0(t),

dϕ(vi) =
d

ds

∣∣∣∣
s=0

Expγi(s)(t ·N(γi(s))) =: Ji(t).

As a geodesic variation Ji(t) is a Jacobi field, such that it satisfies the Jacobi
equation

J ′′
i = −R(ċ, Ji)ċ = −R(E0, Ji)E0

with the initial conditions

Ji(0) =
d

ds

∣∣∣∣
s=0

Expγi(s)(0 ·N(γi(s))) =
d

ds

∣∣∣∣
s=0

γi(s) = vi = Ei(0), and

J ′
i(0) =

D

∂t

d

ds

∣∣∣∣
t,s=0

Expγi(s)(t ·N(γi(s)))

=
D

∂s

d

dt

∣∣∣∣
t,s=0

Expγi(s)(t ·N(γi(s))) =
D

∂s

∣∣∣∣
s=0

N(γi(s)) = ∇viN.
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In parallel coordinates Ji(t) =
∑

j α
j
i (t)·Ej(t) for some function αj

i (t). Therefore,

J ′′
i =
∑

j α̈
j
iEj . Then,

−〈R(E0, Ji)E0, Ej〉 = −〈R(E0,
∑

k

αk
iEk)E0, Ej〉

= −
∑

k

αk
i 〈R(E0, Ek)E0, Ej〉

and we let Rkj := 〈R(E0, Ek)E0, Ej〉. By curvature symmetries we get Rkj = Rjk.

Using matrix notation Aij := αj
i we have:

• A′′ = −AR;
• A(0) = id;
• A′(0) = (〈∇viN, vj〉)ij = N(x).

We reduce this to a first order system as follows:

(A′ A′′) = (A A′) ·

(
0 −R
id 0

)
.

It follows from ODE theory that

‖(A(t) A′(t))‖2 ≤ ‖(A(0) A′(0))‖2 · exp

(
t

∥∥∥∥
(
0 −R(t)
id 0

)∥∥∥∥
2

)
.(C.1)

Notice that
∥∥∥∥
(
0 −R
id 0

)∥∥∥∥
2

= max(‖id‖2 , ‖R‖2) = max(1, ‖R‖2).

Since RT = R we can diagonalise Rjk = 〈R(E0, Ej)E0, Ek〉 by D = QRQT with

Q orthogonal and D = diag(λ1, . . . , λn). Set Fi :=
∑

j Q
j
iEj . Then,

〈R(E0, Fi)E0, Fj〉 =
∑

k,�

Qk
i 〈R(E0, Ek)E0, E�〉Q

�
j

=
(
QRQT

)
ij
= δijλi,

which implies that

λi = 〈R(E0, Fi)E0, Fi〉 = K(〈E0, Fi〉)

for K the sectional curvature.
Therefore, we get that ‖R‖2 = ‖D‖2 = maxi=1,...,n |K(〈E0, Fi〉)| ≤ b by our

curvature bound |K| ≤ b, and consequently

max(1, ‖R‖2) ≤ max(1, b) = b̂.

From (C.1) we obtain

‖A‖2 ≤ ‖(A(t) A′(t))‖2 ≤
∥∥(I N(x))

∥∥
2
eb̂t ≤ (1 +

∥∥N(x)
∥∥
2
)eb̂t.
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Hence,

|ρ(t, x)| = ω(dϕ(∂t), dϕ(v1), . . . , dϕ(vn))

= ω(E0, J1, . . . , Jn)

= det

⎛
⎜⎜⎜⎝

1 〈J1, E0〉 . . . 〈Jn, E0〉
0 〈J1, E1〉 . . . 〈Jn, E1〉
...

...
...

...
0 〈J1, En〉 . . . 〈Jn, En〉

⎞
⎟⎟⎟⎠

= det(〈Ji, Ej〉1≤i,j≤n)

= det(Aij)︸ ︷︷ ︸
polynomial of degree dimS

≤ C ‖A‖dimS
2

≤ C(1 +
∥∥N(x)

∥∥
2
)n · enb̂t,

for some constant C > 0. �
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