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ABSTRACT

Discrete optimization problems arise in many biological contexts and, in many cases, we seek to
make inferences from the optimal solutions. However, the number of optimal solutions is
frequently very large and making inferences from any single solution may result in conclusions
that are not supported by other optimal solutions.We describe a general approach for efficiently
(polynomial time) and exactly (without sampling) computing statistics on the space of optimal
solutions. These statistics provide insights into the space of optimal solutions that can be used to
support the use of a single optimum (e.g., when the optimal solutions are similar) or justify the
need for selecting multiple optima (e.g., when the solution space is large and diverse) fromwhich
tomake inferences.We demonstrate this approach on two well-known problems and identify the
properties of these problems thatmake them amenable to thismethod.

Keywords: dynamic programming, multiple optima.

1. INTRODUCTION

M any problems in the life sciences are formulated as discrete optimization problems and the solutions to
those problems are often the bases of biological inferences. For example, the evolution of phenotypic

traits may be inferred from solutions to the small parsimony problem that takes as input a phylogenetic tree
whose leaves (extant taxa) have associated labels (e.g., traits) and seeks a labeling of the internal nodes that
minimizes the total number of differences between the labels on parent and child nodes (Fitch, 1971).

As other examples, the evolutionary histories of molecular sequences are inferred from solutions to the
global sequence alignment problem (Needleman and Wunsch, 1970), the secondary structures of RNA are
inferred from solutions to the RNA folding problem Eddy (2004), and the co-evolutionary histories of hosts
and parasites are inferred from solutions to the phylogenetic reconciliation problem (Bansal et al., 2012).

These—and many other—bioinformatic optimization problems can be solved efficiently with dynamic pro-
gramming (DP) algorithms. However, the number of optimal solutions to these optimization problems can be
exponentially large in the size of the problem instance, presenting challenges in interpreting solutions. Any
one solution may not be representative of the entire solution space and making inferences from a single solu-
tion may lead to incomplete, or even erroneous, conclusions.

To illustrate this challenge, we generated 100 random binary phylogenetic trees, each with 100 leaves labeled
randomly from a set of 20 distinct characters. The number of optimal solutions to the small parsimony problem
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ranged from 7 ! 109 to over 3 ! 1025. Without information about the diversity of this solution space, making
inferences about ancestral states from any one optimal solution may significantly misrepresent other equally plau-
sible scenarios and result in incorrect conclusions.

In a second experiment involving 100 randomly generated pairs of strings of length 1000 over an alphabet of
size 4, the number of optimal solutions to the edit distance problem (a simple version of a family of pairwise
sequence alignment problems) ranged from 5 ! 1047 to 5 ! 1065. The same pattern has been reported with
real data. For example, for RNA folding using the Nussinov Algorithm (Nussinov et al., 1978), Kiirala et al.
(2019) found that on 117 23S rRNA sequences with average length 2726, the average number of optimal solu-
tions was "10130. For the phylogenetic tree reconciliation problem in the Duplication-Transfer-Loss (DTL)
model, Bansal et al., 2013 found that in a Tree of Life data set with 100 species and 4849 gene trees, >15% of sol-
utions had between 104 and 1039 optimal solutions.

A number of approaches have been suggested for dealing with the large optimal solution spaces arising in
such bioinformatic optimization problems (Bansal et al., 2013; Heitsch and Poznanovik, 2014; Huber et al.,
2018; Kiirala et al., 2019; Liu et al., 2022; Miklós and Darling, 2009; Mikls et al., 2014; Rogers and Heitsch,
2016; Salmela and Tomescu, 2018; Santichaivekin et al., 2019; Vingron and Argos, 1990).

One approach is to find parts of solutions that are shared by all optimal solutions for the given problem
instance. Such partial solutions are called safe. For example, algorithms for finding all safe partial solutions
have been developed for the protein sequence alignment problem (Vingron and Argos, 1990), the gap filling
problem (Salmela and Tomescu, 2018), the contig assembly problem (Tomescu andMedvedev, 2017), and the
RNA folding problem (Kiirala et al., 2019).

Another approach for addressing the large space of optimal solutions is to find a single “best” representative
solution. For the phylogenetic tree reconciliation problem, Nguyen et al. (2013) provided a technique for effi-
ciently computing a median solution, an optimal solution that minimizes the maximum distance to all other
optimal solutions with respect to a given distance metric between solutions. One challenge with this approach
is that the median is not unique and, in fact, there can be an exponential number of medians. Thus, any single
median may still not adequately represent the entire solution space. Yet another useful approach is to partition
the large solution space into a much smaller number of equivalence classes (Wang et al., 2023).

Recently, several efforts have been made to efficiently compute statistics and distributions that characterize
the potentially large space of optimal solutions. In particular, Huber et al. (2018) proposed computing the
diameter of the space of optimal solutions for the phylogentic reconciliation problem. The diameter is defined
to be the maximum distance between all pairs of optimal solutions with respect to a distance metric. For exam-
ple, if the solution space is large but the diameter is small, then a single optimal solution may adequately repre-
sent the solution space. The diameter allows us to report, for example, that all optimal solutions differ by no
more than a specified amount from the single selected optimal solution.

More generally, Huber et al. proposed computing the distribution of distances between all pairs of optimal
solutions. The distribution of pairwise distances provides insights into the solution space and allows us to com-
pute summary statistics in addition to the diameter (which is the maximum pairwise distance). These summary
statistics may help support reporting a single solution (e.g., if the mean pairwise distance and standard devia-
tion are relatively small) or indicate a need for multiple representative optimal solutions. In particular, if the
distribution of pairwise distances is multimodal, we may conclude that there are clusters of optimal solutions
and seek to find representative solutions from each cluster (Mawhorter and Libeskind-Hadas, 2019).

Since the optimal solution space can be exponentially large, Huber et al. proposed approximating the set of
pairwise distances using a random sample of the solution space (Huber et al., 2018). Subsequently, Haack
et al. (2018) and Santichaivekin et al. (2019) showed that, for the tree reconciliation problem, both the diameter
and the distribution of pairwise distances can be computed exactly (i.e., without sampling) in polynomial time.

In this article, we demonstrate a broadly applicable approach to computing diameters and pairwise distances
exactly (without sampling) and efficiently (polynomial time). This generalizes the results of Haack et al.
(2018) and Santichaivekin et al. (2019) to other problems and demonstrates the methods without the techni-
cally complicated details that are particular to the tree reconciliation problem.

In summary, the contributions of this article are as follows:

1. A systematic approach for computing diameters, demonstrated using two well-known bioinformatic
problems.

2. An extension of that method to compute pairwise distance vectors.
3. Criteria for which these methods can be applied.
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The remainder of this article is organized as follows: In Section 2, we define key concepts, including the dis-
tance metric under consideration, diameter, and pairwise distances. In Section 3, we demonstrate the frame-
work for computing the diameter and pairwise distances using the edit distance problem as an example. In
Section 4, we demonstrate the framework for more complex problems, using the small parsimony problem as
an example.

2. DIAMETER AND PAIRWISE DISTANCES BY EXAMPLE

In this section, we define diameter and pairwise distance and demonstrate these concepts with two examples,
the edit distance problem and the small parsimony problem in phylogenetic trees. In the next two sections, we
show how to efficiently compute these diameters and pairwise distances for those two problems and describe
the conditions that allow this approach to be applied to other problems.

2.1. Diameter

The diameter of a finite space is defined as the maximum distance between all pairs of points in that space
with respect to a given distance metric. In this article, we use the symmetric difference distancemetric because
of its versatility (Agius et al., 2010; Liu et al., 2022; Nguyen et al., 2013; Santichaivekin et al., 2019). The sym-
metric difference distance between two sets is the number of elements that are found in one of the two sets but
not in both sets. We note, however, that what constitutes the set of elements in a solution is problem-
dependent. The results described here may also extend to other distance metrics.

As our first example, we consider the edit distance problem (Levenshtein, 1966) that seeks to find the mini-
mum number of insertion, deletion, and substitution events that are required to transform one string S1 to a sec-
ond string S2. We adopt the convention of indexing strings beginning with index 1 and use the notation S½i$ to
indicate the symbol in string S at index i.

Consider S1 = “AT” and S2 = “TA”. The edit distance between these two strings is 2. One optimal solution
uses a substitution to replace the “T” at S1½2$ with an “A” and a second substitution to replace the “A” at S1½1$
with a “T.” This solution has a corresponding alignment shown in Figure 1a. Another optimal solution inserts
an “A” at the end of S1 and deletes the “A” at S1½1$, also requiring two operations. This solution gives rise to
the alignment in Figure 1b. Finally, a third optimal solution deletes the “T” at S1½2$ and inserts a “T” at the front
of S1, again requiring two operations and giving rise to the alignment shown in Figure 1c. Two symbols in the
same column in the alignment are said to bematched. Note that in these alignments, a substitution is indicated
by differing matched symbols. An insertion in S1 is indicated by a gap character in S1 and a deletion in S1 is
indicated by a gap character in S2.

The distance between two solutions is given by the symmetric difference distance between their alignments.
The first two solutions, represented by the alignments in Figure 1a and b, differ at all indices and thus have dis-
tance 5. More precisely, in the solution in (Fig. 1a), the matching (due to substitution) of S1½1$ and S2½1$ is not
found in solution (Fig. 1b), and thus contributes 1 to the distance. The matching (due to substitution) of S1½2$ to
S2½2$ is also not found in (Fig. 1b) and also contributes 1 to the distance. Similarly, in (Fig. 1b), the matching
of S1½1$ to a gap character (due to deletion), the matching of S1½2$ to S2½1$, and the matching of a gap character
at the end of S1 to S2½2$ are not found in (Fig. 1a), contributing a total of 3 to the distance. Similarly, the solu-
tions in (Fig. 1a) and (Fig. 1c) differ by 5. However, the solutions in (Fig. 1b) and (Fig. 1c) differ by six and
thus the diameter of this optimal solution space is 6.

In the instance of the small parsimony problem shown in Figure 2a with four leaves labeled “A,” “A,” “T,”
and “G,” the objective is to find a labeling of the internal nodes that minimizes the number of differences
between parent and child nodes. There are five optimal solutions, each with cost 2, shown in (Fig. 2b–f).

FIG. 1. The three optimal alignments for strings “AT” and “TA.”
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The distance between two solutions is the number of internal nodes with different labels. For example, in
Figure 2, solutions (b) and (c) differ only at internal node 2 and the distance is, therefore, 1. Similarly, solutions
(e) and (f) have distance 2 (since they differ at nodes 0 and 2). In this example of the small parsimony problem
the diameter is 2 since the maximum distance between any two optimal solutions is 2.

As noted earlier, the size of the optimal solution space may be exponential in the size of the problem instance.
Naively computing the diameter of the optimal solution space would require exponential time. However, as we
show in this article, for many optimization problems, the diameter can be computed exactly in polynomial time
by exploiting properties of the DP tables that are used to compute optimal solutions.

2.2. Pairwise distances

Although the diameter provides an insight into the space of optimal solutions, any single statistic is not fully
informative. For example, the diameter of an optimal solution space may be large due to two outliers with large
distance, whereas all of other optimal solutions may have small distances between them.

Amore informative measure of the optimal solution space is the pairwise distance vector defined as a vector
v such that vi denotes the number of pairs of optimal solutions whose distance is exactly i. Note that v0 is the
total number of optimal solutions since for a pair of solutions ðx; yÞ to have distance 0, it must be that x = y. In
addition, if d is the maximum index such that vd > 0, then d is the diameter of the space. Thus, the pairwise
distance vector provides the size of the optimal solution space, its diameter, and a digest of the differences
between all pairs of optimal solutions.

For example, for the edit distance problemwith strings “AT” and “TA” (Fig. 1), the pairwise distance vector

is ð3, 0, 0, 0, 0, 2, 1Þ indicating that there are three optimal solutions and thus
3
2

! "
= 3 pairs of solutions, two

pairs have distance 5 and one pair has distance 6, which is the diameter of this space. For the small parsimony

problem example (Fig. 2) the pairwise distance vector is ð5,5,5Þ. There are five solutions and thus 5
2

! "
= 10

pairs of solutions. Five of those pairs have distance 1 and five of those pairs have distance 2, which is the diam-
eter of this space.

2.3. Overview of the general principle

The edit distance problem and the small parsimony problem are two examples of problems that have the opti-
mal substructure property, the property that a solution to the problem can be found from solutions to smaller

FIG. 2. (a) An instance of the small parsimony problem and (b–f) five optimal solutions.
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subproblems of the same type. When the number of subproblems that are required is polynomially bounded, this
optimal substructure property can be exploited to solve the problemwith an efficient DP algorithm.

In the next two sections we use the edit distance and the small parsimony problems to first demonstrate how
diameters can be computed by efficient algorithms and then extend this to computing the pairwise distance
vectors. This approach is based on first constructing the DP table for the original problem. The DP table is
annotated to record which choices give the minimum cost, giving rise to a graph where the vertices are the
entries in the DP table and the edges correspond to the annotations. Finally, we apply a second DP algorithm
on this graph to compute the diameter and, subsequently, the pairwise distance vector.

3. THE EDIT DISTANCE PROBLEM

Recall that the edit distance between two strings S1 and S2 is defined as the minimum number of insertions,
deletions, and substitutions required to transform string S1 to S2. Each such sequence of operations has a corre-
sponding alignment of the two strings. Other pairwise alignment problems have similar algorithmic solutions
and the results presented here for edit distance extend naturally to those problems.

3.1. Computing the edit distance

For completeness, the recursive algorithm for computing the edit distance is given in pseudocode in Figure 3
(Levenshtein, 1966). In this implementation, the two strings are denoted S1 and S2. If S1 has length m and S2 has
length n, then the two strings are indexed from 1 to m and 1 to n, respectively. The Edit Distance function, ED,
takes the two strings S1 and S2 and indices i ' 0 and j ' 0 as input and returns the edit distance from the sub-
string of S1 indexed from 1 to i and the substring of S2 indexed from 1 to j. Note that when i (or j) is zero, this sub-
string is the empty string.

Since the worst-case running time of this recursive algorithm is exponential, it is implemented using DP by
maintaining an ðm + 1Þ ! ðn + 1Þ DP table in which cell ði; jÞ represents the value that would be computed by
ED (S1, S2, i, j). The table is filled row-by-row beginning with row 0 ði= 0Þ by increasing value of j. Each cell
is filled by using the recursion in the algorithm in Figure 3, but each recursive call now becomes a constant-
time lookup in the corresponding cells in the table. Cell ðm; nÞ, therefore, contains the edit distance between
the two strings and the algorithm has asymptotic time complexityOðmnÞ.

While filling in the DP table, each cell can be annotated to record which options give the minimum cost.
When the table is filled, the annotations can be traced back from cell ðm; nÞ to reconstruct optimal solutions.
For example, the DP table for the strings S1 = “AT” and S2 = “TA” is shown in Figure 4.

The cells in the DP table correspond to vertices and the annotations correspond to directed edges. Thus, we
use the terminology of cells and vertices interchangeably and basic graph theory definitions for convenience.
The DP table is, therefore, a directed acyclic graph.

In addition, note that each path from cell ðm; nÞ to cell ð0,0Þ corresponds to a distinct optimal solution to the
edit distance problem and thus a distinct optimal alignment. For example, for the strings “AT” and “TA,” the
path ð2, 2Þ; ð1, 1Þ; ð0, 0Þ in the table in Figure 4 represents two substitutions, which corresponds to the align-
ment in Figure 1a. The path ð2, 2Þ; ð2, 1Þ; ð1, 0Þ; ð0, 0Þ corresponds to inserting an “A” at the end of “AT,”

FIG. 3. Recursive algorithm for computing the edit distance between two strings.
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matching the “T” symbols (no operation), and deleting the “A” from the front, corresponding to the alignment
in Figure 1b. Finally, the path ð2, 2Þ; ð1, 2Þ; ð0, 1Þ; ð0, 0Þ corresponds to deleting the “T” from the end of “AT,”
matching the “A” symbols (no operation), and adding a “T” at the front of S1, corresponding to the alignment
in Figure 4c.

Thus, we refer to a path from ðm, nÞ to ð0, 0Þ as an optimal solution path. Observe that the diameter of the
space of optimal solutions is the maximum number of edges in which two optimal solution paths differ. In this
example, the paths ð2, 2Þ; ð2, 1Þ; ð1, 0Þ; ð0, 0Þ and ð2, 2Þ; ð1, 2Þ; ð0, 1Þ; ð0, 0Þ differ in six edges, which is the
largest distance among the three pairs of paths, giving a diameter of 6.

3.2. Diameter

As noted earlier, computing the diameter is equivalent to the problem of computing the maximum number
of differences in edges between all pairs of optimal solution paths, that is, between all pairs of paths from cell
ðm; nÞ to cell ð0, 0Þ in the annotated DP table. This problem can be solved by a second DP algorithm operating
on the annotated DP table.

We begin by describing the recursive solution for computing the diameter and then the DP implementation fol-
lows immediately. We henceforth assume that the annotated DP table for the pair of input strings has been com-
puted. Let edgesði, jÞ denote the set of edges leaving cell (vertex) ði, jÞ in the DP table, corresponding to the set of
operations that are part of optimal solutions to the subproblem represented by ði; jÞ. Let neighborsði; jÞ denote
the set of cells (vertices) at the endpoints of each of the edges leaving ði, jÞ, that is, the set of cells with an edge
entering from cell (vertex) ði, jÞ. For example, in the DP table in Figure 4, the cell at ð2,2Þ has three outgoing
edges to cells ð2, 1Þ, ð1, 1Þ, and ð1, 2Þ. Thus, neighborsð2, 2Þ= fð2, 1Þ; ð1, 1Þ; ð1, 2Þg. Let maxdifference
ði; j; i 0; j 0Þ denote themaximum number of differences in edges between two paths in the annotated DP table where
one path begins at cell ði; jÞ and ends at ð0,0Þ and the other begins at cell ði 0 ; j 0Þ and ends at ð0, 0Þ. Then, the diam-
eter of the optimal solution space ismaxdifference ðm; n;m; nÞ.

Consider two cells in the table, one at ði; jÞ and the other at ði 0 ; j 0Þ. Then, we say that ði; jÞ subsumes ði 0 ; j 0Þ if
i ' i 0 , j ' j 0 and either i > i 0 or j > j 0 . The significance of ði; jÞ subsuming ði 0 ; j 0Þ is that the first edge on
any path from ði; jÞ to ð0 0Þ cannot be part of a path from ði 0 ; j 0Þ to ð0 0Þ. Thus, in this case

maxdifferenceði; j; i 0 ; j 0Þ = max
ðs;tÞ2neighborsði;jÞ

1 +maxdifferenceðs; t; i 0 ; j 0Þ: (1)

Similarly, if ði 0; j 0Þ subsumes ði; jÞ then

maxdifferenceði; j; i 0 ; j 0Þ = max
ðs;tÞ2neighborsði 0 ;j 0 Þ

1+maxdifferenceði; j; s; tÞ: (2)

If neither ði; jÞ subsumes ði 0; j 0Þ nor ði 0; j 0Þ subsumes ði; jÞ and ði; jÞ 6¼ ði 0; j 0Þ then the first edge on path
from ði; jÞ to ð0,0Þ cannot appear on a path from ði 0; j 0Þ to ð0,0Þ and vice versa; thusmaxdifferenceði; j; i 0; j 0Þ
can be computed using either of Equation (1) or (2). Finally, if ði; jÞ= ði 0; j 0Þ then two most different paths

FIG. 4. Edit distance dynamic programming table for the strings S1 = “AT”
and S2 = “TA” with annotations indicated by arrows.
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from ði; jÞ to ð0, 0Þmay begin with either the same edge or two different edges. Let dðx; yÞ = 0 if x = y and 1
otherwise. Then

maxdifferenceði; j; i; jÞ = max
ðs;tÞ;ðu;vÞ2neighborsði;jÞ

2dððs; tÞ; ðu; vÞÞ+maxdifferenceðs; t; u; vÞ: (3)

Note that the term 2dððs; tÞ; ðu; vÞÞ contributes 0 to the distance if ðs; tÞ = ðu; vÞ and thus the two paths begin
with the same edge. This term contributes 2 to the distance if ðs; tÞ 6¼ ðu; vÞ and the two paths begin with two
different edges. The base case for this recursion is

maxdifferenceð0, 0, 0, 0Þ= 0: (4)

This set of rules defines a recursive algorithm and that algorithm is then implemented as a dynamic program.
Since there are four arguments in the recursive function, the DP table is four-dimensional. Moreover, for this
problem, each cell has only a constant number of neighbors, and thus the asymptotic running time of the
dynamic program is, therefore,Oðm2n2Þ.

3.3. Pairwise distance vector

Recall that the pairwise distance vector is a vector v such that vi denotes the number of pairs of optimal solu-
tions whose distance is exactly i. The pairwise distance vector can be computed using the same recursive structure
as that for the diameter, but now using vector operations rather than integer arithmetic.

Recall that pairwise distance vectors are indexed from 0 to the diameter of the space, d. Therefore,
d + 1-dimensional vectors suffice. However, rather than first computing the diameter to establish the dimen-
sion, we can use an upper-bound on the diameter as the dimension of the vectors and then compute the pairwise
distance vector directly.

For this problem, observe that the diameter is upper-bounded by 2ðm + nÞ since the longest path from ðm; nÞ
to ð0,0Þ has lengthm + n and, in theory, two paths could differ on every edge. Let dim denote the dimension of
the vectors used in the algorithm. In this problem, we use dim = 2ðm+ nÞ+ 1.

Let unit denote the vector ð1, 0, . . . ,0Þ, let + denote the standard vector addition operator, and let shiftkðvÞ
denote the vector in which each entry of v is shifted k places to the right. That is, shiftkðvÞ is a vector w of
dimension dim such that for each 0 ) i < dim:

wi =
vi - k : i ' k
0 : i < k

#
(5)

Let v = pdvði; j; i 0 ; j 0Þ denote the vector of dimension dim such that vk denotes the number of pairs of paths
in the DP table, one from ði; jÞ to ð0,0Þ and the other from ði 0 ; j 0Þ to ð0,0Þ that differ by exactly k edges. Then,
the pairwise distance vector is pdvðm; n;m; nÞ.

By analogy to the computation of diameter, if ði; jÞ subsumes ði 0; j 0Þ, then first edge on any path from ði; jÞ to
ð0, 0Þ cannot be part of a path from ði 0; j 0Þ to ð0,0Þ. Thus, in this case, pdvði; j; i 0; j 0Þ is the sum of the vectors for
each of the neighbors of ði; jÞ shifted one position to the right because each distance increases by one due to the
first edge from ði; jÞ to a neighbor, which is present in the solution beginning at ði; jÞ but not in the solution
beginning at ði 0; j 0Þ:

pdvði; j; i 0; j 0Þ = +
ðs;tÞ2neighborsði;jÞ

shift1ðpdvðs; t; i
0
; j 0ÞÞ: (6)

Similarly, if ði 0; j 0Þ subsumes ði; jÞ then

pdvði; j; i 0 ; j 0Þ= +
ðs;tÞ2neighborsði 0 ;j 0 Þ

shift1ðpdvði; j; s; tÞÞ: (7)

If neither ði; jÞ subsumes ði 0; j 0Þ nor ði 0; j 0Þ subsumes ði; jÞ and ði; jÞ 6¼ ði 0 ; j 0Þ then the first edge on path from
ði; jÞ to ð0,0Þ cannot appear on a path from ði 0; j 0Þ to ð0,0Þ and vice versa; thus pdvði; j; i 0; j 0Þ can be computed
using either of equations (6) or (7). Finally, if ði; jÞ= ði 0; j 0Þ then two most different paths from ði; jÞ to ð0,0Þ
may begin with either the same edge or two different edges. Again letting dððs; tÞ; ðu; vÞÞ= 1 if ðs; tÞ 6¼ ðu; vÞ
and 0 otherwise. Then,
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pdvði; j; i; jÞ= +
ðs;tÞ;ðu;vÞ2neighborsði;jÞ

shift2dððs;tÞ;ðu;vÞÞðpdvðs; t; u; vÞÞ: (8)

Since there is exactly one pair of paths (the empty path and itself) from ð0,0Þ to ð0,0Þ at distance 0 from one
another, the base case for this recursion is

maxdifferenceð0, 0, 0, 0Þ= unit: (9)

Implementing this recursive algorithm using DP results in a four-dimensional table with Oðm2n2Þ cells and
computing each entry in that table requires a constant number of vector additions and shift operations, each
taking timeOðm + nÞ. Therefore, the asymptotic running time of the algorithm isOðm2n2ðm + nÞÞ.

As an example, Figure 5 shows a visualization of the pairwise distance vectors for two different instances of
the edit distance problem. Each instance comprises a pair of randomly generated strings of length 100 where
each symbol is generated uniformly at random from a set of four characters. The horizontal axis represents
indices of the pairwise distance vector (symmetric difference distance) and the vertical axis represents the
value of the vector at that index (number of pairs of solutions with that distance). The distribution in (Fig. 5a)
has a single peak at distance*60, whereas the distribution in (Fig. 5b) is multimodal, suggesting that there are
likely to be two or more clusters of solutions.

Although the edit distance problem is relatively simple, this example is illustrative of a general principle
that is broadly applicable. First, the diameter of the optimal solution space is induced by the paths in the DP
table that differ in the largest number of edges, where edges are the annotations that are recorded while solving
the DP. Second, finding a pair of paths that differ in the largest number of edges can be solved by a recursive
algorithmwhose arguments are pairs of vertices (cells) in the annotated DP table.

Third, that recursive algorithm can then be implemented usingDP to obtain a polynomial-time algorithm to com-
pute the diameter. Finally, the polynomial-time algorithm for computing the diameter can then be directly extended
to compute pairwise distance vectors by replacing integer operations with corresponding vector operations.

In the next section, we illustrate this approach again for a problem that is somewhat more complicated but,
nonetheless, can be solved using the same approach.

4. THE SMALL PARSIMONY PROBLEM

The small parsimony problem (also known as the ancestral state reconstruction problem) takes a binary
tree as input with leaves labeled from a set of characters. These characters are typically phenotypic or molecu-
lar characters. The objective is to find an assignment of characters to internal nodes that minimizes the total
number of differences between the labels of parent and child nodes. The small parsimony problem is used as a

A B

FIG. 5. Pairwise distance vectors for two random pairs of strings, each of length 100 over an alphabet of size 4.
The horizontal axis is the pairwise distance and the vertical axis is the number of optimal pairs of solutions at this
distance. (A) More than 1:9 · 107 optimal solutions, diameter 162, vertical scale · 1010. (B) More than 1:4· 106
optimal solutions, diameter 215, vertical scale · 109.
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subproblem of the large parsimony problem, in which a phylogenetic tree is sought that minimizes the small
parsimony score, but is also used in evolutionary studies where the phylogenetic tree is already established and
the objective is to infer the characters of ancestral species. In the latter case in particular, the fact that there can
be a very large number of equally optimal solutions to the small parsimony problem presents challenges
because each solution is a different putative evolutionary history.

4.1. Computing the small parsimony score

The small parsimony problem can be solved using well-known recursive algorithms such as the Fitch Algo-
rithm (Fitch, 1971). For completeness, we describe the basic recursive algorithm here. Let T denote a binary
phylogenetic tree and let LðTÞ denote its leaves. Let C denote a finite set of characters (e.g., molecular or phe-
notypic characters) and let ‘ : LðTÞ ! C denote a labeling of the leaves with characters. Let leftðvÞ and
rightðvÞ denote the left and right children, respectively, of an internal node v and let r denote the root of the
tree.

For each node, v and each character c 2 C, let costðv; cÞ denote the minimum cost of a subtree rooted at v if
it is labeled with c. Then the minimum cost for the tree isminc2Ccostðr; cÞ: The recursive algorithm for com-
puting costðv; cÞ first computes costðrightðvÞ; dÞ and costðleftðvÞ; dÞ for each d 2 C. Then, again letting
dðx; yÞ = 1 be if x 6¼ y and 0, we now compute

costðv; cÞ= min
d2C

ðcostðleftðvÞ; dÞ+ dðc; dÞÞ

+ min
d2C

ðcostðrightðvÞ; dÞ + dðc; dÞÞ: (10)

The base case is for v 2 LðTÞ

costðv; cÞ= 0 ‘ðvÞ = c
1 ‘ðvÞ 6¼ c

:
#

(11)

Although this algorithm can be implemented bottom up as a dynamic program (e.g., the Fitch Algorithm),
the recursive function is polynomial-time since this recursion makes no duplicated recursive calls. In either
case, the complexity isOðnkÞwhere n is the number of nodes in the tree and k is the size of the character set. In
either case, we can record (either in the top-down recursion or in the bottom-up dynamic program) annotations
for each node and character to indicate the subproblems that give rise to optimal solutions. That is, for each
ðv; cÞ pair comprising a node v and character c, we can record all of the labels on leftðvÞ and rightðvÞ that give
rise to the optimal score for ðv; cÞ. Let leftoptðv; cÞ denote the set of all labels d such that leftðvÞ has label d in
some optimal solution in which v is labeled c. Similarly, let rightoptðv; cÞ denote the set of all labels d such
that rightðvÞ has label d in some optimal solution in which v is labeled c.

4.2. Diameter

Consider the graph in which ðv; cÞ pairs are vertices and the annotations computed in the recursion or DP
table are directed edges. Specifically, for each vertex ðv; cÞ, there is a directed edge to each vertex ðleftðvÞ; dÞ
such that d 2 leftoptðv; cÞ and, analogously, there is a directed edge from ðv; cÞ to each vertex ðrightðvÞ; dÞ
such that d 2 rightoptðv; cÞ.

Let OPT =minc2Ccostðr; cÞ and let start = fc j costðr; cÞ =OPTg. In other words, start represents all char-
acters that are assigned to the root of the phylogenetic tree in some optimal solution. An optimal solution to the
small parsimony problem corresponds to a tree rooted at ðr; cÞ; c 2 start, containing some node ðv; * Þ for each
v in the phylogenetic tree.

Equivalently, a solution corresponds to a set of pairs ðv; * Þ for each v in the phylogenetic tree. Therefore, the
symmetric set difference between two solutions is the number of ðv; * Þ pairs in which they differ. Thus, if one
solution assigns label c1 to vertex v and the other assigns c2 to vertex v, vertex v contributes 0 to the distance if
c1 = c2 and contributes 2 otherwise. It is more natural, however, to consider this as contributing a distance of 1
since vertex v is simply labeled differently in the two solutions. Thus, for this problem, we define the distance
between two solutions to be half of the symmetric set difference between the solutions. The diameter of the
optimal solution space is, therefore, the maximum number of differences between any two optimal solutions.
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Note that those trees may or may not begin with the same node ðr; cÞ. That is, the diameter may involve two
trees in which the root node has the same or different characters.

Letmaxdistðv; c1; c2Þ denote the maximum distance between two subtrees rooted at v, where one associates
vwith label c1 and the other with c2 (noting, as aforementioned, that c1 may be equal to c2). Then, the diameter
is max

c1;c22start
maxdistðr; c1; c2Þ: (12)

In general,maxdistðv; c1; c2Þ can be computed as follows:

maxdistðv; c1; c2Þ= dðc1; c2Þ (13)

+ max
d1 2 leftoptðv; c1Þ
d2 2 leftoptðv; c2Þ

maxdistðleftðvÞ; d1; d2Þ (14)

+ max
d1 2 rightoptðv; c1Þ
d2 2 rightoptðv; c2Þ

maxdistðrightðvÞ; d1; d2Þ: (15)

The base case is when v is a leaf node, in which casemaxdistðv; c; cÞ = 0 for ‘ðvÞ = c. (No characters other
than ‘ðvÞ = c are relevant).

Note that this function can make multiple repeated recursive calls because two different labels on a node v
may have the same optimal solutions to left or right subproblems. Thus, this recursive algorithm is imple-
mented with DP to compute the values bottom up or with memoization to avoid repeated recursive calls. We
assume that C is a fixed set (e.g., nucleotides and phylogenetic characters) and thus treat jCj as a constant. The
asymptotic running time isOðnÞ because there are njCj2 DP table entries entries of the formmaxdistðv; c1; c2Þ
and each such entry can explore at most jCj2 combinations of labels on each of the left and right children of v.

We make several observations about this problem. First, as in the case of the diameter for edit distance, the
diameter is found through a recursive algorithm (and ultimately, a DP implementation) that seeks the “traver-
sals” of maximum distance in the graph induced by the DP table. Whereas a traversal in the edit distance prob-
lem was a path from one corner of the table to the opposite corner, in the small parsimony problem a traversal
is a tree. However, the recursive calls on the left and right subtrees are independent of one another, and thus
can be solved using two separate and independent recursive calls. In other words, not only does the small phy-
logeny problem have the optimal substructure property (Cormen et al., 2009) required for its efficient solution,
but the diameter problem also has the optimal substructure property, allowing it too to be solved efficiently.
Finally, whereas in the edit distance problem, the distance between two optimal solutions is the number of
edges in which two traversals in the DP table differ, in the small parsimony problem it is more natural to define
the distance as the number of vertices ðv; * Þ in which two traversals in the DP table differ.

4.3. Pairwise distance vector

The pairwise distance vector for the small parsimony problem can be solved again by extending the algo-
rithm for diameter and replacing arithmetic operations with vector operations. Let n denote the number of
nodes in the phylogenetic tree. Then the number of internal nodes is n - 1

2 and two labelings of the tree can differ
in at most that many places. Thus, we use vectors with dim = n- 1

2 + 1.
In this problem, the addition of solutions for the left and right subproblems is replaced by the convolution of

vectors. Let+ denote the convolution of two vectors: x+ y is the vector v such that

vi = +
0) j) i

xjyi - j,0 ) i < dim: (16)

By analogy to the computation of the diameter, let pdvðv; c1; c2Þ denote the vector of dimension dimwhose
kth element is the number of pairs of subtrees in the DP table, one rooted at ðv; c1Þ and the other at ðv; c2Þ, that
differ by k.

Then, the pairwise distance vector is

+
ðc1;c2Þ2start · start

pdvðr; c1; c2Þ; (17)

where ! represents the Cartesian product and summation represents standard vector summation. The summation is
used here since the pairwise distance vector counts the total number of pairs of solution at each possible distance.
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For non-root internal nodes v, the pairwise distance vector for one subtree rooted at ðv; c1Þ and one rooted at
ðv; c2Þ can be computed by first finding the pairwise distance vectors for each pair of subtrees for the left child of
v with labels found in some optimal solution and, analogously, for each pair of subtrees for the right child of v
with labels found in some optimal solution. Those vectors are then combined using convolution since the total
number of solutions that differ in a total of k edges is the sum of all of the ways that k differences arise between
the left and right subtrees: 0 on the left and k on the right, 1 on the left and k - 1 on the right, and so forth. Finally,
if c1 6¼ c2, then there is an additional difference in the two subtrees and thus all of the distance counts must be
shifted one position to the right in the pairwise distance vector. Thus, the general recursive step is

pdvðv; c1; c2Þ = shiftdðc1; c2Þ
+

d1 2 leftoptðv; c1Þ
d2 2 leftoptðv; c2Þ

pdvðleftðvÞ; d1; d2Þ + +
d1 2 rightoptðv; c1Þ
d2 2 rightoptðv; c2Þ

pdvðrightðvÞ; d1; d2Þ
 !

:

(18)

The base case for this recursion arises when v is a leaf node. The only label for a leaf node is the one defined
by the given association LðTÞ of leaf nodes to labels, and thus

pdvðv; c1; c2Þ =
unit : ‘ðvÞ = c1 = c2
zero : otherwise

:
#

(19)

Note that unit and zero correspond to the unit and zero vectors, respectively, with dimension dim.
The asymptotic time complexity of the DP implementation of this algorithm is derived as follows. There are

OðnjCj2Þ cells in the table, one for each pdvðv; c1; c2Þ in Equation (18). Each cell involves one shift operation,
a constant number (at most jCj2) addition operations, and one convolution operation. The shift and addition
operations take OðnÞ time and the convolution operation takes OðnlognÞ time using a discrete Fourier trans-
form (Cormen et al., 2009). Therefore, the asymptotic running time isOðn2lognÞ.

As an example, Figure 6 shows a visualization of the pairwise distance vectors for two different randomly
generated phylogenetic trees with 101 leaves (100 internal nodes) labeled randomly from a set of 20 charac-
ters. Each of the two trees is randomly generated and the labels of their leaves are selected at random.

The horizontal axis represents indices of the pairwise distance vector (symmetric difference distance) and the
vertical axis represents the value of the vector at that index (number of pairs of optimal solutions with that dis-
tance). The peak of part (b) of Figure 6 is at 60, indicating that the modal difference between pairs of solutions is
60% (60 differences among 100 internal nodes). In addition, the bimodal distribution suggests that there are clus-
ters of solutions. These facts suggest that a single optimal solution does not adequately represent the diversity of
the solution space for this problem instance.

A B

FIG. 6. Pairwise distance vectors for two random binary trees with 101 leaves (100 internal nodes) and 20 charac-
ters. The horizontal axis is the pairwise distance and the vertical axis is the number of optimal pairs of solutions at this
distance. (A) More than 4· 1012 optimal solutions, diameter 50, vertical scale is · 1024. (B) More than 4 · 1017 opti-
mal solutions, diameter 79, vertical scale is · 1033.
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5. CONCLUSION

Many applications in bioinformatics involve making inferences from the solutions to discrete optimization
problems. These problems often give rise to very large spaces of equally optimal solutions. When the solution
space is diverse, making inferences from any single solution may lead to conclusions that are not supported by
other equally optimal solutions.

In this article, we have described a generalmethod for efficiently computing statistics on the spaces of optimal sol-
utions. These statistics may be useful in justifying the use of a single optimal solution (e.g., when the diameter or
other pairwise distance statistics suggest that most solutions are similar to one another) or establishing the need for
multiple representative solutions (e.g., when the solution space is diverse). Our method for computing the diameter,
and by extension by the pairwise distance distribution, is based on the fact that not only does the underlying optimi-
zation problem (e.g., edit distance or small parsimony) have the optimal substructure property, but the diameter prob-
lem (and thus the pairwise distance problem) also has the optimal substructure property. This results in efficient DP
algorithms for the diameter and pairwise distance problems. Those algorithms rely on first constructing the annotated
DP table for the underlying problem and then constructing a secondDP algorithm that operates on that table.

Althoughwe have provided two examples of this method, one open problem is that of characterizingwhich prob-
lems are amenable to this approach. It is currently not known whether this approach can be applied to all problems
with efficient DP algorithms. For example, the RNA folding problem (Nussinov et al., 1978; Zuker, 1989) has effi-
cient DP algorithms based on optimal substructure of the recursive formulations, but computing the diameter for the
space of optimal foldings remains an open problem (Liu et al., 2022). In particular, the RNA folding problem
involves considering multiple pairs of subproblems and selecting the pair that gives the best folding score. Two dif-
ferent optimal solutions may, therefore, comprise solutions to different pairs of subproblems. Consequently, when
seeking to compute the diameter for this problem, the subproblems can evidently overlap in complicated ways that
did not arise in the simpler problems that we have considered here. The problem is potentially further complicated
when using more realistic energy functions as in the Zuker Algorithm (Zuker, 1989). Thus, further study is required
to determine whether more powerful methods can be used to compute diameters and pairwise distance vectors effi-
ciently for such problems orwhether computation of those statistics is computationally intractable in some cases.
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