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We study convolution semigroups of invariant/finitely satisfiable Keisler measures
in NIP groups. We show that the ideal (Ellis) subgroups are always trivial
and describe minimal left ideals in the definably amenable case, demonstrating
that they always form a Bauer simplex. Under some assumptions, we give an
explicit construction of a minimal left ideal in the semigroup of measures from a
minimal left ideal in the corresponding semigroup of types (this includes the case
of SL,(R), which is not definably amenable). We also show that the canonical
pushforward map is a homomorphism from definable convolution on G to classical
convolution on the compact group G/G%, and use it to classify G®-invariant
idempotent measures.

1. Introduction

This paper is a continuation of [Chernikov and Gannon 2022], but with a focus
on NIP groups and the dynamical systems associated to the definable convolution
operation. It was demonstrated in [Chernikov and Gannon 2022] that when T is
an NIP theory expanding a group, G is a monster model of 7', and G < G, the
spaces of global Aut(G/G)-invariant Keisler measures and Keisler measures which
are finitely satisfiable in G (denoted by ajt;m(g , G) and E)ﬂff (G, G), respectively)
form left-continuous compact Hausdorff semigroups under definable convolution
(see Fact 2.29). Equivalently, the semigroup (i)ﬁff (G, G), %) can be described as
the Ellis semigroup of the dynamical system given by the action of conv(G), the
convex hull of G in the space of global measures finitely satisfiable in G, on the
space of measures mff(g , G) (see [Chernikov and Gannon 2022, Theorem 6.10
and Remark 6.11]). The main purpose of this paper is to study the structure of
these semigroups, as well as to provide a description of idempotent measures via
type-definable subgroups in some cases.

In Section 2 we review some preliminaries and basic facts on convolution in
compact topological groups (Section 2A), model theory (Section 2B), Keisler
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measures (Section 2C), definable convolution in NIP groups (Section 2D), Ellis
semigroups (Section 2E) and Choquet theory (Section 2F).

In Section 3 we study the relationship between the semigroups sn;nV(g , G) and
Emff (G, G) (under definable convolution) and the classical convolution semigroup
of regular Borel probability measures on the compact topological group G/G%. We
demonstrate that the pushforward along the quotient map is a surjective, continuous,
semigroup homomorphisms from definable convolution to classical convolution
on G/G% (Theorem 3.10), mapping idempotent Keisler measures onto idempotent
Borel measures on G/ goo (Corollaries 3.11 and 3.12).

We have shown in [Chernikov and Gannon 2022, Theorem 5.8] that, by analogy
to the classical theorem of Kawada and Itd for compact groups (Fact 2.8), which
was later rediscovered by Wendel, there is a one-to-one correspondence between
idempotent measures on a stable group and its type-definable subgroups (namely,
every idempotent measure is the unique translation-invariant measure on its type-
definable stabilizer group). In NIP groups, this correspondence fails (Example 4.5),
but revised versions of this statement can be recovered in some cases. In particular,
using the results of Section 3, we demonstrate in Section 4 that a G%_invariant
idempotent measure in an NIP group G is a (not necessarily unique) invariant
measure on its type-definable stabilizer group. In future work, we examine further
cases of the classification of idempotent measures in NIP groups, including the
generically stable case.

In Section 5 we study the semigroups (Em;“v(g , G), %) and (E)ﬁff(g , G), %) for
an NIP group G through the lens of Ellis theory. We demonstrate that the ideal
subgroups of any minimal left ideal (in either Qﬁff(g ,G) or 9)?;“ (G, G)) are always
trivial (Proposition 5.10). This is due to the presence of the convex structure, in
contrast to the case of types in definably amenable NIP groups (where, due to
the proof of the Ellis group conjecture in [Chernikov and Simon 2018], the ideal
subgroups are isomorphic to G/G%). We also classify minimal left ideals in both
Dﬁff (G, G) and 937;“" (g, G) when G is definably amenable. In this case, any minimal
left ideal in smf:(g , G) is also trivial (Proposition 5.16), while fm;m (G, G) contains a
unique minimal left ideal (which is also two-sided). This unique ideal is precisely the
collection of measures in im;nV(g , G) which are G-right-invariant (Proposition 5.18;
this is in contrast to minimal left ideals in S)ﬁff(g, G) corresponding to G-left-
invariant measures). It is also a compact convex set, and moreover a Bauer simplex
(see Definition 2.38). In particular, the set of its extreme points is closed, and
consists precisely of the lifts 1, of the Haar measure on G/ G% for pE S;“V(Q ,G)an
f-generic type of G (Corollary 5.21). If the group G is fsg, this minimal ideal is also
trivial (Corollary 5.24). We also observe that if G is not definably amenable, then the
minimal left ideal of 91, (G, G) has infinitely many extreme points (Remark 5.26).
See Theorem 5.1 for a more precise summary of the results of the section.



DEFINABLE CONVOLUTION AND IDEMPOTENT KEISLER MEASURES, II 187

In Section 6 we isolate certain conditions on G, applicable in particular to some
nondefinably amenable groups, which allows us to describe a minimal left ideal
of Dﬁ; (g, G) for T € {fs, inv} in terms of a minimal ideal in the corresponding
semigroup of types. We prove the following two results. Suppose that / is a minimal
left ideal of S; (G, G) and u is an idempotent in / such that u * I is a compact group
under the induced topology (we refer to this condition as CIG1; see Definition 6.5).
Then 9(1) * f4,47 1S @ minimal left ideal of sm; (G, G), where [, is the Keisler
measure corresponding to the normalized Haar measure on u [ and (/) is the set
of Keisler measures supported on / (Theorem 6.11). Under a stronger assumption,
CIG2, on G (see Definition 6.14), we show that a minimal left ideal of Dﬁi G, G)
is affinely homeomorphic to a collection of regular Borel probability measures
over a natural quotient of /; specifically, it is a Bauer simplex (Theorem 6.20). In
particular, SL,(R) falls into both of these categories (Example 6.23).

2. Preliminaries

Given ry,» € R and ¢ € R., we write r| =, ry if [rj] —r2| <¢e. Forn e N5y,
[n]={1,2,...,n}

2A. The classical setting. Before discussing the model-theoretic setting, we recall
some classical facts concerning compact Hausdorff spaces, measures, and compact
topological groups.
Fact 2.1. Let X, Y be compact Hausdorff spaces and f : X — Y.
(1) Let M(X) be the set of all regular Borel probability measures on X. Then
M(X) is a compact Hausdorff space under the weak-* topology, with the basic
open sets of the form

n

ﬂ{MEM(X):ri</ fidu<sz'}
X

i=1
forneN, r; <s; € Rand f; : X — R continuous fori € [n].

(i1) A net of measures (i4;)icy in M(X) converges to a measure [ if and only if for
any continuous f : X — R,

limf fdui:/fdu.
iel X X

(iii) A (Borel) measurable map f : X — Y induces the pushforward map
Jit M(X) > M(Y)

given by f,(0)(A) = u(f~'(A)) for any Borel subset A C Y. Then for any
Borel function h 1 Y — R such that h € L'(f.(n)),

/hdf*(u) =/(h0f)du-
Y X
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Moreover, the map f is affine: for anyry, ..., r, € [0, 1] with Y i r; =1
and 4y, ..., Uy € M(X),
n n
f*(ZriMi) = Zrif*(ﬂi)'
i=1 i=1

Gv) If f : X — Y is continuous, then f, : M(X) — M(Y) is continuous. If

f: X — Y is also surjective, then f, is also surjective.
Remark 2.2. Let X be any compact Hausdorff space and let C (X) be the collection
of continuous functions from X to R. We consider C(X) as a normed vector space
with the || - || norm, i.e., || fllcoc = sup,cx|f(x)]. The dual of C(X), denoted
by C(X)*, is the space of all continuous linear functionals, i.e., maps from C(X)
to R which are continuous with respect to the norm topology on C(X). The
weak-* topology on C(X)* is the coarsest topology such that for any a € X, the
map E, : C(X) — R given by E,(f) = f(a) is continuous. We remark that M (X)
can be naturally viewed as a subset of C(X)* via u > [ —du. The topology
induced from C(X)* on M (X) is both compact and Hausdorff. Moreover, M (X)
forms a convex subset of C(X)*.

Convention 2.3. If f : X — R is a measurable function, we sometimes write
Jx fdu simply as p(f).

Definition 2.4. Let X be a compact Hausdorff space and u € M(X). The support
of wis supp(u) :={a € X : w(U) > 0 for any open neighborhood U of a}. Then
supp(w) is a nonempty closed subset of X. We remark that u(supp(u)) = 1.

By a compact group we mean a compact Hausdorff topological group where both
the multiplication —- —: G x G — G and inverse ~! : G — G maps are continuous.

Definition 2.5. Let G be a compact group and i, v € M(G). Then their convolution
product' v is the unique regular Borel measure on G such that for any continuous
function f : G — R,

/ f@d(pxv)(z) = / / fx-y)du(x)dv(y).
G GJG
Equivalently, @« v is the unique regular Borel measure on G such that for any Borel
subset E of G,
uxv(E) = / w(Ex~ Y dv(x).
G

See, e.g., [Stromberg 1959] for a proof the this equivalence.
Remark 2.6. Let G be a compact group.

(1) If a, b € G, then §,.;, = 8, % 8, (Where 5, denotes the Dirac measure on a).

ITo stay consistent with the notation in [Chernikov and Gannon 2022], we will use “x” to denote
definable convolution (defined later in this section) and “x” to denote classical convolution.
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(2) The space M(G) is a compact topological semigroup under convolution. In
particular, the map x : M(G) x M(G) — M(G) is associative and continuous.

(3) The map 6 : G - M(G), a — §, is an embedding of topological semigroups.

Definition 2.7. Suppose that G is a compact group and A € M(G). We say that A
is idempotent if A x X = A.

The following theorem classifies idempotent measures on compact groups. The
first proof of this theorem is due to Kawada and It6 [1940, Theorem 3] and uses
representation theory of compact groups. This result was rediscovered a decade-
and-a-half later by Wendel [1954, Theorem 1] using semigroup theory.

Fact 2.8. Suppose G is a compact group and ). € M(G). Then the following are
equivalent:

(1) A is idempotent.

(2) supp(A) is a closed subgroup of G and Alsupp(n) is the normalized Haar measure
on supp(A).

We are interested in which ways this theorem can be recovered for Keisler
measures on definable groups. However, finding subgroups of a monster model is
more difficult than directly applying this classification theorem since the support of
an idempotent Keisler measure is a collection of types and not a subgroup of the
model. Instead, we will also need to take into account a measure’s stabilizer. This
distinction does not arise in the compact group setting since the stabilizer of an
idempotent probability measure is the same as its support. We take a moment to be
precise about this statement.

Definition 2.9. Suppose G is a compact group and A € M(G). Its right stabilizer
is Stab(A) :={a € G : A(B - a) = A(B) for any Borel set B C G}.

Lemma 2.10. Let G be a compact group and » € M(G). If A is idempotent, then
supp(A) = Stab(A).

Proof. Suppose a € supp(A). By Fact 2.8, supp(1) is a closed subgroup of G and
Alsupp(r) 18 the normalized Haar measure on supp(A). Hence A(C - a) = A(C) for
any Borel subset C of supp(A). Let X be a Borel subset of G. Then

MX -a) = A((X -a) Nsupp(2)) = A((X Nsupp(A)) - a) = A(X Nsupp(R)) = A(X),

and hence a € Stab()).
Conversely, suppose a € Stab(A), but a ¢ supp()r). By Fact 2.8, this implies that
(supp(X) - @) Nsupp(r) = @. However A(supp(A)) =1 and also

A(supp(X) - @) = A(supp(r) - a Nsupp(r)) = A(2) =0,

a contradiction. O
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Finally, we recall a couple of facts on integrating functions over compact groups.

Fact 2.11. Suppose that G is a compact group and H is a closed subgroup of G
with normalized Haar measure hy. Let h € H, and let f : G — R be a Borel
function such that f|y € L'(Ay), i.e., the restriction of f to H is integrable. Then

/ F ) dhx) = f Flx by dr),
G G

where ) is the measure on G defined by A(X) = g (X N H).

The next fact appears hard to find explicitly stated in the literature, so we provide
a proof for completeness.

Lemma 2.12. Let G be a compact group and assume that f : G — R is continuous.
Let u € M(G). Then the map b — fG f(x-b)du from G to R is continuous.

Proof. Define h: G — Rviah(b) = fG f(x-b) du. We first show that for every ¢ >0
there exists an open neighborhood U of the identity e € G such that for any b € U,
sup,cqlf(x) — f(x-b)| <e. Fix ¢ > 0, and suppose the statement does not hold.
Then for every neighborhood U of e there exist some by € U and ¢y € G such that
| f(cu)— f(cu-bu)| = €. Let N be the set of all open neighborhoods of e. Then N is
a directed set under reverse inclusion and (cy -by)yen is a net. Since G is compact,
we may pass to a convergent subnet N’ of N so that (cy - by)yen’ converges.
Note also that still limy ¢y’ by = e. Since the nets (cy - by)yen’ and (by)yen
both converge and G is a topological group, the net (cy)yen’ also converges. Let
¢ :=limyepn cy. By continuity of f,

lim f(cy) = f(©)= lim f(co-bu).

Then limyen' | f(cv) — f(cy - by)l =0, but | f(cy) — f(cy - by)| = ¢ for each
U € N’ by assumption, a contradiction.

We now show that /& is continuous. Let (r,s) € R, go € A~'((r,s)), and
e :=min{|h(go) — |, |h(go) — s|}. By the paragraph above, there exists an open
neighborhood of the identity U such that sup,.;|f(x) — f(x - b)| < ¢/2 for any
b € U. We will show that the open set gg- U is a subset of h=1((r, 5)) containing go.
Note that gg € go - U since e € U. Now suppose that g € go- U, so that g; = g¢ - by
for some b; € U. Since, for any g € G, the action k(x) + k(x - g) of G on the
space C(G) of continuous functions from G to R preserves the uniform norm,
acting on the right by g¢ derives sup, .| f (x - go) — f(x-go-b1)| < &/2. Therefore

h(gl)=/Gf(x'gl)dM=/Gf(x'go-b1)du%/2/Gf(x'go)du=h(go)-

Hence h(gy) € (r, s) and thus go - U is an open subset of h=Y((r, s)). Therefore
h='((r, 5)) is also open, and the map / is continuous. (]
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2B. Model-theoretic setting. For the most part, our notation is standard. Let T be
a complete first-order theory in a language £ and assume that !/ is a sufficiently
saturated and homogeneous model of 7. While the rest of the paper is focused on
the setting where T expands the theory of a group, this section contains results about
arbitrary theories. We write x, y, z, ... to denote arbitrary finite tuples of variables.
If x is a tuple of variables and A C U/, then £,(A) is the collection of formulas
with free variables in x and parameters from A, modulo logical equivalence. We
write £, for £,(2). Given a partitioned formula ¢(x; y) with object variables x
and parameter variables y, we let ¢*(y; x) := ¢(x; y) be the partitioned formula
with the roles of x and y reversed.

As usual, S, (A) denotes the space of types over A, and if A € B C U then
S)ES(B, A) (respectively, S;“V (B, A)) denotes the closed set of types in S, (B) that
are finitely satisfiable in A (respectively, invariant over A). Throughout this paper,
we will want to discuss the spaces S}C“V(B, A) and S)fCS(B, A) simultaneously, so
we let ST(B, A) denote “either S™(B, A) or S™(B, A)”. If ¢(x) € L, (U), then
[ox)]={p e S:U):p(x) € p}. Given aset X CU* and A C U/ a small set of
parameters, we say that X is \/-definable over A (respectively, /\- or type-definable
over A) if for some {v;(x)};c; with ¥;(x) € L,(A) we have X = Uie[ Y (U)
(respectively, X =(");c; ¥i(U)). And X is \/-definable (respectively, type-definable)
if it is \/-definable (respectively, type-definable) over A for some small A C .

Definition 2.13. If X is a \/-definable subset of U/*, we let [X] := [ J;,[¥i(x)]
where \/;; ¥i(x) is any \/-definition of X. Likewise, if X is a type-definable
subset of U, we let [X]:=);,,[¢;(x)], where \,.; ¢;(x) is any /\-definition
of X. Note that [X] does not depend on the choice of the small set of formulas
defining X.

In the next fact, (1) follows by considering the preimages of half-open intervals,
and for a proof of (2) see, e.g., [Gannon 2019, Fact 2.10].

Fact 2.14. Let S be a topological space and f : S — R a function.

(1) Assume f is bounded and Borel. Then for every € > 0 there existry, ..., r, €R
and Borel sets By, ..., B, such that { B;};_, partition S and
n
sup| f(a) — Zrilgi(a) <e.
aes

i=1
(2) Assume S is a Stone space and f is continuous. Then for every ¢ > 0O there
exists clopen sets Cy,...,C, C Sandry,...,r, €R such that

n

f@ =Y rilg,(a)

i=1

sup
aes

<é€.
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2C. Keisler measures. For any A C U, a Keisler measure over A in variables x
is a finitely additive probability measure on £, (A). We denote the space of Keisler
measures over A (in variables x) as 91, (A). Every u € 91, (A) extends uniquely
to a regular Borel probability measure i on the space Sy (A), and we will routinely
use this correspondence. If A € B C U, then there is an obvious restriction
map rg : M, (B) — M, (A) and we denote ro(u) simply as w|4. Conversely, every
w € M, (A) admits an extension to some w1’ € M, (B) (not necessarily a unique one).

Definition 2.15. Let B C U and u € M, (/). We say that w is

(1) invariant over B if for any formula ¢(x, y) € L, y(B) and elements a, b € U’
such that a =p b we have u(¢(x, b)) = u(p(x, a));

(2) finitely satisfiable in B if for any formula ¢ (x) € L, () such that u(¢(x)) > 0,
there exists some b € B such that = ¢(b).

We let imff (U, B) (respectively, sm;nv (U, B)) denote the closed set of Keisler
measures in 2, (/) that are finitely satisfiable in B (respectively, invariant over B).

Just as with types, we let im}; (U, B) mean “imff U, B) or S)JT;“V U, B)”. The
support of u € M, (B) is the nonempty closed set of types

sup(u) = {p € Sx(B) : u(p(x)) > 0 for any ¢(x) € p}.

Given p = (p1, ..., pn) With p; € S, (A), we let Av(p) € 9, (A) be defined by
Av(p)(p(x)) :=|{i €[n]:¢(x) € p;}|/n, and given a = (ay, ..., a,) € U*, we let
Av(a) .= AV(tp(al/Z/{), R tp(a,,/Z/I)). We refer to, e.g., [Chernikov and Gannon
2022, Section 2] for a more detailed discussion of the aforementioned notions.

Definition 2.16. Let X C S, (). We let M(X) :={u € M, (U) : sup() € X} be
the set of Keisler measures supported on X. If X is a closed subset of S, (i), we let
M(X) denote the set of regular Borel probability measures on X, with the topology
on X induced from S, (/). When we consider M(X) as a topological space, we
will always consider it with the weak-* topology.

The space of Keisler measures 91, (A) is a (closed convex) subset of a real
locally convex topological vector space of bounded charges on £,(A) (see, e.g.,
[Bhaskara Rao and Bhaskara Rao 1983] for the details).

Lemma 2.17. Assume that X is a closed subset of Sx(U). Then M(X) is a closed
convex subset of M, (U).

Proof. Suppose M(X) is not closed. Then lim;c; u; = p for some u & MCX)
and some net (u;);c; with u; € 9M(X). Then there exists a type p € sup(u) \ X.
Since X is closed, the set U := S, (U)\X is open. Hence U = Ujej[goj (x)] for
some set of formulas {¢;};c; and there is some j € J such that ¢;(x) € p. Then
[@;(x)]NX =@ and u(p;(x)) > 0 (since p € sup(u)). Thus lim;e; p;(@;(x)) =
lim;c; 0 =0 < u(p;(x)), a contradiction.
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The space 91(X) is convex since if 7, s € R.o with r +s =1, and u, v € 9M(X),
then sup(ru + sv) = sup(u) Usup(v) € X. U

In the later sections, we will need to discuss maps from the space of Keisler
measures to other spaces of measures. The following definition is an appropriate
notion of an isomorphism in this context (and will be denoted by =).

Definition 2.18. Let V), V, be two locally convex topological vector spaces. Sup-
pose that C; and C, are closed convex subsets of V; and V>, respectively. A map
f 1 Cy — C; is an affine homeomorphism if f is a homeomorphism from C; to C;
(with the induced topologies) and for any ay,...,a, € Ci and ry,...,r, € Rsg

with 7, r; = 1 we have
n n

f(zriai) =Y rifa).

i=1 i=1
Definition 2.19. Let A be a subset of a locally convex topological vector space, V,
and let b € V. We say that b is extreme in A (or an extreme point of A) if b € A
and b cannot be written as rc; + (1 —r)c; for ¢y, ¢c; € A where ¢y Zcp and r € (0, 1).
We let ex(A) :={c € A : c is extreme in A}.

Fact 2.20 (Krein—Milman theorem). Let A be a convex compact subset of a locally
convex topological vector space V. Then the convex hull of ex(A) is a dense subset
of A.

Proposition 2.21. Let X C S (U) be a closed set. Then there exists an affine
homeomorphism y : M(X) — M(X) such that for any ¢(x) € L, (U) and pn € M(X),
ulpx)) =y () ([exx)INX).

Moreover, sup(u) = supp(y (w)).

Proof. This follows directly from the fact that every Keisler measure p in 91, (/)
extends uniquely to a regular Borel probability measure i on S, (). We let
y () := [t [x, i.e., the restriction of the measure [& to the collection of Borel subsets
of X. See, e.g., [Simon 2015, page 99] for the details. (]

For a proof of the following fact, see [Chernikov and Gannon 2022, Lemma
2.10].

Fact 2.22. (1) u e MSWU, M) ifand only if p € SSU, M) for all p € sup(u).
(2) (TisNIP) ne DJT;“V(L{, M) ifand only if p € S;“V(Z/{, M) for every p € sup(u).
Combining Proposition 2.21 and Fact 2.22 we have the following.

Corollary 2.23. (1) If T is any theory, then MSU, M) = M(SHU, M)) =
M(SE WU, M)).

(2) If T is NIP, then ™ U, M) = M(S™ (U, M)) = M(S™ (U, M)).
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Remark 2.24. It is not true that EJJI(S;“V U, M) = SJTL“V(Z/{ , M) in an arbitrary
theory; see [Chernikov and Gannon 2022, Lemma 2.10(4)].

Lemma 2.25. For any € M, (U), there exists a net of measures (v;) jey in M, (U)
such that

(1) foreach j € J, vi =Av(p;) for some p; = (pj,, ..., pj,) with pj, € sup(u);
(2) limjej Vi = MU.

Moreover, if | is finitely satisfiable in M < U, then we can take v; of the form
Av(a;) for some aj € (M*)=®.

Proof. Consider a basic open subset O of 91, (f), of the form

n
0= veM W) :ri <vB:ix)) <s}.
i=1
Suppose that © € O. Let B be the (finite) Boolean algebra generated by the
sets {01(x),...,0,(x)}, and let {o1(x), ..., 0, (x)} be the set of its atoms. For
each atom o;(x) such that p(o;(x)) > 0, there exists some p; € sup(u) such that
o;(x) € p;. Consider the measure

A= > 11(07 (x))8 ;.
{i€ln]:pu(oi(x))>0}

Then A(6; (x)) = w(6;(x)) for every i € [n], and hence A € O. We can choose a
sufficiently large € N and s; € N so that s; /¢ is sufficiently close to u(oi(x)), so
that vp := Z{ie[n]:u(oi(x))>0} (si/1)8p, € O (taking po to be the tuple of types of
length ¢ with p; repeated s; times, we see that vo = Av(pp)). Then we can take
the net (Vo) uco-

And if u is finitely satisfiable in M and w(o;(x)) > 0, then = o;(a;) for some
a; € M*, and we can take p; := tp(a; /U) (see [Chernikov and Gannon 2022,
Proposition 2.11]). O

2D. Definable convolution in NIP groups. In this section, we assume that T is an
L-theory expanding a group, we denote by G a sufficiently saturated model of T
and by G a small elementary submodel; x, y, ... denote singleton variables; and
for any ¢(x) € L,(G), we let ¢'(x, y) := @(x - y).

Definition 2.26 (7 is NIP). Suppose that u, v € i)ﬁ;“"(g, G). Then we define
i * v to be the unique Keisler measure in 9™ (G, G) such that for any formula
p(x) € Lx(9),

PVl = ® ) = [ Flgdive),
5y(G))
where G’ is a small model containing G and all parameters from ¢, the map F, ;f:g
Sy(G") — [0, 1] is given by F{ ¢'(q) = u(@(x - b)) for some (equivalently, any)
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b € G with b |= ¢, and v¢ is the regular Borel probability measure on S,(G’)
corresponding to the Keisler measure v|s. We will routinely suppress notation and
write this integral as [g ) Fii dv.

.

Remark 2.27. This integral is well defined since invariant measures in NIP are
Borel-definable, so the maps which are being integrated are measurable, and does
not depend on the choice of G’. For more details about definable convolution and its
basic properties we refer the reader to [Chernikov and Gannon 2022, Section 3.2].
In particular, we will freely use [Chernikov and Gannon 2022, Proposition 3.14].

The following is well known; see, e.g., [Chernikov and Gannon 2022, Fact 3.11].

Fact 2.28. Both (S'™(G, G), ¥) and (S¥(G, G), *) are left continuous (i.e., p >
p *q is a continuous map for every q) compact Hausdorff semigroups.

The next fact is from [Chernikov and Gannon 2022, Propositions 6.2(3) and 6.4].

Fact 2.29 (T is NIP). Both (O™ (G, G), ¥) and (MS(G, G), ) are left continuous
(i.e., u — p*v is a continuous map for every v) compact Hausdorff semigroups.

Moreover, for any fixed v and ¢ (x) € L (G), the map pu+— (u*v)(p(x)) €0, 1]
is continuous.

We also have right continuity when multiplying by a definable measure (but not
in general).
Lemma 2.30. If v e ?m;“V(g , G) is a definable measure, then the map .+ v * [
Srom MV(G, G) to MM (G, G) is continuous.

Proof. Let O be a basic open subset of zm;“V(g , G), that is,

0= ﬂ{u e M™(G, G) 1 1 < u(pi(x)) < s;}

i=1

for some 7;, s; € R and ¢; (x) € L£,(G). We have

wx=)"10) = e MM(G. G) :ri < (v (@i (X)) < 5;)
i=1

= e MMG, G):ri < (1: @ ) (@i(z- X)) < s}

i=1

n
=Mz ® ) (@i-2)) " (i 50),
i=1
where v, is simply v, with change of variables to z and (r;, s;) is an open subinterval
of [0, 1]. By, e.g., [Conant et al. 2021, Lemma 5.4], the map u, € M, (G) —
(v; ® ux)(@i(z-x)) €10, 1] is continuous, so its restriction to mt;m(g, G) remains
continuous. Thus O is open, as the intersection of finitely many open sets. O



196 ARTEM CHERNIKOV AND KYLE GANNON

Definition 2.31. A measure u € 9™ (G, G) is idempotent if ju % 1 = .
The following simple observation will be frequently used in computations.

Fact 2.32. Let u € sm;“V(g ,G)and f : S;(G) > R be a bounded Borel function.
Letr : S, (G) = Sy (G), p+—> plg be the restriction map. Then

/ fduc;zf (for)dpu.
5:(G) $:(9)

2E. Some facts from Ellis semigroup theory.

Definition 2.33. Suppose that (X, *) is a semigroup. A nonempty subset I of X is
aleftideal if X1 ={x=«i:x e X,i el}C 1. Wesay that I is a minimal left ideal
if 1 does not properly contain any other left ideal.

The next fact summarizes the results that we will need from the theory of Ellis
semigroups. See [Ellis et al. 2001, Proposition 4.2; Glasner 2007, Proposition 2.4].

Fact 2.34. Suppose that X is a compact Hausdorff space and (X, %) is a left
continuous semigroup, i.e., for each q € X, the map — * q : X — X is continuous.
Then there exists a minimal left ideal 1, and any minimal left ideal is closed. We let
id(I) = {u € I : u® = u} be the set of idempotents in I.

(1) id(I) is nonempty.
(2) Forevery pe I andu €id(I), pxu = p.

3) Foreveryueid(l), uxI ={uxp:pel}={pel :uxp=p}isasubgroup
of I with identity element u. For every u’ € id(I), the map py v = (U’ % —)|yx1
is a group isomorphism from u x I to u’ x I. In view of this, we refer to ux I as
the ideal group.

4) I =J{u=I:ueid(I)}, where the sets in the union are pairwise disjoint, and
each set u - I is a subgroup of I with identity u.

(5) Forany q € X, I *q is a minimal left ideal; and if p € I, then X x p = I.

(6) Let J be another minimal left ideal of X and u € id(I). Then there exists
a unique idempotent u’ € id(J) such that u x u' = u' and u’ x u = u. The
map py.j = (—*xu')|; is a homeomorphism from I to J (with the induced
topologies) mapping ux I tou' x J.

The following is a celebrated theorem of Ellis [1957, Theorems 1 and 2] (see
also [Lawson 1974, Corollary 5.2]).

Fact 2.35 (Ellis joint continuity theorem). (1) Let G be a locally compact Haus-
dorff semitopological group (i.e., G is equipped with a group structure such
that the maps x — y-x and x — x -y from G into G are continuous for any
fixed y € G), and let X be a locally compact Hausdorff topological space.
Then every separately continuous action of G on X is (jointly) continuous.
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(2) If G is a locally compact Hausdorf{f semitopological group, then G is a topo-
logical group.

2F. Some facts from Choquet theory. We recall some notions and facts from
Choquet theory for not necessarily metrizable compact Hausdorff spaces (we use
[Phelps 2001] as a general reference). Let E be a locally convex real topological
vector space. The following generalizes the usual notion of a simplex in R" to the
infinite-dimensional context.

Definition 2.36 [Phelps 2001, Section 10]. (1) A set P C E is a convex cone if
P+ P C P and AP C P for every scalar A > 0 in R.

(2) A set X C P is the base of a convex cone P if for every y € P there exists a
unique scalar A > 0 in R and x € X such that y = Ax (not all convex cones
have a base).

(3) A convex cone P in E induces a translation-invariant partial ordering on E:
x >y if and only if x —y € P. When P admits a base, P N (—P) = {0}, and
hencex > yAy>x = x=1y.

(4) A nonempty compact convex set X C E is a Choquet simplex, or just simplex,
if X is the base of a convex cone P C E such that P is a lattice with respect to
the ordering induced by P. That is, for every x, y € P there exists a greatest
lower bound z € P (i.e., z < x and z < y, and for every 7/ € P with 7/ < x
and 7/ <y, 7/ < z). The greatest lower bound z of x and y is unique and
denoted by x A y.

We could not find a direct quote for the following fact, so we provide a short
argument combining several standard results in the literature.

Fact 2.37. Let S be a compact Hausdorff space and T a family of continuous func-
tions from S into S. Then the set of all regular T -invariant (that is, u (T~ (A)) =
1 (A) for every Borel A C S and T € T) Borel probability measures on S, denoted
by M1 (S), is a Choquet simplex (assuming it is nonempty).

Proof. By the Riesz representation theorem, we can view the set M1 (S) of all
regular Borel nonnegative finite measures on S as a subset of C(S)*, the dual (real
topological vector) space of the topological vector space of continuous functions
on §, with the weak-* topology. Let M+(S) (respectively, ./\/l;r-(S)) be the set of
regular Borel 7 -invariant probability (respectively, finite nonnegative) measures
on S. Then M+(S) C M?(S) C M™(S) are compact convex subsets (by Borel
measurability of the maps in 7; see [Phelps 2001, page 76]). Moreover, M#(S) is
a convex cone with the base M+(S). It is well known that M™(S) forms a lattice:
for w, v e M*(S), their greatest lower bound A v € M™(S) can be defined via
(uAV)(A) =1infpes pca{(B)+v(A\ B)} (see, e.g., [Dales et al. 2016, page 111];
it is easy to verify from this definition that if u, v are regular, then u A v is also
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regular). Finally, [Phelps 2001, Proposition 12.3] shows that if &, v € M (S) are
T -invariant, then p A v is also T -invariant (using an equivalent definition of the
lower bound in terms of the Radon—Nikodym derivative). Hence M;’—(S ) is a lattice,
and so M7 (S) is a Choquet simplex. O

Definition 2.38 (see [Phelps 2001, Section 11] or [Alfsen 1971, Chapter 2, §4]). A
compact convex set X C E is a Bauer simplex if X is a Choquet simplex and ex(X)
is closed.

Definition 2.39. A point x € E is the barycenter of a regular Borel probability
measure (4 on X if f(x) = u(f) := f x J du for any continuous linear function
f:E—>R.

Remark 2.40. Both the property of being a Choquet simplex and the property
of being a Bauer simplex are preserved under affine homeomorphisms (see, e.g.,
[Phelps 2001, pages 52-53]).

Fact 2.41. (1) [Phelps 2001, Proposition 11.1] X is a Bauer simplex if and only
if the map sending a regular Borel probability measure | on ex(X) (the
closure of the extreme points) fo its barycenter is an affine homeomorphism of
M (ex(X)) and X (and thus a posteriori of M(ex(X)) and X).

(2) [Alfsen 1971, Corollary 11.4.4] Up to affine homeomorphisms, Bauer simplices
are exactly the sets of the form M(X) for X a compact Hausdorff space (where
ex(M(X)) = {6, : x € X}).

3. Definable convolution on G and convolution on G/G"

Throughout the rest of the paper, T is a complete NIP theory expanding a group, G
is a monster model of T, G is a small elementary submodel of G, x, y, ... denote
singleton variables, and for any ¢(x) € £,(G), ¢'(x,y) = ¢(x - y). We define
and study a natural pushforward map from 9, (G) to M(G/G*). We demonstrate
that this map is a homomorphism from the semigroup (S)ﬁ;nv (G, G), %) of invariant
Keisler measures with definable convolution onto the semigroup (M(G/ G, %)
of regular Borel probability measures on the compact group G/G% with classical
convolution. In particular, the image of an idempotent, invariant Keisler measure
on G is an idempotent measure on the compact group G/G%. The proofs of these
theorems are primarily analytic, and the NIP assumption is used to ensure that G%
exists and definable convolution is well defined. We begin by recalling some
properties of G/G% and define the corresponding pushforward map.

Fact 3.1. Suppose that T is NIP.

(1) There exists a smallest type-definable subgroup of G of bounded index, denoted
by G®. Moreover, G is a normal subgroup of G type-definable over . Let
7:G— g/goo be the quotient map, i.e., w(a) = aG®.
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(i) G/G% is a compact group with the logic topology: a subset B of G/G% is
closed if and only if w =1 (B) is type-definable over some/any small submodel
of G.

(ii1)) The map & : G — g/QOO induces a continuous map 7 : Sy(G) — Q/QOO via
7(q) :=m(a), where a |= q|g and G is some/any elementary submodel of G.
Therefore, we can consider the pushforward 7, : M(S(G)) — M(G/G").
By Proposition 2.21, M, (G) is affinely homeomorphic to M(S(G)) and so
(formally) we let m, : M (G) —> M(G/ G%) be the composition of 7, and
this homeomorphism. We will primarily work with m,, and usually identify
7T, and 1, without comment.

(iv) The map s : M, (G) = M(G/GP) is continuous, affine, and surjective.
Proof. (i) This is a theorem of Shelah [2008].
(i) This is from [Pillay 2004] (see also [Simon 2015, Section 8]).

(iii) First, 77 is well defined. Indeed, let G|, G, < G be small elementary submodels
and g € S;(G) be such that a; =q|g, fori € {1, 2}. It suffices to show 7 (a;) =7 (az).
Let U be an open subset of G/G% such that w(a;) € U, and we show that then
also m(ay) € U. Since U is open, 7~ (U) is \/-definable over both G; and G».
Let \/jeli 1//;. (x) be a definition of 7 ~!(U) over G;. Hence there is some j; € I
such that U = ¥, (a1), so ¥, (x) € g. As Ujell[l/f}(x)] = Ujelz[wjz(x)] (see

Definition 2.13), there exists some j, € I so that ¥, (x) € g. Now

ey, < | Jviw=r""U) = n@) eU.
JED
Since Q/QOO is Hausdorff and 7 (a;) and w(ay) are in the same open sets, we
conclude that 7 (a;) = 7 (ay).

By the previous paragraph, 7 = f org, where G is any small submodel, the
map rg : Sx(G) = S¢(G) is the restriction map, and f : S;(G) — Q/QOO is defined
via f(q) = m(a), where a |= q. Both f and r¢ are continuous maps and so 7 is a
continuous map (the map f is continuous by (ii)).

(iv) This is by Fact 2.1(iii),(iv) and Proposition 2.21. O

Definition 3.2. We let ng,* =TTy lonts g,y and ng}v* = T« [oninvg,G)- We Will
typically write 7", simply as 7, when G is clear from the context, and 7, to

mean “either 7™ or 757,

Remark 3.3. Both 7" and 7 are continuous and affine since these maps are
restrictions of i, to a closed convex subspace.
Proposition 3.4. The map 7 : imi (G, G) = M(G/GM) is surjective.

Proof. Since imf;S(g ,G)C Z)ﬁ;’“’ (G, G), it suffices to show that Jrff is surjective. Fix
v e MGG/ gOO). By the Krein—Milman theorem, the convex hull of the extreme
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points of M(G/ QOO) is dense inside M(G/ QOO). The extreme points of M(G/ GY0)
are the Dirac measures concentrating on the elements of G/ goo (see, e.g., [Simon
2011, Example 8.16]). Thus there exists a net (v;);¢; of measures in M(G/G")
such that lim;¢; v, =v and foreachi € I, v; = Z"’ Sb, for some n; € N,
b’ IS Q/QOO and r e R.g Wlth Z r = 1. Since the map 7 1s surjective, for
each b’ there ex1sts some a eg such that JT(Cl ) = b’ Let p*. € st(g G) be
a global coheir of tp(a /G), and let u; := Z'Jl’ 1r16p,. Then m,(u;) = v;. Now
(ii)ier 1s a net in the compact space smfs (G, G), so, passing to a subnet, we may
assume that it converges and let pu := lim;¢; u;. Then

Ty () = e (lim ;) = lim 7, (p;) = limv; = v,
iel iel iel

where the second equality follows from continuity of .. Hence 7* i

Lemma 3.5. Let p, g € S;;’V(g, G). Then

is surjective. [J

@) 7 (p)-7(@) =7(p*q),
Qi) 74(8,) = 83(p)»
(iii) 4(8p % 8y) = 4 (8p) *x 4 (8y).
Proof. (1) Let b |=q|¢ and a = p|gp. By definition (a - b) = p % q|g, and hence
a(p*q)=mn(a-b)=mn(a) 7(b)=7a(p) 7(q).

(i) Let f:G/ G% — R be a continuous function. Then

2.8, (f) = / (fo)ds, = f(H(p) = f FdS3p) = 20 (f)-

Since 7,(8,) and 8 () agree on all continuous functions, by Fact 2.1(i) they belong
to the same open sets in a Hausdorff space, s0 .(8,) = 05 (p)-

(iii) We have

75 (8p % 8g) = 75Opsg) = S5 (prg) = 02 (p)-#t(g) = O (p) * Vst (q)-
Here the first equality follows from [Chernikov and Gannon 2022, Proposition

3.12], the second and third equalities follow from (ii) and (i) respectively, and the
last equality is by Remark 2.6. ([

To show that ﬂi‘“ is a homomorphism, we first observe some basic properties
of the action of G on its space of types and, in turn, on the space of continuous
functions from S, (G) to R.

Definition 3.6. Let G be a model of T. Fora € G and p € S,(G), let p-a :=
{px-a™) o) e p)eSc(G)anda-p={pa'-x):¢(x) € p} € Sx(G). This
defines a right (respectively, left) action of G on S, (G) by homeomorphisms.
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Lemma 3.7. For any a € G and q € S,(G) we have w(a) - 7 (p) = 7t (a - p) and
w(p)-m(a)=7(p-a).
Proof. We notice that

7(p)-n(a)=7a(p) w(tp(a/G)) =7 (p*tpa/G)) =7 (p-a),
where the second equality is by Lemma 3.5(i). The other computation is similar. [

Lemma 3.8. Let G be any model of T. Let h : S, (G) — R be a function, {[¥;1}icn]
a partition of Sy(G) with V; € L,(G), ¢ € Rog and ry,...,r, € R such that
SUP,es, (G) ’h(q)—zyzl ril[l/,l.](q)| <e¢. Fora € G, we define the functions h-a, a-h :
S:(G) = Rvia (h-a)(p) =h(p-a) and (a-h)(p) =h(a- p). Then

n

sup |(h-a) (@)=Y rilpy,cean(@)] <&,
q€S8:(9) i=1
n

sup (@ m) (@) = Y riliy,@n(@)] <&.
q€S:(9) i=1

In particular, if h is continuous, then h - a and a - h are both continuous maps from
Sy (G) to R (as uniform limits of continuous functions, using in item (2) of Fact 2.14).

Proof. We only prove the lemma for % - a (the case of a - & is similar). Assume the
conclusion fails. Then there exists some g € Sy (G) such that

> E.

‘(h ~a)(q) — Zril[l//i(x-a)](Q)

i=1
Since {[¥; (x)1}ie[q) 1s a partition, so is {[;(x - a)]}i[). For precisely one k € [n],
we have that Y (x-a) €q and Y, ril{y,x-a)1(q) =rk. SO Yi(x .a~'a)eq-a,and
thus ¥ (x) € g -a. Since {[{; (x)]}ie[») forms a partition, Zle rilpy,o1(q -a) =ry.
Then & > }h(q -a) — 2?21 rilpy, 01(q -a)} =|(h-a)(q) —r¢| > € by assumption, a
contradiction. O

Remark 3.9. The previous lemma follows also from the more general observation
that both the left and right action of G on (R% || . ||«) are by isometries, where
R5+ (@ is the space of all functions from Sy (G) to R with the uniform norm.

Theorem 3.10. Suppose u, v € im;nV(g, G). Then (% v) = m, (1) *x 74 (V).

Proof. Tt suffices to show that for any continuous function f : G/G% — R we
have 7, (i % v)(f) = (1) * 7 (v)(f). Fix a continuous f : G/G% — R. Let
r: 8:(G) — Sx(G), p— plc be the restriction map. Fix ¢ > 0. Then fo7m
is a continuous function from S, (G) to R (which factors through S,(G)), so by
Fact 2.14(2) there exists a partition {[V; (x)]}ic[q) of Sx(G) with ¥;(x) € L4(G)
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and rq, ..., r, € R such that

(fom)(p)— Zhl[l/f,(x)](p)‘ <e.

sup
PESK(9)

We now have the following computation for m, (u * v)(f):

m(u*v)(f)=/g/g00fdm(u*V)=/ (foR)d(uxv)

Sx(

n

’%/ <Zril[w,~(x)J> d(pxv) =Y ri((n*v)(Wi(x)))
5@\

i=1

=Y (e ®v) Wit y) = mi f Fligd(vg)
i=1 i=1

5,(G)
® v ~ v
* ! /
(F ’Gor)dv=/ (( riF ’G)or)dv
Z /s}(g) - 5,9 ; -

The equality (x) is Justlﬁed by Fact 2.32.

Next we will show that the convolution product (. () * . (v))(f) in M(G/ G2
is close to the final term in the above computation. Define 4 : G/ G% - R via
h(a) = fg G f(x-a)dm,(u). By Lemma 2.12, h is continuous. Fix p € $,(G)
and let b :=7(p) € G/G% and b |=r(p) € G. By definition, 7 (p) = 7 (b) = b By
Lemmas 3.5 and 3.8, we have the following computation:

(ho#)(p) = h(b)
= [ seebdngo= [ sea@ b
G/g% q€S:(9)

=/ f(fr(q)-n(b))du=/ f(fr(q-b))du=/ ((f o#)-b)dp
q€Sx(G) q€S:(G) Sx(G)

fs Zr,lw,(xbndu Zw(w,(x b))—((ZanG)or)@)
i=1

95

Since p was arbitrary in Sy (G), we conclude that

(hoR)(p) — <<ZrF,fG) or)(p)‘ <e.
i=1

sup
PESy(9)

Therefore,

(ﬂ*(u)*ﬂ*(V))(f)=/ hdn*(V)=/ (hom)dv
G/go 5,(9)

~, f ((ZrF;{’G) or> dv ~, 7, (% V) (f).
Sy(9) i=1

Since & was arbitrary, we conclude that (1 * V)(f) = (me () * T (V) (f). U
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Corollary 3.11. If u € zm;"V(g , G) and | is idempotent, then w, (W) is an idempo-
tent measure on G/ G,

Proof. By Theorem 3.10 we have m, (1) * () = (0 * (1) = (). O

Corollary 3.12. Let 1 € M(G/G") and assume that X is idempotent. Then there
exists a measure v € imff(g , G) such that w.(v) = A and v is idempotent.

Proof. By Proposition 3.4, the set A := {n € MB(G, G) : m.(n) = A} is nonempty.
Since . is continuous by Fact 3.1(iv), A is a closed subset of imff (G, G). And for
any 11,172 € A we have 9y xm € A, as m (1 ¥ 2) = (1) * () =AxA =4
by Theorem 3.10. Hence (A, ) is a compact left-continuous semigroup (using
Fact 2.29). By Fact 2.34, (A, %) contains an idempotent. U

4. ¢".invariant idempotent measures and type-definable subgroups

In this section we use the properties of the pushforward map established in Section 3
to prove that if 4 is idempotent, G*°-right-invariant, and automorphism-invariant
over a small model, then p is a translation-invariant measure on its type-definable
stabilizer subgroup of G.

Definition 4.1. (1) Let u € 91, (G). The right stabilizer of ., denoted as Stab(u),
is the subgroup of G defined by

Stab(u) =[] {g€G:ulp) = pnlp(-g)).
9EL(G)

(2) Let H be a subgroup of G (not necessarily definable). We say that u € 91, (G)
is H-right-invariant (respectively, H-left-invariant) if for every formula ¢ (x) €
L,(G) and h € H we have pu(p(x -h)) = u(p(x)) (respectively, wlp(h-x)) =
M(go(x))). We say that u is H-invariant if u is both H-left-invariant and
‘H-right-invariant.

(3) Let H be a type-definable subgroup of G. We say that H is definably amenable
if there exists some u € M, (G) such that i ([H]) = 1 (where [ is the unique
regular Borel probability measure extending ) and p is H-right-invariant.
Moreover, in this case we say that (#, i) is an amenable pair.

The next proposition shows that if a Keisler measure witnesses the definable
amenability of some type-definable subgroup of G, then this subgroup must be its
stabilizer:

Proposition 4.2. Suppose that i € M, (G) and H is a type-definable subgroup of G.
Suppose that iL([H]) = 1 and H C Stab(w). Then H = Stab(w).

Proof. Suppose H # Stab(w), and let g € Stab(u)\H. The subsets [H] and [H] - g
of Sy(9) are disjoint and f([H] U ([H] - g)) = 2, where [i is the unique regular
Borel probability measure extending  to S (G). This is a contradiction. ]
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Definition 4.3. An idempotent measure u € S)JT;“V(Q, G) is said to be pairless
if there does not exist a type-definable subgroup # of G such that (4, ) is an
amenable pair.

Remark 4.4. By Proposition 4.2, if Stab(u) is type-definable, then u is pairless if
and only if p([Stab(u)]) # 1.

We now give two examples of pairless idempotent measures (in fact, types) in
NIP groups (one definable, the other finitely satisfiable). Our third example shows
that there can be many measures forming an amenable pair with a given group.

Example 4.5. Let T be the (complete) theory of divisible ordered abelian groups,
let G:=(R,+, <) =T, and let G = G be a monster model of T.

(1) Let po+ be the unique global definable (over R) type extending
{x<a:a>0,aeG}U{x>a:a<0,a eR}.
Then §, . € i)ﬁ;“v(g , G) is idempotent and pairless.
(2) Let pr+ be the unique global type finitely satisfiable in R and extending
{x >a:a R}
Then §,,,
(3) Let p1~ and p_ be the unique global heirs (over R) extending the types
Oi(x):={x>a:aeR} and O_(x):={x<a:aecR}

€ szf(g , G) is idempotent and pairless.

respectively. Then (G, ) is an amenable pair for any r € [0, 1], where
mr=r8p_+A—=r)dp, .
Proof. (1) Note that Stab(é, ) = {0} and J,, ({0}) = 0, so Spsr is pairless by
Proposition 4.2. We now check that §, . is idempotent. Fix some a € G, some
small G’ < G containing a and R, and a realization ¢ |= pg+|g’ in G. Note that
(po+ * po+)(x < a) = (po+ ® po+)(x +y < a) = po+(x <a—c).

We now have two cases:

(a) If a > 0, then a — ¢ > 0 and so (po+ * po+)(x <a) = 1.

(b) If a <0, then a — c < 0 and so (po+ * po+)(x <a) =0.

Hence, using quantifier-elimination, po+ * po+ = po+, and 80 8, * 8y, =dp. -

(2) The measure §,_, is idempotent by a computation analogous to the one in (1).
We have
Stab(d,,.) ={a € G: —n <a < n for some n € N}.

We note that Stab(3,,, ) is a \/-definable subset of G, but is not definable, so it
is not type-definable. Now suppose that there exists a type-definable subgroup H
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of G such that (#, § Pa ) 1s an amenable pair. Then, by definition, H < Stab(§ PR )
and §,,, ([H]) = 1. By Proposition 4.2, we conclude that # = Stab(§,, ). Hence
Stab(d,, ) is type-definable, a contradiction. Alternatively, we get a contradiction
by regularity of the measure:

8 pgs ([Stab(8 ., )]) = sup{dp,, ([—n < x <n]) :n e N} =0.
(3) Note that p1, and p_ are (left- and right-) G-invariant. Hence
pr=rép + (1 =r)p, . €M(G)
is G-invariant for any r € [0, 1]. Since u, is G-invariant, (G, i) is an amenable
pairing for every r € [0, 1]. (]

In the rest of this section we show that in an NIP group G, for any G%_invariant
idempotent p € zm;m(g, G), Stab(u) is type-definable and (Stab(w), ) is an
amenable pair.

Definition 4.6. Assume that u € MM™ (G, G) is idempotent. By Corollary 3.11,
the measure () € M(G/ G%) is idempotent, and by Fact 2.8, supp(m,(u)) is a
closed subgroup of G/G* and 7, (1) [supp(r. () 18 the normalized Haar measure on
this closed subgroup. Then 7! (supp(n* (,u))) is a type-definable subgroup of G.

We let Hp (1) := =" (supp (s (1))

Proposition 4.7. Suppose 1 € i)ﬁ;“v (G, G) is idempotent and G®-right-invariant.
(i) If p € sup(w), then 7 (p) € supp(r,(1n)) (see Fact 3.1 for the definition of 7).
(i) If p € sup(n), then p € [He()].

(i) w((He(w)]) =1L

(iv) If b € Stab(u), then w(b) € Stab(r,(1)).

Proof. (i) Let U be an open subset of G/G% containing 7 (p). Then 7' (U) is
\/-definable, so 7 1 (U) = \/,; ¥i (x) for some ¥; € £L,(G). Hence there exists
some i € I so that ¥;(x) € p. Since p € sup(u), we have that w(y;(x)) > 0. Then

T (W U) = (7~ WD = w(Wi(x)) > 0,
where [i is the unique regular Borel probability measures extending w. Therefore
7 (p) € supp (7« ().
(ii) This is obvious by (i).
(iii) Assume not. Then p (S (G)\[H()]) > 0. This set is open and so by regularity

there exists some [V (x)] C S, (G) \ [Hz(u)] such that (¥ (x)) > 0. Then there
exists some p € sup(u) so that iy (x) € p. This contradicts (ii).

(iv) By Theorem 3.10,

Ty () - 7w (b) = T4 () * S () = o4 (U * 3p) = T (0)- 0
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Lemma 4.8. Assume that f : S,(G) — R is Borel and factors through 7 : Sx(G) —
G/G%, andlet f.:G/G® — R be the factor map. Then f, is Borel.

Proof. The map 7 : S (G) — G/G™ is a continuous surjective map between compact
Hausdorff spaces. If the map f = f, o7 is Borel, then f, is Borel by [Holicky
and Spurny 2003, Theorem 10] (see [Conant et al. 2021, Theorem 2.1] for an
explanation). (|

Lemma 4.9. Assume that u € im;“V(g , G) is idempotent and G-right-invariant.

Suppose that p € sup(u|g) and a |= p in G. Then u(p(x)) = u(e(x - a)) for any
p(x) € L(G).

Proof. Fix p € sup(u|lg), ¢(x) € L,(G) and a € G such that a = p. Fix a small
model G’ < G such that G’ contains G, a, and all of the parameters of ¢. Let
r:8,(G) = S,(G"), g — ql¢ be the restriction map. Since  is idempotent,

pota) =wrntoean = [ Flgdue =[5k endu
$,(G") 5,(6)

where @,(x) ;= ¢(x -a), so ¢, (x,y) = ¢(x -y -a) and F(p“(;/(q) n(p(x-c-a))
for some/any ¢ = g (see Definition 2.26). Let f := F %G/ or and h := Fj ¢ G or.

Claim 1: Both f and & factor through 7 : Sy(G) — g/gOO.

Proof. The proofs are essentially the same, so we only show that f factors through 7.
Fixing q1, ¢> € S,(G) with 7 (q1) =77 (g2), we want to show that then f(g1) = f(¢2).
Let by, by € G be such that by =r(g1) and by |=r(q2). Then w(by) = 7w (by). Since
G% is a normal subgroup of G, we then have by =d - b, for some d € G%. Hence

Fla) = (F¥ 0r) (@) = nlg(x by -a) = u(p(x -d - by - ).

And since p is GY-right-invariant, we have w(y (x - d)) = u(¥ (x)) for ¥ (x) :=
@(x-by-a), that is,

wpx-d-by-a)) = u(p(x -br-a)) = (F¥, 0r)(g) = f(q). O

We let f, and A, be the associated factor maps from G/G% to R.

Claim 2: We have h, - 7w(a) = f., where h, - 7(a) : g/gOO — R is the function
defined by (h, - w(a))(b) := h,(b - (a)) for any b € G/G®.

Proof. Fix b € G/GY and b € G such that 7 (b) = b. Then
(hy -7 (a))(b)
= (h)(b-7(a)) = (h)((b-a)) = (Fq) G onp®-a/g))
= F;f (b -a/G")) = pulp(x-b-a)) = F;ff’(;f(tp(b/G )= fulb). U

Claim 3: n(ex-a)) = n(p(x)).
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Proof. The maps f, h, : G/G% — R are Borel by Lemma 4.8. By assumption
a = p with p € sup(u|g). Then there exists p € sup(u) such that p|g = p (see,
e.g., [Chernikov and Gannon 2022, Proposition 2.8]). By Proposition 4.7(i) we
then have 7w (a) = 7(p) € supp(w«(1)). The measure m,(u) is idempotent by
Corollary 3.11. Applying Fact 2.11 (to the compact group G/G% and its closed
subgroup supp(. (1)) > w(a)) we get

/ (h*'ﬂ(a))dﬂ*(M)Z/ hedm ().
G/G» G/G

Using this and Claim 2 we have the following computation:
plp(x-a)) = (u*p)(p(x -a))

5,(9) G/G%
:/ (h*-n(a))dn*(u)=/ hydm, (i)
G/Gw g/g»

= [ hdn= [ g die = e0ee) = rieeo). O
5,(9) 5,(G")

This concludes the proof of Lemma 4.9. ]

Lemma 4.10. Suppose that g € supp(;r(i1)). Then there exists some p € sup(it|g)
such that for any b |= p we have w(b) = g.

Proof. We use the fact that w, : M(S,(G)) > M(G /QOO) is a pushforward map.
Let & be the unique extension of u to a regular Borel probability measure on S, (G).
Let g € supp(m«(1)) and let U € G/G™ be an open set containing g. Because
g € supp(m, (1)), we have that 0 < 7*(u)(U) = i([w ' (U)]). Then there exists
some py € supp(t) such that py € [z ~'(U)]. The collection of open sets in G/ g%
containing g forms a directed family under reverse inclusion, and we can consider
the net (py)gev. Since supp(ft) is closed and hence compact, there exists a con-
vergent subnet (g;);c; with a limit in supp(it). Let g := lim;¢; ¢;. By continuity of
71 8¢(G) = G/G%, we have that 77 (¢) = g. Since sup(u) = supp(ft) we conclude
that ¢ € sup(u). By definition of 7 we have 7 (¢) = 7 (b) for any b = g|¢, so the
lemma holds with p := ¢q|¢. ([

Theorem 4.11. Suppose that ;€ ™ (G, G) is idempotent and G®-right-invariant.
Then

(1) Stab(u) = H. (1) (see Definition 4.6);
(2) Stab(w) is a type-definable subgroup of G;
(3) (Stab(w), w) is an amenable pair.
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Proof. (1) As H. () is a type-definable subgroup of G, by Proposition 4.2 it suffices
to show that p is H,(u)-right-invariant and ([ Hz(n)]) = 1. By Proposition 4.7(iii),
we have u([Hz(w)]) = 1, so it remains to show that Hy(u) € Stab(u). Fix
a € Hp (). Then g :=m(a) € supp(m, (1)) by Proposition 4.7(i). By Lemma 4.10,
there exists some p € sup(u|g) and b = p such that w(b) = g. In particular,
a-GO=p.G% s0a=c-b for some ¢ € G Now we have

nex-a)) = ulp(x-c-b)) = ulex b)) = n(px)).
The second equality follows from the fact that y is G%-right-invariant and the fourth
equality follows from Lemma 4.9.
(2) This follows from the fact that Stab(u) = H () and H () is type-definable.
(3) This follows since w([Stab()]) = u((Ho(w)]) = 1. ]

5. The structure of convolution semigroups

By Fact 2.29, if T is an NIP theory expanding a group, then both (fm;nv G, G), *)
and (i))Tff(g , G), x) are left-continuous compact Hausdorff semigroups (and hence
satisfy the assumption of Fact 2.34). In this section we describe some properties
of the minimal left ideals and ideal groups which arise in this setting. Unlike the
better studied case of the semigroup (S)ES(Q , G), %), we demonstrate that the ideal
subgroups of any minimal left ideal (in either i)ﬁff(g, G) or M™(G, G)) are always
trivial, i.e., isomorphic to the group with a single element. The following theorem
summarizes the properties that we will prove in this section.

Theorem 5.1. Assume that G is NIP, and let I be a minimal left ideal of Eml G, G)
(which exists by Fact 2.34). Then we have the following:

(1) I is a closed convex subset of mt; (G, G) (Proposition 5.3).

(2) Forany p € I, m. (i) = h, where h is the normalized Haar measure on GG
(Proposition 5.5).

(3) If G/G™ is nontrivial, then I does not contain any types (Proposition 5.7).

(4) For any idempotent u € 1, we have u x I = (e, -). In other words, the ideal
group is always trivial (Proposition 5.10).

(5) Every element of I is an idempotent (Proposition 5.11).
6) If u,v el then v = u (Proposition 5.11).
(7) Foranyuel, I ={ve 931}:(9, G) : v u =v} (Corollary 5.12).

(8) For any definable measure v € zm; (G, G) there exists a measure | € I such
that v x u = w. In particular, for any g € G there exists a measure u € I such
that 84 * 0 = g - = p (Proposition 5.13).
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(9) Assume that G is definably amenable.

(a) If 1 =f1s, then I ={v}, where v € fmff(g, G) is a G-left-invariant measure
(Proposition 5.16).
(b) If T =inv, then

I={ue zmi“v(g, G) : wu is G-right-invariant}.

Moreover, I is a two-sided ideal, and is the unique minimal left ideal
(Proposition 5.18). The set ex(I) of extreme points of I is closed and
equalto{,: p € Sng(g, G) is right f-generic}, and I is a Bauer simplex
(Corollary 5.21).

(10) If G isfsg and u € M, (G) is the unique G-left-invariant measure, then I = {1}
is the unique minimal left (in fact, two-sided) ideal in both imigw(g ,G) and
IMB(G, G) (Corollary 5.24).

(11) If G is not definably amenable, then the closed convex set I has infinitely many

extreme points (Remark 5.26).

We remark that (5) and (11) of Theorem 5.1 guarantee the existence of many
idempotent measures in nondefinably amenable NIP groups. All previous “con-
structions” of idempotent measures either explicitly or implicitly use definable
amenability or amenability of closed subgroups of G/G%. A priori, the idempotent
measures we find here have no connection to type-definable subgroups.

5A. General structure. Our first goal is to show that any minimal left ideal
of sm; (G, G) is convex. We begin by showing that convolution is affine in both
arguments and therefore preserves convexity on both sides.

Lemma 5.2. Assume (4, A, Ay € DJTI (G,G)andr,s €e Rogwithr +s = 1. We have:
(1) rAar+sio)xpu=rAr*pu)+s@y*pn).

(2) wx(rar+si) =r(u*Aiy) +s(u*r2).

B)IfAC im; (G, G) is convex, then both |1+ A and A * u are convex.

Proof. Parts (1) and (2) were stated in [Chernikov and Gannon 2022, Proposition
3.14(4)], but no proof was provided there, so we take the opportunity to provide it
here.

(1) Fix a formula ¢(x) € £,(G) and let G’ be a small model containing G and the
parameters of ¢. Then

((rd1 +sA2) * u)(p(x))

=/ Fr(/;q-i-s)\z d/’LGl = / (rF;ﬁ +SF)(»02)dMG/
Sy(G") $y(G")
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:r/ Fﬂ dug/+s/ Ffz dug
Sy(G) Sy(G)

=r(Arxw)(@x)) + s * n)(px))
= (r(Arxp) +sQ2* ) (ex)).

(2) Fix a formula ¢(x) € £,(G) and a small model G’ containing G and the
parameters of ¢. Then the map F[f/ : Sy(G") — [0, 1] is a bounded Borel function,
so for any & > O there exist Borel subsets By, ..., B, of S,(G’) and real numbers
ki, ..., k, such that

sup
q€8y(G)

<é.

Ff (q)—Zk 15,(q)

i=1

Now we compute the product:
(s (ra1 +s42)) (@ (x))

= f F¢ d(rai +sk2)
$y(G)

~, / (Zk IB)d(rM—i—skz)_er M(B)JrsZk A2 (B;)
$y(G")

=r k-13i>d)»1+S/ ( le)d)xz
/s,«;/><§ ’ $,(G") Z

%r/ F,f’dx1+s/ F¢ dho = (r(u A1) +5( % 12)) (9(x)).
$y(G") $y(G")

(3) We first prove that A x u is convex. Letting vi, vy € A% and r, s € R with
r+s =1 be given, we need to show that rv; + sv; € A % u. By assumption there
exist some Aq, A, € A such that A; x u = v; fori € {1, 2}. Since A is convex, we
have that rA; + sk, € A. It follows by (1) that rvy +svy = (FA; +5A2) k1 € A% L.

Now we prove that i * A is convex. Similarly, let vi, v e ux A and r, s € Rog
with » +5 =1 be given, and let A1, A, € A be such that u * A; = v;. Consider the
measure A +sAy € A. It follows by (2) that rv; +svy = ux (rA;+sky) e uxA. [

Proposition 5.3. If I is a minimal left ideal in M} (G, G), then I is closed and
convex.

Proof. Any minimal left ideal is closed by Fact 2.34. Choose w € I. By Fact 2.34(5),
we have zm; (G, G)*pu=1. By Lemma 5.2 and the convexity of 917(1 (G,G),11s
convex. O

We now consider the interaction between the pushforward map to G/ G% and the
minimal left ideal. The following lemma is standard.
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Lemma 5.4. Let S be a semigroup, L a minimal left ideal of S, and H a two-sided
ideal in S. Then L C H.

Proof. Note that L' := L N H is nonempty (for/ € Land h€ H, h-1 € LN H)
and is a left ideal (as an intersection of two left ideals). As L’ C L, by minimality
L=LCH. ([

Proposition 5.5. Let I be a minimal left ideal in (G, G). Then for every v € I
we have n:(v) = h, where h is the normalized Haar measure on Q/QOO.

Proof. Since JTI is surjective (Proposition 3.4) and continuous (Remark 3.3), the
set A 1= (n: Y ({h)) is a nonempty closed subset of S)ﬁl(g , G). Moreover, A is a
two-sided ideal: since JTI is a homomorphism (Theorem 3.10) and # is both left-
and right-invariant, forany u € A and v € ?Jﬁ; (G, G), we have

mi ) =)y« (w) =7 (W) xh=h,

and a similar computation also shows that A is a right ideal. By Lemma 5.4 we
have I C A, which completes the proof. ([

Definition 5.6. Let i € 901, (G). We say u is strongly continuous if for every & > 0,
there exists a finite partition {[¥(x)]};i<, of S,(G) with ¥; € L£,(G) such that
wr(x)) <eforalli <n.

Proposition 5.7. Let I be a minimal left ideal in 9.(G, G).

(1) If G/G™ is nontrivial, then I does not contain any types.

(2) If G/GY is infinite, then every measure in I is strongly continuous.

Proof. (1) By Lemma 3.5(2) we have JTZ (6p) = 33 (p),» which does not equal
the normalized Haar measure on G/G% when it is nontrivial. This contradicts
Proposition 5.5.

2) Ifg/ G% is infinite then the normalized Haar measure 4 on G / G% is zero on
every point. Suppose that v € M (G, G) is not strongly continuous. By compactness
and [Bhaskara Rao and Bhaskara Rao 1983, Theorem 5.2.7], v can be written as

v :rOMO+Zri8pi7
iew
where o € MI(G, G) is strongly continuous, r; € [0, 1] and p; € S{(G, G) for
eachi e w,and ), r; = 1. We then must have r;+ > 0 for some i* € w\{0}. Since
the pushforward map is affine (Remark 3.3), we have

7. (v) = rom.(Ko) + Z 7185 (pi)-
icw

Hence 7, (v) ({7 (pi)}) = ri= > 0, so w4 (v) # h, contradicting Proposition 5.5. [J



212 ARTEM CHERNIKOV AND KYLE GANNON

We now show that the ideal subgroup of any minimal left ideal is trivial. A
related result appears in [Cohen and Collins 1959, Theorem 3], but we are working
in a semigroup which is only left-continuous. Our proof is a generalization of the
proof that there do not exist any nontrivial convex compact groups and follows
[Abodayeh and Murphy 1997, Lemmas 3.1 and 3.2]. In particular, compactness
is used only to get an extreme point in some ideal subgroup. Some elementary
algebra is then used to show that the only possible ideal subgroups are isomorphic
to a single point.

Lemma 5.8. If I is a minimal left ideal in Dﬁi (G, G), thenex(I) # 2.

Proof. By Proposition 5.3, I is a compact convex set. By the Krein—Milman
theorem, / contains an extreme point. U

Lemma 5.9. If I is a minimal left ideal in Em; (G, G), then there exists an idempo-
tent ju in I such that p € ex(u*1I).

Proof. By Lemma 5.8, there exists a measure v € I which is extreme in /. By
Fact 2.34(4), there exists an idempotent @ in / such that v € pu % I. Towards a
contradiction, suppose that u & ex(u x I). Then there exist distinct ny, 7, € [
and r € (0, 1) such that rn; 4+ (1 —r)ny = . As w is the identity of the group w * 1
by Fact 2.34(3), we get

v=vxpu=rxn)+ 1 —r)(v*n).

Since v € ex(/) and vxn; € [ as [ is a left ideal, it follows that v =v % n| = v ).
Since v, 1, n2 € wx I and p* I is a group, this implies n; = n,, contradicting the
assumption. Hence p € ex(u * I). U

Proposition 5.10. The ideal subgroup of sm; (G, G) is trivial.

Proof. Let I be a minimal left ideal of imi (G, G). By Lemma 5.9, there exists

an idempotent € I such that u is extreme in w* I. Let ny, n € w=* 1. We will

show that n; = 1. By Lemma 5.2 and Proposition 5.3, i * I is convex. Hence

o= %(m + 1) € wx 1. Since I is a group with identity p, p % I contains o~

(e.,a 'sa =axa”! = ). Then

p=o'sxa=a"x (30 +im) =@ xn) + 1 xm).

Since 1 is extreme in [ and @~ s epuxl, weget u=a 'xn =a "k,

and hence 1| = ;. O
We have shown that any ideal subgroup of zm; (G, G) is trivial. Since the minimal

left ideals can be partitioned into their ideal subgroups, it follows that the convolution
operation is trivial when restricted to a minimal left ideal.

Proposition 5.11. Let I be a minimal left ideal in 9 (G, G). Then every element
of 1 is an idempotent. Moreover, for any elements (1, v € I, we have that (v = (L.
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Proof. By Fact 2.34(4) and Proposition 5.10,
[ = |_| wkl = |_| {w} =id(I).

ueid(l) peid(l)
The “moreover” part also follows from the observation that p x I = {u}. ([

Corollary 5.12. Let I be a minimal left ideal of 9 (G, G) and assume that i € 1.
Then I = {v ei)ﬁ;(g, G):v*ku=v}hL

Proof. By Proposition 5.11 we have I C {v € EJJTI(Q, G) :v*xu =v}. And since [
is a left ideal and u € I, we have {v ei)ﬁ}:(g, G):vku=v}ClI. [l

We also observe that the action of the underlying group G on the minimal left
ideal is far from being a free action (this is of course trivial in the definably amenable
case, but is meaningful when G is not definably amenable).

Proposition 5.13. Let I be a minimal left ideal of (G, G). For any definable
measure v € M (G, G) there exists a measure . € I such that v = p. In
particular, for every element g € G, there exists a measure i € I such that 8% = .

Proof. Consider the map v —: DJT}; G, G)— sm; (g, G) sending A to vxA. Since [
is a minimal left ideal, the image of (v —)|; is contained in /. Since v is definable,
the map (v —)|; : I — [ is continuous by Lemma 2.30. By Lemma 5.2, this map is
also affine. By the Markov—Kakutani fixed-point theorem, there exists some u € 1
such that v*u = . The “in particular” part of the statement follows since §,, g € G
is a definable measure. O

5B. Definably amenable groups. We now shift our focus to the dividing line of de-
finable amenability. We first describe all minimal left ideals in both (Qﬁff(g ,G), %)
and (sm;nv (G, G), *) when G is definably amenable. We then make an observation
about what happens outside of the definably amenable case. Recall that T is a
complete NIP theory expanding a group, G is a monster model of 7', G is a small
elementary submodel of G. The group G is definably amenable if there exists
u € M, (G) such that u is G-left-invariant.

Remark 5.14. (1) The group G is definably amenable if and only if for some
G’ =T there exists a G'-left-invariant u € 9, (G'), if and only if for every
G’ =T there exists a G’'-left-invariant u € 9%, (G’) (see [Hrushovski et al.
2008, Section 5]).

(2) If G’ <G and € M, (G’) is G'-left-invariant, then the measure ! € M, (G”)
defined by = (p(x)) = u(p(x ")) for any ¢(x) € L(G’) is G’-right-invariant,
and vice versa. If i € 91 (G, G), then also u~! € MI(G, G) (see [Chernikov
and Simon 2018, Lemma 6.2]).

We will need the following fact.
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Fact 5.15. Assume that G is definably amenable and NIP.

(1) [Chernikov et al. 2014, Proposition 3.5] For any G-left-invariant measure
wo € M, (G) (which exists by Remark 5.14(1)) there exists u € im;“V(g , G)
such that w is G-left-invariant and extends (1o. The same holds for right-
invariant measures by item (2) of Remark 5.14.

(i) [Chernikov et al. 2014, Theorem 3.17] There exists v € ﬁﬁff(g , G) such that v
is G-left-invariant (but not necessarily G-left-invariant).

We remark that Fact 5.15(ii) follows from [Chernikov et al. 2014, Theorem 3.17]
as S%(G, G) = S, (G™") (where G®' is the Shelah’s expansion of G by all externally
definable subsets) and EITI(S}ZS(Q, G)) = szf(g, G) (see Corollary 2.23). We now
compute the minimal left ideals in definably amenable NIP groups, first in the
finitely satisfiable case and then in the invariant case.

Proposition 5.16. The group G is definably amenable if and only if |I| = 1 for
some (equivalently, every) minimal left ideal I in ‘,mff(g , G). And if G is definably
amenable, then the minimal left ideals of imff (G, G) are precisely of the form {v}
for v a G-left-invariant measure in smff(g , G).

Proof. Let I be a minimal left ideal, and assume that / = {u}. Then for any
g€ G wehave g-u =38g* =, so uis G-left-invariant. In particular, u|¢ is a
G -left-invariant measure on 91, (G), so G is definably amenable by Remark 5.14(1).
And all minimal left ideals have the same cardinality by Fact 2.34(6).

Conversely, assume that G is definably amenable. By Fact 5.15(2) there exists
some U € Dﬁff(g , G) such that u is G-left-invariant. We claim that for any such pu,
{i} is a minimal left ideal of Dﬁff(g , G). Let v be any measure in smff(g , G).
Since v is finitely satisfiable in G, by Lemma 2.25 there exists a net of measures
in smff(g, G) of the form (Av(a;))ies such thateach a; = (a; 1, ..., ain;) € (G*)™
for some n; € N and lim;¢; (Av(a;)) = v. Fix any ¢(x) € L,(G). By the “moreover”
part of Fact 2.29, the map A € E)thf (G, G)— (A uw)(p(x)) €0, 1] is continuous.
Therefore,

wxp)(px)) = liienll((AV(C_li) * 1) (@ (x)))
1 Q) ..
= liig(n—i ; w(p(ai,j -X))> @ 1,-121 u(p(x)) = u(p(x)).

Equality (a) follows as p is G-left-invariant and each a; ; is in G. It follows that
V¥ = i, and hence {u} is a left ideal. O

We now compute the minimal left ideals in the invariant case, but first we record
an auxiliary lemma.



DEFINABLE CONVOLUTION AND IDEMPOTENT KEISLER MEASURES, II 215

Lemma 5.17. Assume that f : S,(G) — [0, 1] is a Borel function. Forany b € G,
we define the function f - b : Sx(G) — [0, 1] via (f - b)(p) := f(p - b) (recall
Lemma 3.8). If u € M, (G) is G-right-invariant then

/ fdu=/ (f -bydu.
S:(G) S (G)

Proof. For b € G, consider the map y, : S, (G) — S, (G) defined by y,(p) :=p - b.
The map y,, is a continuous bijection. Hence we can consider the pushforward map
(Vp)x : M (G) = M, (G). Denote (yp)«(1) as wup. Fix a formula ¢(x) € L,(G).
We claim that y, ' ([p(x)]) = [¢(x - b)].

We first show that (y5) ! ([¢(x)]) = [¢(x - b)]. Assume that p € [@(x - b)]. Then
¢(x) € p-bandso p-be[p(x)]. Hence ()~ (p-b) € (v, ) ([p(x)]). Since y, is
a bijection, we have that p = yb_l( p - b), which implies that p € (yb_l)([(p(x)]). So
[(x - 5)] € () ([9(x)]). Now assume that p € (y5) ' ([ (x)]). Then y,(p) €
[¢(x)], and hence p-b € [p(x)], so ¢(x) € p-b. By definition, ¢(x -b) € (p-b) b1
and since (p -b)-b~! = p, we conclude that ¢(x - b) € p. Hence p € [¢(x -b)] and
(o) Lo ()] =[x - b)].

Now we show that u, = . Indeed, by G-right-invariance of p and the previous
paragraph we have

(@) = 1y e()]) = w(e(x - b)) = u(p(x)).
And so by Fact 2.1(iii) we have

/ fdu=/ fde=/ (fO)/b)d,U«=/ (f-bydp. O
S (G) Sx(G) Sx(G) Sx(G)

Proposition 5.18. Assume that G is definably amenable. Let
I(i?v ={ue DJT;HV(Q, G) : u is G-right-invariant}.

Then Ig“’ is a closed, nonempty, two-sided ideal. Moreover, Ig‘v is the unique
minimal left ideal in N, (G, G).

Proof. The set I gw is closed since it is the complement of the union of basic open
sets in MM (G, G):

G o = | U Uwree) <sinfu: uex-g) > 1).

@(x)eL,(G) s<te€[0,1] geG

By Fact 5.15(1), we know that the set [ gw is nonempty. We first show that [ g‘v is a
left ideal. Let u € Ig“’ and v € ?m;“(g , G). It suffices to show that the measure
V % u is G-right-invariant. That is, we need to show that for any ¢(x) € £L,(G)
and b € G we have (v * u)(¢(x-b)) = (v* u)(p(x)). Let G’ < G be a small model
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containing G, b and the parameters of ¢. For any ¢ € S,(G’) anda = ¢ in G,
letting ¢p(x) := @(x - b) and noting that a - b = ¢q - b, we have

Flio @) =v(pCr-a-b) = F{Gq-b) = (F(@)-b.

Hence, by Lemma 5.17,

(05 W (@(x - b)) = f F du
Sy (G)

_ / (F?)-b)dug = / F? dpg = (% ) (@(x)).
$,(G) 5,(G)

We now argue that Ig” is a right ideal. Again let p € Ig‘v and v € MM(G, G),
and fix ¢(x) € £,(G) and G’ < G containing G and the parameters of ¢. Using
G-right-invariance of ©, we have

(n*v)(p(x)) =/ F¢ dvg: =f p(p(x)) dvg = p(p(x)).
$y(G") $y(G")
Hence I gw is a two-sided ideal.

Note that the previous computation shows that u v = u for any u € 1 g‘v and
Ve E)ﬁ;“"(g, G). So if J is any minimal left ideal of im;“(g, G), then Ig‘v cJ.
Since Ig‘v is two-sided, we have that J C Ig’v (by Lemma 5.4). Hence J = I'™,
and I(i?V is the unique minimal left ideal. O

We recall some terminology and results from [Chernikov and Simon 2018]
(switching from the action on the left to the action on the right everywhere).

Definition 5.19. (1) A type p € Sx(G) is right f-generic if for every ¢p(x) € p
there is some small model G < G such that for any g € G, ¢(x - g) does not
fork over G.

(2) Atype p € Sx(G) is strongly right f-generic if there exists some small G < G
such that p-g € Sjcnv (G, G) for all g € G. This is equivalent to the definition in
[Chernikov and Simon 2018] since in NIP theories, a global type p does not
fork over a model M if and only if p is M-invariant (see, e.g., [Hrushovski
and Pillay 2011, Proposition 2.1]).

(3) Given aright f-generic p, let i), be defined via
wplp)) = h({m(8) €G/G" g € G.p(x) € p-g}).

where 7 : G — Q/QOO is the quotient map and ¢(x) € £,(G). Then ), € M, (G)
and, assuming additionally that G is definably amenable, 1, is G®-right-
invariant (see [Chernikov and Simon 2018, Definition 3.16] for the details).

Fact 5.20. Assume that G is definably amenable NIP.
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) Ifpe S;“V(g, G) is right f-generic then p is strongly right f-generic over G
and w, € INIY(G, G). The set of all right f-generic types in Sx(G) (and hence
in S™(G, G)) is closed.

(2) Let 3(G) be the (closed convex) set of all G-right-invariant measures in 9, (G).
Then the set ex(J(G)) of the extreme points of J(G) is the set of all measures
of the form ., for some right f-generic p € Sy(G).

(3) The map p — p, from the (closed) set of global right f-generic types to the
(closed) set of global G-right-invariant measures is continuous.

Proof. (1) Any f-generic pe S ;nV(g , G) is strongly f-generic over G by [Chernikov
and Simon 2018, Proposition 3.9]. For any f-generic p, sup(u,) C 7 -G, where X
is the topological closure of X in S,(G) and p-G={p-g € S,(G) : g € G} is the
orbit of p under the right action of G (by [Chernikov and Simon 2018, Remark
3.17(2)]). As p is strongly f-generic over G, we have p-G C S;“V(g, G), and thus
sup(i,) C SiV(G, G) = SI™(G, G). Hence i), € M™(G, G) by Fact 2.22(2).

(2) This is [Chernikov and Simon 2018, Theorem 4.5].
(3) This is [Chernikov and Simon 2018, Proposition 4.3]. U

Adapting the proof of [Chernikov and Simon 2018, Theorem 4.5], we can
describe the extreme points of the minimal ideal /5" .

Corollary 5.21. Assume that G is definably amenable NIP. Then
€)) eX(Ig“') ={up:pe S;“V(g, G) is right f-generic};

2) ex(lg”) is a closed subset of I'™, and I gw is a Bauer simplex.

Proof. If p € Sng(g, G) is right f-generic, then u, is G-right-invariant and
1y € M™(G, G) by Fact 5.20(1), so pu, € I™. By Fact 5.20(2), u,, is extreme
in J(G), and thus, in particular, it is extreme in / gw C J3(G).

Conversely, assume that y € eX(IgW), and let

S:={u,: peS™G, G) isright f-generic}.

Let conv(S) be the closed convex hull of S. Then conv(S) C [ g“’ by Propositions
5.3 and 5.18. As u is G-right-invariant, by [Chernikov and Simon 2018, Lemma
3.26], for any € > 0 and ¢ (x), ..., @ (x) € L, (G), there exist some right f-generic
Ple-.. P € sup() such that 14(¢;(x)) ~ (1/n) Y1_; 11y, (9;(x) for all j € [k].
While [Chernikov and Simon 2018, Lemma 3.26] is stated for a single formula, it
also applies to finitely many formulas by encoding them as appropriate instances of
a single formula — formally, we apply [Chernikov and Simon 2018, Lemma 3.26]
to the formula

0(x; Y0, ...\ Yk) := \/f=1(yo = yi AN gr(x)).
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As we have p; € S;“V (g, G) foralli € [n], by Fact 2.22(2), it follows that i € conv(.S),
and it is still an extreme point of conv(S) C Ig“’. It follows that u € S, by the
(partial) converse to the Krein—Milman theorem (see, e.g., [Chernikov and Simon
2018, Fact 4.1] applied to C :=conv(S)). By Fact 5.20(3), the map p — u, from
SjcnV (G, G)to S)ﬁ;“" (g, G) is a continuous map from a compact to a Hausdorff space
and thus also a closed map. It follows that § = S, so i € S.

By Corollary 2.23(2), we have an affine homeomorphism between mt;m(g ,G)
and M(Sjc“" (G, G)), which restricts to an affine homeomorphism between 1 gw and
the set Mg (S™(G, G)) of all right-G-invariant regular Borel probability measures
on S™(G, G). By Fact 2.37, Mg(S™(G, G)) is a Choquet simplex, so I(i?v is a
Bauer simplex (using Remark 2.40). ]

Question 5.22. Can every Bauer simplex of the form M(X) with X a com-
pact Hausdorff totally disconnected space be realized as a minimal left ideal
of (sm;“V(g , G), x) for some definably amenable NIP group G?

Example 5.23. Let G := (R; <, +), and let G > G be a monster model. As G
is abelian, it is amenable as a discrete group and hence definably amenable. By
Proposition 5.18, 9™ (G, R) has a unique minimal left ideal 7, g’v. One checks
directly that p_., (the unique type extending {x < a : a € G}) and pi~ (the
unique type extending {x > a : a € G}) are the right f-generics in S)ic“" (g, G), and
Ipe =8p.ns Ihp ., =8, . Hence, by Corollary 5.21, ex(J)| =2 and

1N ={rs, .+ A —=r)s,  :rel0,1]}.
(See also Example 6.21(1).)

Recall that G is uniquely ergodic if it admits a unique G-left-invariant measure
u € M, (G) (see [Chernikov and Simon 2018, Section 3.4]). Recall that G is fsg
if there exists a small G < G and p € S,(G) such that g - p is finitely satisfiable
in G for all g € G. All fsg groups are uniquely ergodic (see, e.g., [Simon 2015,
Proposition 8.32]), but there exist uniquely ergodic NIP groups which are not fsg
(see [Chernikov and Simon 2018, Remark 3.38]).

Corollary 5.24. (1) If G is uniquely ergodic, then Igw = {u}, where p is the
unique G-left-invariant measure.

(2) If G is, moreover, fsg, letting u € M, (G) be the unique G-left-invariant
measure, {|1} is the unique minimal left ideal of smff(g, G) (which is also
two-sided).

Proof. (1) For any G-left-invariant measure j, the measure 4~ ! is G-right-invariant

(see Remark 5.14(2)), and vice versa. Moreover, from the definition, ©; = ., if and
only if ,ul_l =, !, It follows that if there exists a unique G-left-invariant measure [,

then there exists a unique G-right-invariant measure 1 ~!. By [Chernikov and Simon
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2018, Lemma 6.2] there also exists a measure v which is simultaneously G-left-
invariant and G-right-invariant. But then u =v = w=!, so uis also G-right-invariant.
And € sm;rW(g, G) by Fact 5.15 and uniqueness, so Ig‘v = {u}.

(2) By,e.g., [Simon 2015, Propositions 8.32, 8.33], G is fsg if and only if there exists
a G-left-invariant generically stable measure u € 91, (G), and then G is uniquely
ergodic, so p is also the unique G-right-invariant measure. By Fact 5.15(i) and
uniqueness of u it follows that w is invariant over G and hence generically stable
over G (in fact, over an arbitrary small model). In particular, u € smfj(g , G), and
it is the unique measure in zm;nv (g, G) extending u|g (by [Hrushovski et al. 2013,
Proposition 3.3]). Now assume that v € smff(g , G) is an arbitrary G-left-invariant
measure. We have v|g = it|g, as by Fact 5.15(i) there exists some G-left-invariant v’
extending v|g, and thus v/ = u, so v|g =V'|g = i|¢. But as u is the unique measure
in zm;fw(g , G) extending u|g, it follows that v = p. If follows by Proposition 5.16
that {1} is the unique minimal left ideal of sz; (G, G). Finally, in any semigroup, if
the union of its minimal left ideals is nonempty, then it is a two-sided ideal [Clifford
1948]. Hence in our case {u} is a two-sided ideal. U

Question 5.25. Can the fsg assumption be relaxed to unique ergodicity in Corollary
5.24(2)?

Our final observation in this section deals with nondefinably amenable groups.

Remark 5.26. Assume that G is not definably amenable. Let / be a minimal left
ideal in 9MM'(G, G). Then ex(1) is infinite.

Proof. For any g € G, the map 8,*— :ex(/) — ex([) is a bijection. Towards a contra-
diction, assume that ex (/) is finite, say ex(/) = {u1, ..., 4, }. Consider the measure
S imj;(g, G) definedby A=Y _"_,(1/n)u;. Then for any g € G we have §gxA =A.
Hence the measure A|g is in 91, (G) and is G-left-invariant. This contradicts the
assumption that G is not definably amenable, by (1) and (2) of Remark 5.14. [J

6. Constructing minimal left ideals

In this section, under some assumptions on the semigroup (S (G, G), ) (applicable
to some nondefinably amenable groups, e.g., SL2(R)), we construct a minimal
left ideal of (93?; (G, G), %) using a minimal left ideal and an ideal subgroup
of (S}; (g, G), %), and demonstrate that this minimal left ideal is parametrized by a
space of regular Borel probability measures over a compact Hausdorff space.

6A. Basic lemmas. We will need some auxiliary lemmas connecting convolution
and left ideals. We assume that 7 = Th(G) is NIP throughout.

Lemma 6.1. Let u,v € MI(G, G). If pu * 8, = u for every p € sup(v), then
WHkV = .
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Proof. Fix a formula ¢(x) € £,(G). Let G’ < G be a small model containing G and
the parameters of ¢. We have

Goneen = [ Ffgde).
sup(v|gr)
By Fact 2.22, sup(v) is a subset of S: (G, G). For any g € sup(v) we have F;f:(;/ (@)=
p(p(x -b)) = (u*68,)(@(x)) = u(p(x)), where b = q. Hence

/ FY g d(v) =/ 1(p(x) d(ve) = plp(x)),
sup(v|gr) $y(G")

SO L%V = . O

Lemma 6.2 (T is NIP). Assume that I is a left ideal of (S; (G, G), *%). Then M)
(see Definition 2.16) is a left ideal of (M} (G, G), *).

Proof. Let p € S;(Q, G) and p € 9MM(I). We first argue that 6, x u € IM(/).
Assume towards a contradiction that §, * u ¢ 9(/). Then there exists some
q € sup(8, * u) such that ¢ ¢ I. Then there exists ¥ (x) € £,(G) such that ¥ (x) € ¢
and [ (x)]NI = . Since ¥ (x) € g and g € sup(8,*u), we have (8, %) (Y (x)) > 0.
Let now G’ < G be a small model containing G and the parameters of 1. Then

(8 )W () = / FY 6 d(ug) >0,

so there exists some ¢ € sup(u|g’) such that FS‘iiG’(t) =1. Fixf e sup(u) such
that 7| = t (which exists by, e.g., [Chernikov and Gannon 2022, Proposition 2.8]),
and since . € (1) we have 7 € supp(p) € 1 € S; (G, G). Unpacking the notation,
we conclude that ¥ (x) € p*¢. Since f € I, it also follows that p xf € I. Hence
[V (x)]N I # &, a contradiction.

Now letting v € Z)JT}; (G, G), we want to show that v € 91(/). By Lemma 2.25,
we have that v = lim;c; Av(p;) for some net I, with p; = (pi.1,..., pin;) € 1",
n; € N for each i € I. By left continuity of convolution (Fact 2.29) we have

. _ AR
v = lm(AV(p;) ) = lim n—jZ%(«Spj xu0) ).
]:

By the previous paragraph ), * u € M (1) for each i € I. Then by convexity
of M(I) (Lemma 2.17), also Av(p;) * u € M(I) for each i € I. Since M (1) is
closed (again, Lemma 2.17), v % pu = lim; <7 (Av(p;) * ) € 9M(1). Therefore N(1)
is a left ideal. [l

Remark 6.3. We remark that minimality of the left ideal need not be preserved
in Lemma 6.2. Indeed, let G := (S!, -, 7!, C(x, v, z)) be the standard unit circle
group over R, with C the cyclic clockwise ordering, and let 7y be the corresponding
theory. If G is a monster model of T, then the semigroup (S){S(g, S1), %) has a
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unique proper (and hence minimal) left ideal / := Sf(g ,SH\ {tp(a/G):ae S .
Let A be the Keisler measure corresponding to the normalized Haar measure
on S'. The measure A is smooth and right-invariant; in particular, G is fsg (see
[Chernikov and Gannon 2022, Example 4.2] and [Simon 2015, Proposition 8.33]).
By Lemma 6.2, () is a left ideal of (M(G, G), *). Note that MB(G, S') con-
tains a unique minimal left ideal {A} by Corollary 5.24(2), and {A} C 91(/) since the
latter contains &, for every global type p finitely satisfiable in § ! but not realized in it.

We now recall how the ideal subgroups act on a minimal left ideal. The fol-
lowing is true in any compact left topological semigroup; we include a proof for
completeness in our setting.

Corollary 6.4. Let I be a minimal left ideal in S; (G, G) and u an idempotent in 1.
Let p be any element in I. Then the map (— * p) |1 : ux I — ux 1 is a continuous
bijection. Moreover, (— * p)|yx1 = (— * (U * p))|yx1-

Proof. We have (uxI)xp=ux(Ixp)=uxI as I x p =1 by Fact 2.34(5) (using
Fact 2.28).

To show surjectivity, fix r e uxI; asu*x p € u* 1 and u * I is a group with
identity u, there exists some s € u x I such that s x (u* p) =u;thenr*xs ecu*l,
and (rxs)kxp=(r*s*xu)*xp=rx(s*xx*p))=r*u=r. To show injectivity,
assume r*x p =t % p forsome r,t €cux1;as alsorxu =r and t xu =t, we have
rx (u* p) =t (ux* p), and therefore, taking inverses in the group u * I, we have

rx(uxp)k(usxp) ' =txWxp)*xusp)~!,s0r*u=rt%u,sor=t. Finally, the
map is continuous as a restriction of a continuous map —* p : SI G, G)— S}; @G, G).
The “moreover” part follows directly from associativity. U

6B. Compact ideal subgroups (CIG1). We define CIG1 semigroups and show that
under this assumption, we can describe a minimal left ideal of the semigroup of
measures.

Definition 6.5. We say that the semigroup (S; (G, G), %) is CIG1 (or “admits com-
pact ideal subgroups”) if there exists some minimal left ideal / and idempotent u € [
such that u * I is a compact group with the induced topology from /. We let A,
denote the normalized Haar measure on u * I, and define the Keisler measure
Uus1 € M, (G) as follows:

Mt (@(X)) := hysr ([)]Nux1).

Remark 6.6. Suppose that (S7(G, G), %) is CIG1. Then any minimal left ideal
witnesses this property, i.e., for any minimal left ideal J of S7(G, G) there exists
an idempotent v € J such that v x J is a compact group with the induced topology.

Proof. Suppose (S; (G, G), %) is CIG1. Fix a minimal left ideal / and an idempo-
tent # in I such that u * I is a compact group. Let J be any other minimal left ideal.
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By Fact 2.34(6) there exists an idempotent v € J such that u xv =v, v*u = u,
and the map (—*v)|; : I — J is a homeomorphism mapping u * I to v * J. Note
that the restriction to u * I is a group homomorphism (indeed, for p, pp e u* 1,
(p1*v)*(prxv) = pr:v*usxpr*v = p*ku*py*xv=(pr*py)*v)and hence a con-
tinuous group isomorphism. Since it is also a homeomorphism onto its range v * J,
as the restriction of a homeomorphism, it follows that v * J is a compact group. [

Lemma 6.7. The semigroup (S; (G, G), %) is CIG1 if either of the following holds:
(1) For some minimal left ideal 1, every p € I is definable.
(2) The ideal group of S; (G, G) is finite.

Proof. (1) Fix p € I and let u € I be the unique idempotent such that p € u x I (by
Fact 2.34(4)). Since p is definable, the map (p * —)|; : I — [ is continuous (by
Lemma 2.30) and hence also closed. Since / is compact, the image of (p x —)|; is
compact and is equal to u x /. Hence (u *x I, ) is a compact Hausdorff space, an
abstract group, and both left multiplication and right multiplication are continuous.
By Fact 2.35, (u % I, %) is a compact group.

(2) This is obvious. U

Example 6.8. (1) Let G := (Z, 4, <), and consider the sets
IT:={geS™(G,7):(a<x)eqforallacd),
I7:={geS™(G,7): (x <a)eqforalla G}

Then [ := I U™ is the unique minimal left ideal of (S;“V(g ,Z), *%). Note that

every type in [ is definable (over Z). By Lemma 6.7, the semigroup (S)icnV (G, Z), *)

is CIG1. The ideal subgroups are (I, %) and (I, %), both isomorphic to Z as

topological groups.

(2) Consider G := SL,(R) as a definable subgroup in (R, -, +). If / is a minimal

left ideal of (Sis(g, SL»>(R)), *) and u is an idempotent in /, then u x I = 7 /27 by

[Gismatullin et al. 2015, Theorem 3.17], so the semigroup is CIG1. Note that SL; (R)

is not definably amenable [Hrushovski et al. 2008, Remark 5.2; Conversano and
Pillay 2012, Lemma 4.4(1)].

(3) There exist fsg groups that are not CIG1. Consider the circle group from
Remark 6.3. The minimal left ideal of (S'(G, S1), %) is precisely st(G, SY. As
in (1), this left ideal can be decomposed into two ideal subgroups as follows. Let
st: G — S' be the standard part map. Consider the sets

IR :={q € $%(G, G) :if b |= ¢, then C(st(b), b, a) for any a € S'},

1" :={q € S®(G, G) :if b =g, then C(a, b, st(b)) for any a € S'}.
Then both I® and I* are ideal subgroups which are isomorphic (as abstract
groups) to S 1 and S}ZS (G, S = IR U IE. Moreover, I® and I are dense subsets
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of S©(G, S'). Note that if I were compact (with the induced topology), we would
have I® = S%(G, §'), a contradiction. The same argument applies to 7%, Therefore,
(55(g, SLr(R)), *) is not CIG1.

Lemma 6.9. Assume that (S; (G, G), ) is CIGIL. Let I C Sl (G, G) be a minimal
left ideal and u an idempotent in I such that u % I is a compact group. Then for any
p €uxl wehave s *8p = pysr and 8, * flys] = Pusi-

Proof. Fix p e u I and ¢(x) € L,(G). Let G’ < G be a small model containing G

and the parameters of ¢. Let a |= p|g, and let p~! be the unique element of the

group u * I such that px p~! = u.

Claim 1: (Hux *8p) (@ (X)) = tusr (9(X)).

Proof. We have the following computation, using right-invariance of the Haar
measure A,y on u * I:

(st %8,) (9 (x)
:‘/A\S‘ (G F;f:,*] d((SPlG/) = F/f;*l(pk;/) = /“LM*](QD(X a))

= hust ([ - @) Nus 1) =hyy({g €uxl:p(x-a) €q})
=hu(lgeuxl:ox)eqxp})=hu(lgeuxl:px)eqlxp™')
= hys1 ({61 cuxl:gx)e q}) = Wusx1 ((x)). O

M: (8]1 * ,U«u*l)((P(X)) = MuyxI (QD(X))

Proof. Let r : S,(G) — S,(G’) be the restriction map. Let fi,,; be the exten-
sion of s to a regular Borel probability measure on S, (G). By construction,
SUpp(fysr) = sSup(ysr) = u* I and fiysg|ysr = hysr. Using left-invariance of /4
we have

(8p * pusr) (@ (X))

= / ng d(pusrlc’) = / (Fg; or)dyxr
Sy(G") $y(9)

= fLust ({g € Sx(9) : (Fg“: or)(q) =1}) = fux1 ({g € $x(9) : 9(x) € pxq})
fust({g €uxI:9(x) € pxql) =hui(p ' *{qgeuxl:px)eq})
hust (1g € us I 9(x) € q}) = st ((x)). O

Hence the statement holds. O

Lemma 6.10. Assume that (S} (G, G), %) is CIG1. Let I € SI(G, G) be a minimal
left ideal and u an idempotent in I such that u x I is a compact group. Then for
any p € I we have i1 * 8 = [hys]-
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Proof. For any p € I we have

Musxl * 6p = (Jus1 *0y) * 51) = [ys1 * (8y * 5p) = Musx] * 5u*p = HKuxI,
where the first and the last equalities are by Lemma 6.9, as u, uxp c u* I. U

Theorem 6.11. Assume (S!(G, G), %) is CIG1. Let I C S{(G, G) be a minimal left
ideal and u an idempotent in I such that ux1 is a compact group. Then IN(1) * 51
is a minimal left ideal of (fmi (G, G), %), containing an idempotent (L,;.

Proof. We first argue that 1, is an element of some minimal left ideal of ZDT}: (G, G).
We know that 991(/) is a closed (by Fact 2.34 and Lemma 2.17) left ideal of
(fmi (g, G), x) (by Lemma 6.2). Hence there exists some L C 91(/) such that L is
a minimal left ideal of (mt;(g, G), *), and we show that u,,; € L. Let v € (1) be
arbitrary. If p € sup(v), then p € I. By Lemma 6.10, we then have (1,7 %68, = tuss
for every p € sup(v). By Lemma 6.1 this implies pt,; * V = 47, and therefore
Wusl ¥ ML) = {{tuss}. In particular, .7 * L = {4y}, and since L is a left ideal
this implies pt,«; € L (and also that u,.; is an idempotent).

Then Sﬁi (G, G) * y«; = L by Fact 2.34(5). We also have that L * p,,; = L
since 4,47 € L and L is a minimal left-ideal. Thus

L =L % s SN s SINL(G, G) * puss = L.
Hence MM (1) yss = L, 30 IN(I)* [y s is a minimal left ideal of (91 (G, G), *). O

Corollary 6.12. Suppose that (SI (G, G), %) is CIG1. Let I be a minimal left ideal
and u an idempotent in I such that u x I is a compact group. Let J be any minimal
left ideal of (im; (G, G), x). Then J and M(I) * [Ly+; are affinely homeomorphic.

Proof. By Fact 2.34(6), Lemma 5.2, and Theorem 6.11. ([l

6C. Compact ideal subgroups in minimal ideals with Hausdorff quotients (C1G2).
In this section we define CIG2 semigroups and show that under this stronger
assumption, any minimal left ideal of (E)Jl; (G, G), %) is affinely homeomorphic to
the space of regular Borel probability measures over a certain compact Hausdorff
space given by a quotient of a minimal left ideal in (Sj (G, G), *).

Definition 6.13. Let / be a minimal left ideal in (S;f (G, G), x). We define the
quotient space K; := I/ ~, where p ~ ¢ if and only if p and ¢ are elements
of the same ideal subgroup of I, i.e., there exists some idempotent u# € I such
that p,g € ux I. We endow K; with the induced quotient topology and write
elements of K as [u * I], where u is an idempotent in /.

The quotient topology on K; is automatically compact, but may not be Hausdorff.
CIG2 stipulates that this quotient is Hausdorff.
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Definition 6.14. We say that the semigroup (S7(G, G), *) is CIG2 if there exists a
minimal left ideal / such that

(i) for any idempotent u € I, u * I is compact;

(ii) for any p € I and u’ € id([I), the map (p * —)|,/«s is continuous (note that the
range of this map is u * I, where u € id([/) is such that p € u % I');

(iii)) K is Hausdorff.

We remark that in the above definition, (i) follows from (iii) since each u % I is a
preimage of a point (and hence a closed set) in K; under the quotient map.

Lemma 6.15.% The semigroup (S; (G, G), %) is CIG2 if either of the following holds:
(1) The ideal group of(S; (G, G), %) is finite.
(2) For some minimal ideal I C S;r (G, G), every p € I is definable.

Proof. (1) Assume that the ideal group of (S; (G, G), %) is finite. Then the first two
conditions of CIG2 are clearly satisfied, and we show (iii) from Definition 6.14.
Suppose that / is a minimal left ideal in (S;{ (g, G), %), and let u be an idempotent
in 1. Let us denote elements of u x I as g. Then u * I acts on I on the right via
p -9 := p*g, and the orbit equivalence relation under this group action is the
same as the equivalence relation ~ in the definition of K;. Indeed, u is the identity
of ux1I and p*xu = p forall p € I by Fact 2.34(2);if p-g=qgand peu' 1
for some u’ € id(/), then g = p*xge W x)xg=u"x (I xg) Cu *1I; and
conversely, if p, g € u’ x I, using that u’ * I is a group and Fact 2.34(2), we have
p=(qxq )xp=qx(q " xp)=q* ' sr) =g xu)xr = (qg*u') % (uxr) =
qg*x(uxr)=gq-gforsomer el and g := u xr. This action is continuous by left
continuity of convolution.

So Ky =1/(u=1), and the quotient of any Hausdorff space by a continuous
finite group action remains Hausdorff. Hence K; is Hausdorff.

(2) The conditions (i) and (ii) of CIG2 hold since every type in the minimal left
ideal [ is definable, as in the proof of Lemma 6.7(1). Let u € I be an idempotent.
Arguing as in (1) we get K; = I /(u = 1I). The right action of the group u 1 on [ is
continuous on the right, and by the assumption and Lemma 2.30 it is also continuous
on the left and therefore continuous by the Ellis joint continuity theorem (Fact 2.35).
Thus 1 /(u * I) is Hausdorff, as the quotient of a Hausdorff space by the continuous
action of a compact group. ([

The next fact follows directly from the definitions and Fact 2.35.
Remark 6.16. If (S; (G, G), %) is CIG2, then it is CIG1. Moreover, if I is a minimal
left ideal of (S; (G, G), x) witnessing CIG2, then for any idempotent u € I, u * [ is

ZWe thank the referee for pointing out a more general version of Lemma 6.15, as well as
Remark 6.17.
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a compact group with the induced topology. Thus for every idempotent « in /, the
measure 4,4 is well defined.

Remark 6.17. (1) In the proof of Lemma 6.15(2), it suffices to assume that for
some idempotent u € I, u* I is closed and that for all p € I, the map p* — |1
is continuous.

(2) We also have the following equivalence: CIG2 holds if and only if CIG1 holds,
and the map u’ * —|,; is continuous for some u witnessing CIG1 and every
idempotent u’ € I.

Indeed, since u * I is compact, it follows that each u’ * I is compact, and
thus closed and u’ * —|,,; is a homeomorphism. Since it is also a group
isomorphism, each u" * I is a compact group. Now, given any p € u’ x I, we
have p =u’* p = u’ xu * p, so left multiplication by p of elements of u * I is
the composition of left multiplication by u * p € u* I (continuous since u * [ is
a topological group) and left multiplication by u’ (continuous by assumption),
and therefore it is continuous and we conclude by (1).

Example 6.18. Both examples (1) and (2) from Example 6.8 are CIG2.
(1) The semigroup (SjcIlv (G, Z2), x) is CIG2 by Lemma 6.15(2) as all types in [ are
definable (note that we have |K;| = 2).
(2) The ideal group of (Sis(g, SLy>(R)), *) is finite (£ Z/27), so it is CIG2 by
Lemma 6.15(1).
Lemma 6.19. Assume that (S; (G, G), %) is CIG2, and let I be a minimal left ideal

witnessing it. Then for any p € I and u € id(I) we have 8, % [Lys; = Wy« Wwhere u’
is the unique idempotent in I such that p € u’ * I.

Proof. Fix u, u’ € id(I). Then the transition map o, v := (u'* —)| sy cu*x I — u'* 1
is an isomorphism of topological groups (it is a group isomorphism by Fact 2.34(3)
and continuous by (ii) in CIG2, and p, , 0 py w = idysr). Let @y, : M(ux 1) —
M (u'*1T) be the corresponding pushforward map. Note that &,/ , 0 P, v =idpusr)-
Moreover, &, s (h,1) = h,«; because @, (h,.) 1s a regular Borel probability
measure on u' * I which is right-invariant, and this property characterizes the
normalized Haar measure. By a computation similar to the proof of Claim 2 in
Lemma 6.9, for any ¢(x) € £,(G) we have

B * 1) (@) = hyr ({g € u' % 1 - @(x) € uxq})
= (Puw(hus))({g €u'x1: 9(x) € u*q})
= hu*l(puf;/({q eu'x1:¢(x)€uxq}))
=husr(ux{g eu' xI:p(x) €uxq})
=hui({g €uxl o) €q}) = pun (9(x)),
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and hence 8, * (yx7 = (usxr. Now let p € u’ x I. By Lemma 6.9 and the above
computation, using that p = p % u’ by Fact 2.34(2), we have

5p*Mu*1 = 5p*u/*,uu*1 = ((Sp*au’)*ﬂu*l = (Sp*((su’*:uu*l) = (Sp*,uu’*l = . O
Theorem 6.20. Suppose that (S} (G, G), *) is CIG2. Let I C SI(G, G) be a min-
imal left ideal witnessing C1G2. Then all minimal left ideals of (Qﬁ; G, G), *x)
are daffinely homeomorphic to M(Ky) (in particular, they are Bauer simplices by
item (2) of Fact 2.41).
Proof. Let u € id(/). By Remark 6.16 and Corollary 6.12, it suffices to show
that 9U(1) * wy+; = M(K;). For ease of notation, denote the minimal left ideal
M) * pyss as L. Let g : I — K denote the (continuous) quotient map, and
G« : M(I) — M(K) the corresponding pushforward map. Note that g, is affine by
Fact 2.1(iii). By Proposition 2.21, we have an affine homeomorphism y : (1) —
M(I). Let & := (g+ o y)|L. We claim that ® is an affine homeomorphism. Note
that @ is the restriction of the composition of two continuous affine maps, so ¢
itself is a continuous affine map. It suffices to show that ® is a bijection (since it is
automatically a closed map as L is compact and M (K ;) is Hausdorff by Fact 2.1(i)
as K is compact Hausdorff by CIG2).

Claim 1: d is surjective.

Proof. The extreme points of M(K) are the Dirac measures concentrating on the
elements of K (see, e.g., [Simon 2011, Example 8.16]). By the Krein—Milman
theorem, the set

n n
{ZWS[M,-*I] uix Il e Ky, ri € Ry, Zi’i =1l,ne N}
i=1 i=1
is dense in M(K;). Fix some uy, ..., u, €id(l) and rq, ..., r, € R.¢ such that

Yoi_yri = 1. It suffices to find some p € L such that () =Y 7 ridpu,«1) (as
is a closed map, it will follow that (L) = M(Ky)).

Let A := Z?:l ridy, € mti(g, G). Since 45 € L (by Theorem 6.11) and L is a
left ideal, also A * 1,y € L. By Lemmas 5.2 and 6.19, we have

n n n

Ak flys] = (Zriéui> * Uyl :Zri(aui * [lysl ) :Zriﬂui*l,

i=1 i=1 i=1

and as y and g, are affine this implies

n n n
(A *Mu*[) = (D<Zri,uu,-*l> = ZriCI*(,&u[*l) = Zri‘s[ui*lla
i=1 i=1 i=1

where [i,,+«; € M(I) is the unique regular Borel probability measure extending
Mgl s 1€, yyser (X) = hys0 (X Nuy x I) for any Borel X C I, where h,,,; is the
Haar measure on u; x I. Hence @ is surjective. ]
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Claim 2: d is injective.

Proof. Suppose that A and v are in L and A # v. It suffices to find a continuous
function f : K; — R such that

/ fd(@®)) #/ fd(@®)).
K, K

Since A # v, there exists some ¥ (x) € L, (G) such that (v (x)) Z v (¥ (x)). Consider
the function fy : I — R defined via fy (p) := (8, * puss) (¥ (x)). This map is
continuous since the map (— * py7) (Y (X)) : S)ﬁj;(g, G) — R is continuous by
the “moreover” part of Fact 2.29 (and the map p € S; G,G)—~ 6, € ,‘m; (G, G) is
continuous). Moreover, fy, factors through ¢. Indeed, assume that g(p1) = q(p2)
for some pi, po € I. Then there exists some w € id(/) such that pi, p» € w* I.
Then by Lemma 6.19 we have

o (p1) = Bp; * pusn) (W (X)) = pwss (Y (X)) = (8, * puse 1) (W (X)) = fy (p2).

By the universal property of quotient maps, there exists a unique continuous func-
tion f : K; — R such that fy = f og. Since A € L € M(I) (by the proof of
Theorem 6.11), by Lemma 2.25 there exists a net of measures (Av(p;)) jes such that

=(Pj1se--s Pjn; )€ I" and limjc; Av(p;) = A for each j € J. Because y is
an afﬁne homeomorphism, we then have y (1) =lim ¢, ((1 /nj) Zk 19p; A) Hence
we have the following computation:

f fd(@3)

| ralaron) / (Foq)d(y(1)= / Fy d(y (1)

_ d(y () = d( i 5
Sx<g>fw ) / fo (flen}(njz p”))

=1lim ( Z 8p, k) _llm(AV(pJ) * ust (W (x)))  (by Fact 2.1(ii))
Sx(g)

jeJ n; =1
= ((E.ien}AV(ﬁj)) # fhusr) (Y (1)) = (U far) (W () = (P (x)),
where the last equality holds by Fact 2.34(2), as p,4; is an idempotent in L. A

similar computation shows that fK: fd(@Ww)) =vr(x)) # AY(x)), so ® is
injective. (]

Claims 1 and 2 establish the theorem. O

Example 6.21. (1) Let G := (R, +, <). Then the semigroup Sj;w(g, R) is CIG2.
Indeed, the unique minimal left ideal of S;“V(Q ,R)is I = {p_co, P+oo}, and both
elements of I are idempotents (see Example 4.5(3)). The ideal subgroups of [
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are {p_oo} and {pyo0}, both of which are obviously compact groups under induced
topology. We have M(I) = {ré,__ + (1 —r)s,, :r €[0,1]}, and if u = pioo
then pysr =8p,.. -

Now we let v € M(I), and then v =ré,__ + 55, for some r, s € [0, 1] with
r+s=1.Then vk, 1= T8y  +58p )*Up st =T0p_ +58p )*k6p, =
r(8p_ o *8p )+ (Sp  *8p. ) =18, +56,, . Therefore ML)k p, w1 =DM(),
and so M) * pup, 1 = M({0, 1}) is a minimal ideal of (mt;“(g, R), *).

(2) Let G:=(Z, +, <). Then the semigroup S;“V (G, Z) is CIG2, the unique minimal
left ideal of S™(G, Z) is I = I'" U1~ and the ideal subgroups of I are I and I~
(see Examples 6.8 and 6.18). Both ideal subgroups are compact groups under
induced topology, isomorphic to Z as a topological group.

Letut eI andu™ € I~ be the identity group elements in I~ and I, respectively.
Then pt,+4; is the Haar measure on [+ = Z. For every v € (/) we can write
v =rv~ +svT for the measures v~ and v* defined by
V) = LD =D k) =

v(x <b)
We also have v sy = (rv™ 50 sk s =107 fytsg) F 5O % plytyg) =
Fly=x1 + S u+x1. Therefore DM (1) * Mugoorl = {rlu=s1 + Siu+sg 27 +5 = 1} =
M({0, 1}) is a minimal ideal of (M™(G, R), ).

YoWAxX>e) b7 <ec
v(x >c¢)

Fact 6.22 [Gismatullin et al. 2015]. Let R < R be a saturated real closed field,
G :=SLy(R) and G := SLy(R). Consider the definable subgroups of G given by

el )] e e[ ] rcmnesn)

Let py := tp((b, ¢)/R) such that b > R and ¢ > dcl(R U {b}). We view pg as a
type in Sy (R)3 identifying (b, c¢) with the matrix [g bil]‘ Let go := tp((x, ¥)/R),
where y is positive infinitesimal and x > 0 is the positive square root of 1 — y>.
We view qq as a type in S7(R) identifying (x, y) with the matrix [)y“ ;y] We let rg
be tp(t-h/R) € Sg(R), where h € H realizes pg and t € T realizes the unique coheir
of qo over RU {h}. Then

(D) Sg (R, R) xry is a minimal left ideal of SS(R, R);

(2) any ideal subgroup of Sg (R, R)xrg is isomorphic to Z/2Z; in particular, if we
let 1 be the unique element in Sg (R, R) xrg such that ri xry =rg and ry # ry,
then {ry, r1} is an ideal subgroup.

3As usual, we denote by S7;(—) the space of types concentrating on the definable set ; all of our
results can be modified in an obvious manner to apply to definable groups in an arbitrary theory, as
opposed to theories expanding a group.



230 ARTEM CHERNIKOV AND KYLE GANNON

Example 6.23. Let G = SL,(R) and S(gs (R, R) be the collection of global types
concentrated on G which are finitely satisfiable in SL,(R). By Fact 6.22, {r¢, 1} is
an ideal subgroup of Sg(R, R) which is trivially a compact group with the induced
topology, and %(Sro + 8,,) is the normalized Haar measure on it. By Theorem 6.11,
M(SS (R, R)xro)* 5 (8,,+8,) is a minimal left ideal in M (R, R). Moreover, this
minimal left ideal is affinely homeomorphic to M(K SS(R,R)*ro) by Theorem 6.20
(see the notation there), which is a Bauer simplex with infinitely many extreme
points (by Remark 5.26).

More generally, we have:*

Remark 6.24. If G is NIP, not definably amenable and (S;{ (G, G), x) is CIG2,
then the quotient K; is infinite for each minimal ideal / in (S; (G, G), %), and the
minimal ideals in (S)JT}; (g, G), %) are Bauer simplices, each with infinitely many
extreme points (by Fact 2.41(2), Remark 5.26 and Theorem 6.20).

Remark 6.25. Assume that G is NIP and (Sﬁs(g , G), %) is CIG2. Then the following
are equivalent:

(1) G is definably amenable.

(2) |K;| =1 for each minimal left ideal 7 in S™(G, G).

(3) K is finite for some minimal left ideal I in S©(G, G).

Proof. (1) = (2) By definable amenability and Proposition 5.16, |J| = 1 for
every minimal left ideal J in (fmff(g, G), x). By Theorem 6.20, J is affinely
homeomorphic to M(K;) for some minimal left ideal I of (Sis(g , G), %) and
therefore |K;| = 1 also. By Fact 2.34(6), we have |K /| = 1 for every minimal left
ideal I’ of (S©(G, G), ).

(2) = (3) This is trivial.

(3) = (1) This is by Remark 6.24 applied for T = fs. O
Remark 6.26. The implication (1) = (2) in Remark 6.25 does not hold when
(S5(G, G), ) is replaced by (SI™(G, G), ). Indeed, (Z, +, <) is NIP, definably
amenable, CIG2, but |K;| =2 (see Example 6.18(1)).

Question 6.27. It would be interesting to describe minimal left ideals of the
semigroup (zmj; (G, G), x) for some nondefinably amenable groups G where a
description of the minimal left ideals/ideal subgroups of (Sl'(g , G), %) is known
(other than SL,(R)), including certain algebraic groups definable in Q, [Penazzi
et al. 2019; Bao and Yao 2022] or in certain dp-minimal fields [Jagiella 2021].
Question 6.28. Is the set of extreme points of a minimal left ideal of (zm; (G, G), %)
always closed, or at least Borel, in a (not necessarily definably amenable) NIP
group G?

4We thank the referee for suggesting the following two remarks.
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