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Enhancing measurements of the CMB blackbody temperature power
spectrum by removing cosmic infrared background and thermal
Sunyaev-Zel’dovich contamination using external galaxy catalogs
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Extracting the cosmic microwave background (CMB) blackbody temperature power spectrum—which is
dominated by the primary CMB signal and the kinematic Sunyaev-Zel’dovich (kSZ) effect—from
millimeter-wave sky maps requires cleaning other sky components. In this work, we develop new methods
to use large-scale structure (LSS) tracers to remove cosmic infrared background (CIB) and thermal Sunyaev-
Zel’dovich (tSZ) contamination in such measurements. Our methods rely on the fact that LSS tracers are
correlated with the CIB and tSZ signals, but their two-point correlations with the CMB and kSZ signals
vanish on small scales, thus leaving the CMB blackbody power spectrum unbiased after cleaning. We
develop methods analogous to delensing [de-CIB or de-(CIB + tSZ)] to clean CIB and tSZ contaminants
using these tracers. We compare these methods to internal linear combination (ILC) methods, including
novel approaches that incorporate the tracer maps in the ILC procedure itself, without requiring exact
assumptions about the CIB spectral energy distribution. As a concrete example, we use the unWISE galaxy
samples as tracers. We provide calculations for a combined Simons Observatory and Planck-like experiment,
with our simulated sky model comprising eight frequencies from 93 to 353 GHz. Using unWISE tracers,
improvements with our methods over current approaches are already non-negligible: we find improvements
up to 20% in the kSZ power spectrum signal-to-noise ratio (SNR) when applying the de-CIB method to a
tSZ-deprojected ILC map. These gains could be more significant when using additional LSS tracers from
current surveys and will become even larger with future LSS surveys, with improvements in the kSZ power
spectrum SNR up to 50%. For the total CMB blackbody power spectrum, these improvements stand at 4%

and 7%, respectively.
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I. INTRODUCTION

The cosmic microwave background (CMB) blackbody
temperature power spectrum is dominated by the primary
CMB signal on large and moderate angular scales and the
kinematic Sunyaev-Zel’dovich (kSZ) effect on small angu-
lar scales. The kSZ effect—the Compton scattering of CMB
photons off electrons moving with nonzero line-of-sight
velocity—is a unique cosmological and astrophysical probe.
It provides information on the distribution of electrons
in galaxies, groups, and clusters, as well as probes the
cosmological velocity field [1-3].

However, detecting the power spectrum of the kSZ
effect with CMB data has been extremely challenging, as it
preserves the blackbody spectral energy distribution (SED)
of the primary CMB. Furthermore, measuring the kSZ
autopower spectrum requires cleaning other sky compo-
nents to high precision, particularly the cosmic infrared
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background (CIB) and thermal Sunyaev-Zel’dovich (tSZ)
effect, as well as other foregrounds. Fortunately, the tSZ
effect can be robustly removed using the constrained
internal linear combination (ILC) method due to its unique
spectral dependence [4,5], albeit at the cost of increased
noise in the final map due to the tSZ deprojection. The
CIB, however, is more challenging, and its deprojection in
a constrained ILC relies on the use of an analytic model for
the effective CIB SED (e.g., [6,7]), which is unlikely to
hold at high precision and also neglects decorrelation of
the CIB across frequencies. Nevertheless, evidence (x30)
of the kSZ power spectrum has recently been found in data
from the South Pole Telescope [8]. In addition, the kSZ
effect has been detected in combination with large-scale
structure (LSS) data using various methods, including the
mean pairwise momentum method [9-11], velocity-
weighted stacking [12—15], or the projected-fields method
[16-20]. Furthermore, another method, the large-scale
velocity reconstruction [21-23] has been recently pro-
posed. We refer the reader to Ref. [24] for a detailed review
of the kSZ-LSS detection methods, where the authors

© 2023 American Physical Society
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showed that, apart from the projected-fields estimator, all
other methods are equivalently measuring the bispectrum
of a form (ggT), where g is an LSS tracer and T is the kSZ
field. With the upcoming CMB and LSS experiments, the
kSZ effect will be measured with increasing signal-to-
noise ratio (SNR), highly surpassing the few-o cross-
correlations detected so far.

In this work, we build new methods to clean CIB and tSZ
contamination from blackbody CMB temperature maps,
thus enhancing detection prospects for both the kSZ and
primary CMB signals. Our methods rely on the fact that
LSS tracers are correlated with both the CIB and tSZ
signals, but not with the primary CMB (apart from the
integrated Sachs-Wolfe effect on very large scales) or with
the kSZ signal—the latter two-point correlation vanishes on
small scales due to the equal likelihood of positive and
negative line-of-sight velocities. We consider various
methods to use these LSS tracers to remove the CIB and
tSZ contaminants while leaving the CMB blackbody signal
unbiased. As a concrete example, for our tracer maps we
use the unWISE galaxy samples [25], a catalog comprising
over 500 million objects on the full sky, spanning red-
shifts 0 <z < 2.

Our first approach draws motivation from delensing
of the CMB. Delensing is the subtraction of the lensing
B-mode component from the CMB, so as to enhance
detection prospects for B modes generated by primordial
gravitational waves [26,27]. Tracers such as LSS data and
the CIB have been used for this purpose [28,29], and
combinations of multiple tracers can improve the dele-
nsing performance [30]. Two of our methods of interest,
de-CIBing and de-(CIB + tSZ)ing, are directly analogous
to delensing. These methods use the LSS tracers to clean
the CIB and tSZ contaminants without requiring exact
assumptions about the CIB SED.

Our second approach involves extensions of the widely
used internal linear combination technique [4,5]. We
consider ILC calculations with LSS tracer maps included
as additional input maps in the ILC (along with the CMB
and other millimeter-wave frequency maps), and we also
consider the use of additional constraints involving the
tracer maps in the ILC, in which we require the final ILC
map to have zero cross-correlation with the tracers. We
compare this approach to standard ILC results (including
constrained ILC with tSZ and/or CIB deprojection), as
well as to the de-CIBing or de-(CIB + tSZ)ing methods
described above. All of these methods can be applied
directly to data without necessitating specific theoretical
models for the correlations between sky components and
tracers (with a small exception when trying to optimally
combine several tracers, further discussed in Sec. III). We
model the theoretical correlations in this paper primarily to
provide forecasts of the methods without the use of full
numerical simulations.

‘We model the microwave sky as consisting of the primary
lensed CMB, kSZ, tSZ, CIB, and radio source signals, as
well as detector and atmospheric noise for a combined
Simons Observatory (SO) and Planck-like experiment. In
total we consider auto- and cross-spectra at eight frequen-
cies ranging from 93 to 353 GHz. In calculating the sky
component power spectra, we assume the flat A cold dark
matter Planck 2018 cosmology [31]: @, = 0.11933,
w, = 0.02242, H, = 67.66 km/s/Mpc, In(10'0A,)=
3.047, and n; = 0.9665 with ko = 0.05 Mpc~!, and 7,45, =
0.0561 (best-fit parameter values from the last column of
Table II of Ref. [31]). We use a halo model approach to
compute the tSZ, CIB, and unWISE galaxy correlations.
Throughout this work, we also assume the standard Tinker
et al. halo mass function [32], Navarro-Frenk-White halo
density profiles [33], and the concentration-mass relation
defined in Ref. [34]. We adopt the M,y halo mass
definition for all calculations. All masses are in units of
M/ h, unless stated otherwise, and all error bars, unless
stated otherwise, are lo.

We compare forecasts of the different methods for CIB
and tSZ contaminant removal using various evaluation
metrics. One of our primary results is the calculation of
autospectra of the cleaned maps resulting from each of our
methods; this result is shown in Fig. 3. We also compute
correlation coefficients of the cleaned maps with the CIB
and tSZ signals to assess residual contamination, shown in
Figs. 4 and 5, respectively. Our novel CIB and tSZ signal
removal methods yield non-negligible improvements
toward detecting the kSZ autopower spectrum and total
CMB blackbody temperature power spectrum using SO
and Planck experiment frequencies and noise. With our
de-CIB method using unWISE galaxies, we project
improvements in the SNR of the kSZ power spectrum of
up to 20%, depending on the details of the CIB and unWISE
modeling. For future LSS surveys, such as Euclid [35,36] or
Roman [37-39], we expect further improvements up to
50%, as those surveys will probe 2-3 times more galaxies
over a similar redshift range. For the total CMB blackbody
temperature power spectrum, those numbers stand at
approximately 4% and 7%, respectively. Note that we
can also improve current forecasts by adding more external
LSS tracers that correlate with both the CIB and tSZ fields,
e.g., the Dark Energy Survey (DES) [40], 2 MASS [41], or
BOSS/eBOSS [42,43] galaxy catalogs, or even galaxy
lensing or CMB lensing data.

The remainder of this paper is organized as follows. In
Sec. II we review standard and constrained harmonic ILC
foreground-removal methods. In Secs. III-V we introduce
our new methods for removing CIB and tSZ contamination
using LSS tracers: de-CIB and de-(CIB + tSZ) in Sec. III,
an ILC with tracer maps as additional input “frequency”
maps in Sec. IV, and an ILC with an additional constraint
requiring zero correlation of the ILC map with the tracer
maps in Sec. V. In Sec. VI we describe the unWISE galaxy
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catalogs used as LSS tracers for our demonstrations as well
as some of the modeling choices for the component power
spectra and comparisons of the theoretical curves to data. In
Sec. VII we present the results from the different methods
in a combined SO [6] and Planck-like [44] experiment, and
in Sec. VIII we provide forecasts for the methods using
future LSS surveys. We discuss these results and forecasts in
Sec. IX. We provide several details in the Appendixes. In
Appendix A we describe theoretical models of the compo-
nent auto- and cross-spectra in the halo model, and in
Appendix B we provide details of the modeling choices and
comparisons to data for the unWISE galaxy halo occupation
distribution, CIB models, and tSZ model. In Appendixes C
and D, we provide additional plots of the results. We also
discuss the unWISE pixel window function treatment, CIB-
galaxy cross-correlation, CIB-CIB correlation coefficients,
and CIB SED as a modified blackbody in Appendixes E-H,
respectively.

II. HARMONIC ILC

A. Standard ILC

The standard ILC [4,45-47] is a method that constructs a
map of a signal of interest by finding the minimum-
variance linear combination of the observed maps at
different frequencies that simultaneously satisfies the con-
straint of unit response to the signal of interest. We can
express an ILC map as a linear combination of N temper-
ature maps at different frequencies. For an ILC performed
in harmonic space,1 we have

4ILC i i

Tfm = Wllefm’ (1)
where T}m are the harmonic transforms of the temperature
maps at different frequencies indexed by i. In Eq. (1) and
throughout this section, we use the convention that repeated
indices (excluding #) are summed over.

To find the optimal weights, we minimize the variance of
the ILC map,

sy = wew(Re)y
CANE)2
o 20141
with  (Ry);; = ) Cy. (2)
p—t—arpr T

representing the empirical frequency-frequency covariance
matrix of the data. The multipole bin width AZ must be
large enough to mitigate the “ILC bias” that results from
computing the covariances for ILC weights using a small
number of modes [47].

'For simplicity, we consider only harmonic-domain ILC
calculations in this work. For applications to real data, it will
be advantageous to consider needlet ILC [47].

In a standard ILC this minimization is subject solely to
the constraint of unit response to the signal of interest,

wha; =1, (3)

where q; is the spectral response of the signal of interest at
the ith frequency (e.g., unity for the CMB or kSZ signal,
assuming the frequency maps are in blackbody temper-
ature units). This constraint ensures signal preservation in
the final ILC result at each 7. The weights satisfying the
optimization problem are found via Lagrange multipliers
to be [4]

(kEI)ijaj

(iegl)kmakam

(4)

i
W, =

for i, j,k,me{l, ..., N}. Throughout this work, we focus
solely on the construction of blackbody CMB + kSZ
maps, such that a is a vector of 1’s of length N.

B. Constrained ILC

1. One deprojected component

Now suppose we want to explicitly deproject some
component from the final ILC map, i.e., require that the
ILC weights have zero response to a contaminant with
some specified SED. This gives the constraint

where b; is the deprojected component’s spectral response
at the ith frequency channel. The minimization with the
additional constraint gives the weights [5]

(bk(REI)klbl)ai<k;1)ij - (ak(REl)kzbl)bi(REl)ij

(ar(R7") 1)) (b (R7") ubn) — (@i (R7')b1)?
(6)

J
Wf_

for je{l,...,N}.

2. Two deprojected components

If we want to deproject two components from the final
ILC map, we have the constraints

wib; =0 = wic,, (7)
where b; and c¢; are the first and second deprojected

components’ spectral response at the ith frequency channel,
respectively. The solution for the weights is

. A 1
wy = (REl)ij@((Bfo — F})a; + (E;F; — C;Dy;)b;
+ (DoFy = ByEy)c;), (8)
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where

Ap= (kEI)ijaiaj,
B, = (iez;l)ijbibj’
Cr= (ie;l)ijcicjv
D, = (R;");;a;b;,
E,= (Rfl)uach
F,= (Rf )i bicj,

Q,=A;B,C;+2D,E;F,—A,F2—B,EL—C,D2. (9)
3. Arbitrary number of deprojected components
(multiply constrained ILC)

Finally, we can generalize these results to deprojecting
an arbitrary number of components. Suppose we want to
deproject Ny components. Using indices a and f for the
Ny + 1 components (of which N, are to be removed and
one is to be preserved), we define A4;, to be the ath
emissive component’s SED integrated over the ith chan-
nel’s bandpass (i.e., the “mixing matrix”’). The weights are
then given by

|
Wf E(Rf )szot'Ajot7 (10)
where A, is a vector of Lagrange multipliers. We have
N+ 1 constraints: w,.A;y = 1 and wi.A;; = 0 for  # 0.
Defining the (N;+1)x (N;+ 1) symmetric matrix

o5 = (R7");jAiAjs [which has (N;+1)(Ny+2)/2
independent entries], the solution for the weights is then

w) = (R?)U@ (det(Qsz ..... V12, )Aio
— det(Qa.... Nt 2., ) Al
+det(Q7015..Np 12,8, ) AR
—det(Q 0,1 24....Np12...v, ) Az + - ) (11)

where Qsz,...,N/;l,z,...,N, refers to the N, x N, submatrix
of Q7 left after removing the zeroth row and zeroth
column, Q’“ﬂo,z ,,,,, Npl2.N, refers to the Ny x Ny subma-
trix of Q7 left after removing the first row and zeroth
column, and so on. Defining Qi’f’s to be the submatrix of

O left after removing the ath row and zeroth column, we
can write Eq. (11) compactly as

gs)Aia' (12)

We refer to this approach as the “multiply constrained ILC”;
see Ref. [48] for alternate versions of these expressions.

While deprojecting components in the ILC is useful for
certain purposes, as it allows one to robustly guarantee that a
contaminant with some SED is removed, there is a trade-off:
deprojecting a component (adding a constraint to the ILC)
increases the noise in the resulting ILC map since the
feasible region allowed by the constraints is smaller [5,49].
This generally results in a lower SNR for the signal of
interest in the final map. Moreover, we may not know with
certainty the SED of a component we seek to deproject, as in
the case of the CIB emission. We thus consider alternatives
to this explicit deprojection.

III. MULTITRACER DE-CIB AND DE-(CIB +tSZ)
A. Modification of standard ILC: De-(CIB +tSZ)

Suppose that we are given an external catalog of LSS
tracers (e.g., galaxies, quasars, lensing convergence, etc.),
which are correlated with the CIB, tSZ, and other signals in
the millimeter-wave sky. Our goal here is to build a method
that combines this external catalog with the millimeter-
wave frequency maps so as to remove the CIB, tSZ, and/or
other contaminants. We can think of cleaning the CIB and
tSZ from our map—de-(CIB + tSZ)ing—in an analogous
way to delensing of the CMB, as we now describe.

The first step is to build a combined LSS tracer map that is
optimally correlated with the CIB and tSZ fields. Following
Ref. [30], the linear combination of tracer samples that is
most highly correlated with the combined CIB + tSZ signal
at each frequency channel can be expressed as

glfm = zciz.fg;m’ (13)

where g labels each tracer sample and ¢’ is the optimal
linear combination of these samples in terms of correlation
with the (CIB +tSZ) signal at the ith frequency. The
coefficients c;f are given by [analogous to Eq. (8) in
Ref. [30] ]

(CIB+tSZ);(CIB+tSZ);

i - Cy
Car = Z(pf)alipi.(CIB—HSZ)i\/ Clt . (14)

b

with p?, representing the correlation matrix of two tracer
samples at a given £, defined as

9a9b
sz’

pf _
ab — Gala (9695 °
VCCy

and /’Z.(CIB +187), representing the correlation matrix of the

(15)

tracer samples with the CIB and tSZ at the ith frequency at a
given 7,
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Cgb (CIB+tS7),

(16)

¢
P
b,(CIB+152); \/ o C(c113+1sz) (CIB+15Z),

where C(CIB+tSZ) (CIBHS2)i s the autospectrum of the joint

(CIB +tSZ) signal at the ith frequency, C%% is the

autospectrum of tracer g,, C%% is the cross-spectrum of

two tracer samples g, and g,,, and C(CIBHSZ) % is the cross-

spectrum of the (CIB + tSZ) at the zth frequency with the
tracer sample g,.

The first step is then to remove the fraction of the tracer
maps that is contained in the (CIB + tSZ) portion of the
temperature map at each frequency, i.e.,

(Tlfm) fm fz:”ng’m (17)
Then we can modify the standard ILC procedure to
minimize the variance of the linear combination of modified
frequency maps subject to the constraint of unit response to
the signal of interest. Thus, the frequency-frequency
covariance matrix is now

CHALI2 A
N 20 + 1 o j
(Re)i; = i ( ) —f’f,CJg —fﬂ cy
O=t-AC)2
+ffhCl). (18)
where iji is the cross-power spectrum of the original

temperature map at frequency j and the linear combination
of tracers ¢'.

Finding this fraction f' ip amounts to finding the fraction
of ¢’ contained in the joint (CIB + tSZ) signal at each
frequency,

C(CIBthSZ),-.g" D ci fC(CIBHSZ),uga
a-a

; ¢
flf = 4 — = . - » . (1 9)
s Y abChrChrCrP

As described in, e.g., Ref. [50], f } is an “optimal filter”
that comes from minimizing the variance of the cleaned
map at each Z. For the specific form of this filter given here,
it is only optimal under the hypothesis that the only
components in the frequency maps that are correlated with
the tracer density maps are the CIB and tSZ fields.

The ILC weights are then given by the usual standard
ILC weights, but with the frequency-frequency covariance
matrix replaced with that from Eq. (18). Then the power
spectrum of 7' eqn 18

clean clean I.C ; i i i i gl

CIT = ClLC — 22 WO 1+ wiwlfLfics?
i

(20)

where C™C is the power spectrum of the usual standard ILC
map with no tracer subtraction.

The derivation of these results is nearly identical to that
in Refs. [30,50]. The key difference is that those results
sought a linear combination of tracers with maximal
correlation to the CMB lensing field, therefore requiring
only one set of coefficients ¢, , and one optimal filter f, at
each 7. In contrast, here we seek a linear combination of
tracers with maximal correlation to the (CIB + tSZ) field.
Since the CIB has a nontrivial spectral dependence, to
optimally clean out the CIB, we must find the maximally
correlated linear combination of tracers at each frequency,
giving us frequency-dependent coefficients CZ.f and

frequency-dependent filters f%.

For this method, we must assume some specific theo-
retical model for the correlation of the CIB and tSZ fields
and tracer maps. * This correlation is used to determine the
coefficients ¢, , for the linear combination of tracer
samples maximally correlated with the (CIB + tSZ) field
and also to determine the fraction of tracer maps f° to
remove at each frequency. Nevertheless, a slight model
misspecification would only affect the optimality of the
method by some small amount, as all the tracer samples are
correlated with the CIB and tSZ fields. We test this
assumption later, in Sec. IX.

B. Modification of constrained ILC: De-CIB applied
to tSZ-deprojected ILC map

With this method, the idea is to start with a tSZ-
deprojected ILC map and then subtract off whatever portion
of the tracer fields remains in the ILC map. Specifically, we
obtain the cleaned map via

_ 7ILC
T?fnan - Tg‘ ffgfm ’ (21)
where, in this case,
TILC’gOPT
¢
fz,” = OPT OPT (22)
c,

To find the optimal combination of tracers in this case, we
have that

IWT = Cor Gl (23)

a

where ¢,  is defined as in Eq. (14) but where (CIB + tSZ),
is now replaced with “OPT” and the coefficients are thus no
longer frequency dependent. The superscript OPT denotes
that we are finding the combination of tracers that has

*The tracer-CIB cross-correlation can be directly measured at
high frequencies (see Fig. 11 below), but the de-(CIB + tSZ)
method also requires knowledge of this cross-correlation at lower
frequencies used in the ILC construction, where it is much more
difficult to measure directly; thus some level of theoretical
modeling is likely always necessary.
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maximal correlation with the ILC map. Since the tSZ signal
has been deprojected in the ILC, the only remaining
contaminant that is correlated with the tracers in the ILC
map is the CIB. Thus, in cleaning out the remaining tracers,
we are really cleaning out the CIB, motivating the name
“de-CIB” for this method.

In this method, we first deproject the tSZ signal in the
usual frequency-dependent way and not using the external
LSS data. When deprojecting the tSZ signal, we cannot
find separate combinations of tracers to clean out the
contaminants at each frequency. To see why, consider two
possibilities:

(1) First, we can attempt to perform a similar procedure

as with de-(CIB + tSZ), except here, we let f} =
CIB;.g'

p P R i -1 .0
P with gz, = ¢, .97, and ¢, , = >b(p )abph,CIB,-
£

CCBiCIB;

fc;f We then try to find ILC weights that

minimize the variance of a linear combination of
the modified frequency maps, as in the de-
(CIB + tSZ) procedure, but subject to the constraint
that the tSZ signal has zero response in the ILC map.
The problem here is that the effective tSZ response in
each of the modified frequency maps is no longer
well defined (i.e., no longer equal to the usual tSZ
SED), because the tSZ field is correlated with the
tracers that we subtract. Thus, the tSZ field is
modified in a frequency-dependent manner.

(2) Alternatively, we could switch the order of tracer
subtraction and ILC weight determination. First, we
could find ILC weights from the usual constrained
ILC where the tSZ signal is deprojected. We could
then modify the frequency maps as in the previous
scenario by subtracting the portion of the tracer
fields contained in the CIB at each frequency. We
then apply the weights to the modified frequency
maps. The problem with this method is that we are
double subtracting the tSZ signal. First, we implic-
itly remove tSZ signal when subtracting the fraction
of tracers from each frequency map, since the tSZ
field is correlated with the tracers. We then subtract
the tSZ signal once again by applying the weights
computed from the usual tSZ-deprojected ILC.

Due to these challenges, we thus use the procedure of

subtracting the tracer fields from the tSZ-deprojected ILC
map instead of subtracting them from each frequency.
However, we note that the resulting cleaned map will not
formally have minimum variance.

IV. LSS TRACER MAPS AS ADDITIONAL
FREQUENCY MAPS IN HARMONIC ILC

For the second method to clean the CIB and tSZ signals
from blackbody CMB + kSZ maps, we note that the CMB

and kSZ signals are not correlated at the two-point level
with the CIB or tSZ signals and are also not correlated with
the LSS tracer maps.3 Therefore, to create an ILC map that
preserves the CMB + kSZ blackbody signal and removes
the CIB and tSZ contaminants, we use the fact that the
CMB and kSZ fields have zero “response” in the tracer
maps. We can then include the tracer maps as frequency
maps in the set of maps used in the ILC, with the CMB +
kSZ signal of interest having zero response at these
channels,

N N,

SILC i i N+i

Ty = E wy Ty, + E We " Giems (24)
p i=1

where g; are the tracer samples and N, is the number of
tracer maps used. Our new spectral response vector for the
CMB + kSZ signal of interest @ is then

a<—a+|0,...,0], (25)
N

g9

and the new weights vector wi, now has length N + N e
Note that @' is now also a vector of length N + N,
consisting of N 1’s followed by N, 0’s. The signal
preservation constraint of the ILC then remains unchanged,
allowing the signal of interest to propagate in an unbiased
fashion to the ILC map, as usual,

N+N,

, N
Z wha; = Zw;ai =1. (26)
i=1 i=1

This formulation is equivalent to the standard ILC (see
Sec. II), but with a modified covariance matrix (R;)’. The
modified covariance matrix now includes N, extra rows
and N, extra columns to account for the cross-correlations
of the tracer maps with each frequency channel 7, cross-
correlations of the tracer maps with each other, and the
autocorrelation of each tracer map. Schematically, (R)’
can be written as

e
&y =y o] (27)
X, Gy

where R is the original covariance matrix of the data
of size¢ Nx N, and X is a matrix of size¢ Nx N, de-
fined as

3This statement is violated at low ¢ by the integrated Sachs-
Wolfe (ISW) effect and by a small (but for our purposes,
negligible) amount at high ¢ by the Rees-Sciama effect. Thus
our method should not be used at Z < 100, where the ISW signal
is large.
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C+AL)2 y
. 200 +1
X = E C'9, 28
‘ ) an ‘ 28)

where i€{l,...,N} indexes the temperature maps at
different frequency channels and a€{l,...,N,} indexes
the different tracer maps. Finally, G is a matrix of size
N, x N, that accounts for the auto- and cross-correlations
of the tracer maps with each other,
A2 hp g
4n

ab __
Gf -
'=C-AC)2

cu”. (29)

The ILC weights are then given by

. R>Y.a;
w;:—f_f,)” L (30)
(R:t’ )kmakam

where here i, j,k,me{l,....N + N_}.
We can now calculate the power spectrum of the
ILC map,

clt = ZN: wiw {,,c”+2zzwwa+“C;"a

i=1 a=
Ny
N+a, N+b ~9a9p
—I—E wy wy e (31)
a,b=1

A drawback of this method is that deprojecting the tSZ
effect via a constrained ILC becomes nontrivial. To do so,
one would need to determine the additional entries in b;
from Eq. (5) corresponding to the tSZ field’s response in
the tracer maps (corresponding to i€ {N +1,.... N + N}
in our formalism above). Unlike with the CMB, these
correlations do not vanish because the tSZ signal is
correlated with the LSS tracer density fields. Thus, deter-
mining the values of b; to use would rely on detailed
modeling of these correlations (e.g., [15,51-54]), which is
contrary to our overall goal of deprojecting contaminants in
a (mostly) model-independent way. Nevertheless, this
method can simultaneously clean both the CIB and tSZ
signals without necessitating any theoretical models of
these signals or their cross-correlations with one another

|

TT iyl
Cy _waiﬂcf

[l (RZ el ap (RZ") o = an(R7 e e (RE) ] [ (RZ et ap (RF) -

and the tracer fields; it is fully data driven. This is possible
because the CMB + kSZ signal of interest has zero
response in every tracer map, and thus, we do not have
to find any optimal linear combination of these tracers as
we did in Sec. III for de-CIBing and de-(CIB + tSZ)ing.

V. CONSTRAINT REQUIRING ZERO
CROSS-CORRELATION WITH TRACER
MAPS IN HARMONIC ILC

Our final method uses the LSS tracers to clean the CIB
and tSZ contaminants via a novel extension of the con-
strained ILC technique. In this approach, we impose the
explicit requirement that the cross-correlation of the ILC
map with an LSS tracer map vanishes. The method can then
be extended to require that an arbitrary number of such
cross-correlations vanish (cf. Sec. IIB 3). The premise
relies on the fact that the LSS tracer maps contain only
contaminants and no contributions from the signal of
interest, as in the method presented in Sec. IV.

A. One deprojected component

In this method, we start with a standard harmonic ILC,
with a preserved CMB + kSZ component, as described in
Sec. II. The twist here is that we add an additional explicit
constraint to the ILC, in which we require that the final ILC
map has zero cross-correlation with the LSS tracer density
map,

<TILCgfm> =0< wa Tlfmgfm> =0. (32)

We define ¢/ = (T, gsn) = C;", so that the final constraint

becomes
D wicl =0. (33)

This problem is then equivalent to a constrained ILC
with one deprojected component, which can be solved as
usual with Lagrange multipliers to obtain the weights. The
resulting weights are identical to those given in Eq. (6) with
the replacement b; — cf (crucially, the constraint now is
different at each £, whereas previously b; was ¢ indepen-
dent). Then the power spectrum of this ILC map is given by

ak(k?)kzczfcﬁ(k?])pj} y
cli. (34)

(@ (RZ)gan) (e (R7) ) = (an(RF e 2]
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With a single tracer map, this method is performed as
described above. However, if one has multiple tracer maps,
assuming the goal is to remove just the CIB, one must find
the optimal linear combination of tracer maps correlated
with the CIB. Since our constraint involves the cross-
correlation of the final ILC map (which is a combination
of temperature maps from different frequencies) with some
combination of tracers, we cannot simply find the combi-
nation of tracers with highest correlation with the CIB at any
given frequency. Instead, we require some frequency-
independent version of the CIB, similar to what the
Compton-y field is for the tSZ effect. In reality, the CIB
decorrelates across frequencies (e.g., [55-57]), so such a
simplification is not entirely possible; however, it is a good
approximation for finding some combination of tracers that
are highly correlated with the CIB, and any inexactness in
the modeling would only affect the optimality of this linear
combination of tracers by a small amount.

Thus, we simply use Egs. (13) and (14) from Sec. III but
with all the quantities becoming frequency independent,
ie., g\, = ¢5® in Eq. (13), ¢!, , = ¢, in Eq. (14), and
CIB; — a“'B(7) in Eq. (14). The a“B () field is the analog
of the Compton-y field for the CIB, described in detail in
Appendix H, and ¢g“'® is the linear combination of tracer
maps with maximal correlation to a“'B(7). Note that this
g™ is independent of frequency, as required for the zero-
tracer-correlation constraint in the ILC. Then this problem
is the same as described above, but with g, — gg,lf in

Eq. (32) so that ¢/ = (T, ¢SIB).

B. Two deprojected components

Suppose that we now want to additionally deproject the
tSZ signal using its known frequency dependence. This
problem is equivalent to solving an ILC with two depro-
jected components, which gives the weights in Eq. (8), but
with ¢; replaced with the #-dependent quantity ¢ (where
¢! = (T, g5B), as before). Then the power spectrum of

this ILC map is given by
Ch1 — e
= (Rgl)ik(ie;l)jm o2 ((B,Cy — F})ay
+ (E;F; — CyDyg)by + (DyF, — BoEg)ch)
X ((B,Cy = F})a,, + (E;Fy — CsDy)b,,
+ (DyFy = BsE;)ch,)CY. (35)

1
¢

An alternative to removing both the CIB and tSZ signals
is to do the above, but instead of deprojecting the tSZ signal
directly, we deproject g%, where ¢ is the linear combi-
nation of tracer maps with maximal correlation to the
Compton-y field. Thus, the weights are still given by

Eq. (8), but both b; and ¢; are replaced with #-dependent

quantities b¢ and c?, respectively. Here b¢ = (T%, ¢'5%) and
¢! = (T, ¢5B). The power spectrum of this ILC map is
then given by Eq. (35) but with b; — bf .

C. Discussion

We note that usually an ILC only uses information about
the SEDs of various components, where these SEDs are
fully deterministic quantities. With the new method pre-
sented in this section, we have a constraint in the ILC that
depends on a realization of a random field. Another
interesting feature of this method is that, when using only
a single tracer map, the galaxy shot noise does not
explicitly enter into any of the calculations since the
autospectrum of the tracer sample, i.e., C%’, never appears
in any of the expressions. While the formalism for this
method is self-consistent, this points to the suboptimality
of the method for high shot noise samples. As the shot
noise increases (as the number of tracers approaches zero),
the constraint requiring zero cross-correlation of the ILC
map with tracers is no longer effective in cleaning the CIB
or tSZ signals, as the tracer maps provide no information
about these signals (the cross-correlation of the CIB and
tSZ signals with the tracers will asymptotically go to zero).
Thus, there is an implicit dependence on the shot noise
in this method, and this implicit dependence of cross-
correlations on the shot noise would play a role in our other
new methods as well.

When we have multiple tracer maps, the shot noise does
explicitly enter our calculations for finding the optimal
linear combination of tracer maps and will thus affect the
optimality of these coefficients. Finding this optimal linear
combination of tracer maps is the only step in this method
that requires theoretical modeling of the correlations
between the CIB and tSZ fields and tracer fields.* Just as
in Sec. IIT for the de-CIB and de-(CIB + tSZ) methods,
small modeling misspecifications would only affect the
optimality of these coefficients, and thus of our results, by
some small amount.

We note that this method is a spatial deprojection of the
tracer maps. Comparing the two variations described in
Sec. V B, the method of deprojecting the tSZ signal directly
using its known frequency dependence is a spectral depro-
jection that is dependent upon using several frequency
channels, whereas the method of deprojecting both g¢™® and
¢ involves only spatial deprojection. However, the latter
still requires multiple frequency channels, as one must have
at least as many frequencies as total constraints in the ILC in
order for the Lagrange multiplier problem to yield a
solution. Interestingly, because the CIB and tSZ signals
have nonzero correlation, ¢“® and ¢'? will likewise have
nonzero correlation. Since we are performing spatial

*As before, the tracer-CIB cross-correlations can be directly
measured at high frequencies, but some level of theoretical
modeling is likely necessary at low frequencies.
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deprojections, in the limit that the CIB and tSZ fields are
perfectly correlated, g“® and ¢* are perfectly correlated,
and we are able to deproject two components for the price of
one in terms of the noise penalty resulting from the
constrained ILC procedure. However, if these fields are
not significantly correlated, it is unclear a priori which
method (spectral deprojection of the tSZ field or spatial
deprojection of ¢"%) will have a higher noise penalty. We
investigate such matters further in Secs. VII and IX.

We note that we cannot optimally deproject both the CIB
and tSZ signals using a single constraint on the tracer maps.
This is because the CIB and tSZ signals have different
effective SEDs, and the form of Eq. (32) requires a
frequency-independent linear combination of tracers. For
the de-(CIB + tSZ) method, we are able to simultaneously
remove both signals by finding the optimal combination of
tracer maps for correlation with the total CIB + tSZ signal
at each frequency, but this cannot be done here.

VI. MODELING CHOICES

In this section, we describe the modeling choices used in
this work, first for the unWISE galaxy catalogs used as
LSS tracers in our new methods and then for the other
millimeter-wave sky components considered in our analy-
sis (primary CMB, tSZ, CIB, kSZ, and radio sources).
More details on the theory and modeling can be found in
Appendixes A and B, respectively.

A. unWISE galaxy catalog

As a concrete example of our new methods, we
consider using the unWISE galaxy catalog to remove
CIB and tSZ contamination in CMB + kSZ power

1.2 unWISE blue
Y ---- unWISE green
1.0 PAVEEES EEE S unWISE red
/I -\‘ B
o 0.87 At
] H
< 0.6 N ! i “\
—E> ! “ 'r : \‘

,' 1 " \‘
0.4+ "' “\ i \

h \ ,’ \\

! N \

| | - \
027+ "
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FIG. 1. Normalized redshift distributions ﬁ dN,/dz for each of

the unWISE galaxy samples: blue (solid), gréen (dashed), and red
(dotted), obtained by cross-matching the unWISE objects with
the COSMOS catalog. See Table I for other important character-
istics of the unWISE samples, e.g., redshift statistics, or the
number density of galaxies.

spectrum measurements. In this section, we discuss the
unWISE galaxy catalog; for more details regarding
unWISE, we refer the reader to [25,58-60].

The unWISE galaxy catalog [25,59,61] is constructed
from the Wide-Field Infrared Survey Explorer (WISE)
satellite mission including the posthibernation, noncryo-
genic NEOWISE data. The original WISE mission mapped
the sky in four bands, at 3.4, 4.6, 12, and 22 pm (W1, W2,
W3, and W4) [62]. Based on color cuts on the magnitude in
the W1 and W2 bands (see Table 1 in Ref. [60]), the
unWISE catalog was constructed, resulting in over 500 mil-
lion galaxies over the full sky, divided into three subsamples
(blue, green, and red) of mean redshifts 7 = 0.6, 1.1, and
1.5, respectively.

In Fig. 1 we present the redshift distributions of unWISE
obtained by direct cross-matching of the samples with the
COSMOS photometric galaxies in [25], used in this
analysis. Table I shows other characteristics of each of
the unWISE subsamples: mean redshift and approximate
redshift width (also obtained from cross-matching with the
COSMOS galaxies), as well as the number density of
galaxies and the faint-end logarithmic slope of the lumi-
nosity function s, necessary to compute the lensing mag-
nification terms (see Appendix A 1b).

As qualitatively assessed in [60], the emission
from galaxies in the unWISE samples is approximately
70%—-90% stellar-dominated emission and 10%-30% a
mixture of stellar and thermal dust emission, with a
contribution from the 3.3 pm polycyclic aromatic hydro-
carbon (PAH) emission for the blue sample; 50%—-70%
stellar dominated and 30%-50% mixture, with a small
contribution from the 3.3 pm PAH emission for the green
sample; and the red sample is stellar dominated. The
average halo masses of unWISE were constrained to be
~10%My/h [60].

The unWISE catalog has been used in multiple analyses,
e.g., to constrain the ionized gas density with the projected-
field kSZ estimator in [20] or to measure the late-time
cosmological parameters og, the amplitude of low-redshift
density fluctuations, and €2,,, the matter density fraction
in [59,65].

TABLE 1. Important properties of each unWISE sample: Z,
mean redshift; 6., approximate width of the redshift distribution,
both obtained from dN,/dz as measured by matching to objects
with precise photometric redshifts in the COSMOS field [63] (see
Sec. VI A); 71, the number density per deg?; and s, the faint-end
logarithmic slope of the luminosity function s = dlog;oN,/dm.
See [25,59,64] for further details.

unWISE b4 0, i, (deg™) s

Blue 0.6 0.3 3409 0.455
Green 1.1 0.4 1846 0.648
Red 1.5 0.4 144 0.842
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The halo occupation distribution (HOD) (see Appendix A
for the discussion of the HOD [66,67] within the larger halo
model [68-70]) of the unWISE galaxies was also already
constrained in [60] for each of the unWISE samples by
fitting their autopower spectra and cross-spectra with Planck
CMB lensing into the standard HOD model [66,71].
However, that analysis was only performed on relatively
large scales, up to Z,,x = 1000. In our work, we want to
consider correlations involving these galaxy samples out to
much smaller scales. Therefore we refit the model consid-
ered in [20] to the unWISE galaxy autocorrelation data only,
as they have the most constraining power. This choice is
also motivated by the treatment of the shot noise in [20],
where the authors allowed it to be negative due to its
effective indistinguishability from the galaxy-galaxy
one-halo term on large scales and complications related
to the mask treatment. Physically, we expect that the shot
noise should be near the value given by the inverse of
the number density of galaxies for each sample (Table I).
When refitting the HOD model out to small scales, we thus
enforce this expectation. We describe the procedure of
refitting the unWISE HOD below and the HOD constraints
in Appendix B 1.

B. Other fields in the millimeter-wave sky

In this work, we model the sky comprising the primary
CMB, tSZ, kSZ, and CIB fields, as well as the radio point
source contribution. All fields are modeled analytically,
predominantly via the halo model. We provide details of
our theoretical predictions in Appendix A and give more
details on specific choices of the modeling in Appendix B,
which we also summarize below.

For the CIB, we consider two models, fitted to the
standard Shang et al. [72] CIB halo model, described
in Appendix A 1 c. The first model, which we refer to as
the H13 model, was determined by fitting the Herschel
multitiered extragalactic survey (HerMES) [73] data
from the SPIRE instrument aboard the Herschel Space
Observatory [74] and was described in [75]. The second
CIB model [55], which we refer to as P14, fitted the Planck
nominal mission CIB power spectrum results. Details of
these two CIB models are presented in Appendixes B B 2
and B 3. For our purposes, an important distinction is that
these two CIB models predict different correlation coef-
ficients between the CIB and the unWISE galaxies (see
Fig. 12). We choose to consider both models because they
encompass our measurements of the CIB-unWISE cross-
power spectra, as described in Appendix B 5 and shown in
Fig. 11. The physical reason why these two models behave
differently is because they have different values of the
underlying halo model parameters, e.g., the population of
CIB-sourcing halos or the evolution of the dust properties.

For the tSZ field, we use the standard halo model
approach, with the pressure profile from Battaglia et al.
[76] (the “AGN feedback model at A = 200” from their

Table 1, where AGN refers to “active galactic nuclei”), as
described in detail in Appendixes A 1d and B 4. For the
kSZ power spectrum, we use the sum of simulated kSZ
power spectra from the simulations of [77,78], accounting
for the late-time and patchy kSZ contributions, respectively
(see Appendix A 2). We also consider the contribution from
radio point sources, for which we assume a simple ana-
lytical power-law model, described in Appendix A 3.

We compute not only the autocorrelations of the various
millimeter-wave sky components at the frequencies con-
sidered in this work, but also cross-correlations between
these fields (except for the radio point sources), as well as
with the unWISE galaxies, if required by the new methods
described above.

VII. RESULTS

We model a sky containing the lensed primary CMB, the
tSZ effect, the kSZ effect, the CIB (for both the H13 and
P14 CIB models), radio sources, and detector and atmos-
pheric noise, with power spectra described in Appendix A
and modeling choices discussed in Appendix B, at eight
frequencies: 93, 145, 225, and 280 GHz (SO) and 100, 143,
217, and 353 GHz (Planck). The noise curves are shown in
Fig. 13, and the noise properties (white noise and beam) are
provided in Table XI. The sky component power spectra are
generated using CLASS_SZ from £, = 30 to £y = 10*
with an Z-space binning of AZ = 10 and then interpolated
with a cubic spline. We use an £-space binning of AZ = 20
for covariance matrix calculations in our ILC methods [see
Eq. (2), for example]. We convert the units for all considered
sky component spectra to pK? (see Appendix H for details).
We show all sky components of our model in Fig. 2 for
selected frequencies. We compute the auto- and cross-
correlations of the three unWISE galaxy samples, as well
as their cross-correlations with the tSZ and CIB fields,
following the same prescription.

We compare the results of the methods proposed in
Secs. III-V in terms of their ability to recover the CMB
blackbody temperature power spectrum, including the
primary CMB and the kSZ signal. We group the methods
according to the number of constraints in the ILC, including
the signal preservation constraint; the number of depro-
jected components is one less than the total number of
constraints. Within each group, we include our new meth-
ods as well as a baseline method and an idealized method
for comparison. The baseline methods are methods that use
only the millimeter-wave sky maps (no LSS tracer maps)
and that use only frequency-space information (no spatial
information), e.g., standard ILC. Such methods have been
used elsewhere previously in the literature. The idealized
methods are methods in which the CIB and/or tSZ con-
taminants are not included in the sky model from the outset;
such methods cannot be applied to actual data and are
included here only for comparison purposes.
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FIG. 2. Microwave sky components considered in this analysis
[lensed primary CMB, kSZ effect, tSZ effect, CIB (H13 CIB
model), radio, and tSZ-CIB correlation], along with the instru-
mental noise at 93 GHz (SO), 217 x 145 GHz (Planck x SO),
and 353 GHz (Planck), from top to bottom. The frequency-
independent components are the primary CMB (solid orange
curves) and the kSZ effect, broken down into its “patchy” [78]
(dashed red) and postreionization, or “late” [77], (dotted red)
contributions. The frequency-dependent components, including
the tSZ (blue dash-dotted; we show its absolute value), CIB (thick
solid green), and tSZ x CIB (densely dash-dot-dotted cyan; we
show its absolute value) are calculated with CLASS_Sz, and the
radio (dash-dot-dotted purple) contribution is computed follow-
ing Eq. (A39). The noise curves (thin solid gray) are calculated
according to specifications discussed in Appendix B 6 for the
Planck and SO experiment frequencies.

We note that some of our baseline and new methods that
involve constraints in the ILC (either spectral or spatial) are
analogous to bias hardening in other contexts in which one
tries to orthogonalize the reconstructed signal with respect
to some contaminant, regardless of the noise penalty
incurred (similar to how the term is used in descriptions
of bias-hardened CMB lensing reconstruction, e.g.,
Ref. [79]). Such methods are partially bias hardened due
to the constraints.

The methods involving one constraint in the ILC—the
signal preservation constraint—are as follows:
(i) standard ILC (baseline) (see Sec. I A);

(i1) standard ILC with no CIB or tSZ effect included in
the sky model (idealized)”‘5 (see Sec. IT A);

(iii) de-(CIB + tSZ) applied to a standard ILC map (new
method) (see Sec. III A and note that we do not
consider de-CIB applied to a standard ILC map on
its own, as one would naturally clean both CIB and
tSZ signals when applying this method to a standard
ILC map); and

(iv) ILC with g maps as additional frequency maps
(new method) (see Sec. IV).

The methods involving two constraints in the ILC
(one deprojected component) are the following:
(1) ILC with deprojected tSZ component (baseline) (see
Sec. II B 1);
(i) ILC with deprojected tSZ component and no
CIB included in the sky model (idealized)*6 (see
Sec. IIB 1);

(iii) de-CIB applied to a tSZ-deprojected ILC map (new
method) (see Sec. III B);

(iv) ILC with a zero-tracer-correlation constraint for
g“™® (new method) [see Sec. VA and note that
g“™B is the linear combination of tracer maps with
maximal correlation to a“'B(71), which is described
in Appendix H].

The deprojection of a component in the above methods will
incur some noise penalty in the resulting cleaned map. This
penalty will be even more pronounced in the following
methods, which involve three constraints (two deprojected
components):
(1) ILC with deprojected CIB and tSZ components
(baseline) (see Sec. IIB 2);
(i) ILC with deprojected tSZ component and a zero-
tracer-correlation constraint for ¢“® (new method)
(see Sec. VB);

(iii) ILC with zero-tracer-correlation constraints for both
g“™® and ¢"? (new method) (see Sec. V B and note
that ¢ is the linear combination of tracer maps
with maximal correlation to the Compton-y field).

The idealized methods considered in this work cannot be
applied to actual data and are included here only for comparison
purposes.

®See footnote °.

"As explained in Sec. V, for the de-(CIB + tSZ) method, we
are able to simultaneously clean the CIB and tSZ signals by
finding the combination of tracers that has maximal correlation
with the combined CIB + tSZ signal at each frequency. For ILC
methods involving a single zero-tracer-correlation constraint, we
cannot simultaneously clean the CIB and tSZ signals (which have
different effective SEDs) by using this single additional constraint
because our linear combination of tracers must be frequency
independent to fit the form of Eq. (32).
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TABLE II. Summary of the methods considered in this work: standard ILC (Sec. II A); standard ILC with no CIB or tSZ included in
sky model (for idealized comparison only); ILC with the LSS tracer fields g as additional frequency maps (Sec. [V); de-(CIB + tSZ)
applied to a standard ILC map (end of Sec. IIT); ILC with constraint requiring zero cross-correlation with g“'® (Sec. VA); constrained
ILC with tSZ deprojected (Sec. II B 1); constrained ILC with tSZ deprojected and no CIB in the sky model (for idealized comparison
only); de-CIB applied to a tSZ-deprojected ILC map (Sec. III); constrained ILC with both tSZ and CIB deprojected (Sec. II B 2); tSZ-
deprojected ILC with an additional constraint requiring zero cross-correlation with g“™® (Sec. V B); and ILC with two additional
constraints requiring zero cross-correlation with g®® and ¢'% (Sec. V B). The components we consider are the lensed primary CMB,
kSZ signal, tSZ signal, CIB, radio contribution, and noise, as well as “g” (the galaxy overdensity maps or some linear combination
thereof). Here v indicates that the component is included in the sky model, - - - indicates that the component is not included in the sky
model, and " indicates that the component is included in the sky model but deprojected in the ILC (or in the ILC portion of the method
if the method has multiple parts). For g, /' indicates that g is explicitly (spatially) deprojected in the ILC, v indicates that the galaxy
overdensities are incorporated in the cleaning method in some other way, and - - - indicates that the galaxy overdensities are not
incorporated in the cleaning method. The penultimate column gives the number of constraints used in the ILC (or ILC portion of the
method), including the signal preservation constraint. The final column gives the type of method: “baseline” (standard method from the
literature that uses only the millimeter-wave sky maps (no LSS tracer maps) and that uses only frequency-space information (no spatial
information), “idealized” (method in which the CIB and/or tSZ contaminants are not included in the model from the outset), and “new”

(new methods developed in this work).

CMB kSZ tSZ CIB Radio g Noise Constraints in ILC Method type
Standard ILC v v v v v v 1 Baseline
Standard ILC (no CIB or tSZ)* v v e e v e v 1 Idealized
ILC with g freq maps v v v v v v v 1 New
De-(CIB + tSZ) v v v v v v v 1 New
ILC with constraint on g°™® v/ v v/ v v/ S v 2 New
ILC (deproj tSZ) v 4 S v v e v 2 Baseline
ILC (deproj tSZ, no CIB)* v v S v - v 2 Idealized
De-CIB (deproj tSZ) v v S v v v v 2 New
ILC (deproj tSZ and CIB) v v S/ v e v 3 Baseline
ILC with constraint on g“™® (deproj tSZ) v v 7 v Va v 3 New
ILC with constraints on g“® and ¢'5% v/ v v/ v/ v/ Va v/ 3 New

*An idealized method that cannot be applied to actual data and is included in this work only for comparison purposes.

For direct deprojection of the CIB component in an ILC, we
model the CIB SED as a modified blackbody with an
effective dust temperature of 24.0 K and spectral index of
1.2 (see Ref. [7] and Table 9 of Ref. [55]) for the H13 CIB
model. For the P14 model, we model the CIB SED as a
modified blackbody with an effective dust temperature of
20.0 K and spectral index of 1.45, as determined in
Appendix H. Importantly, we note that, in reality, the
CIB decorrelates across frequencies, so such “effective CIB
SEDs” will not be exact, preventing the CIB field in a real
data analysis from being fully deprojected in a constrained
ILC approach (see Fig. 23 for CIB correlation coefficients
in the H13 and P14 models).

Summaries of each of the methods, including the sky
components included in each method, are detailed in
Table II. For a review of the standard and constrained
ILC procedures, see Sec. II. For further details on the new
methodologies, see Sec. III for de-CIB and de-(CIB + tSZ),
Sec. IV for the ILC with the tracers g included as additional
frequency maps, and Sec. V for the ILC with the additional
constraint(s) of requiring zero cross-correlation of the
cleaned map with the g*™® and/or ¢*% tracer fields.

All evaluation metrics are derived analytically. As
described in Appendix B, the CIB-galaxy cross-correlation

measurements are encompassed by the H13 and P14 CIB
models. Thus, the true forecasts of our methods likely lie
somewhere in between the forecasts using these two
models. For most of the remainder of the main text of
the paper, we provide results for the H13 CIB model, with
the results for the P14 CIB model given in Appendix D.

Part of the de-CIB method involves finding the linear
combination of the unWISE blue, green, and red samples
[i.e., ¢°"T in Eq. (23)] that is maximally correlated with the
final ILC map, which contains residual CIB from each of
the input frequency maps. We note that the blue and green
samples exhibit higher correlation with the CIB, resulting
in higher values of the coefficients for these samples. This
is because, although the redshift distribution of CIB sources
most aligns with that of the red sample (compare the
unWISE redshift distributions in Fig. 1 and the CIB redshift
kernel in, e.g., [55,80]), its number density of galaxies is
significantly lower than that of the blue or green samples.

We note that a prediction of our models is that at low ¢
both the unWISE blue and green samples have high
correlation with the CIB, but relatively low correlation with
each other. When optimally combined, this may artificially
produce a correlation coefficient for g°FT with the ILC map
that is greater than unity. To mitigate this effect, for
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multipoles where the correlation coefficient of the ILC map
with ¢OPT is greater than 0.95, we replace the linear
combination of samples with the single sample with the
highest correlation with the ILC map. In reality, such effects

We assess how well the methods remove contaminant
signals for both the H13 and P14 CIB models. Figure 3
shows the autopower spectra of the cleaned maps from each
of our methods using unWISE in the left panels. The trade-

off between component deprojection and noise in the
resulting cleaned map is evident from this plot; as more
constraints are added to the ILC, the noise in the cleaned
map increases significantly (although often less so for our
new zero-tracer-cross-correlation constraint than for the
traditional frequency-space constraints). Of note is the
autospectrum of a map produced by ILC with constraints
on both ¢“® and ¢'%, which displays an irregular shape for
the H13 CIB model; this result will be discussed further in
Sec. IX. Figure 15 in Appendix C shows a few of the key
ratios of cleaned map autospectra from the methods we
consider. We note a significant reduction in the cleaned
map autospectrum when applying the de-CIB method to a
tSZ-deprojected ILC map. We also note a similar (though
less pronounced) effect when adding the galaxy maps as
additional frequency maps to a standard ILC or when using
the de-(CIB + tSZ) method. Moreover, we compare the

would not be a problem since the correlation of two physical
fields cannot be greater than unity (and moreover, even in
our theoretical models, such issues only appear at very low
¢ where our methods are not useful in practice, as CMB
measurements there are already cosmic-variance limited,
and the kSZ power spectrum cannot be measured due to the
large primary CMB sample variance).

We repeat a similar procedure with the de-(CIB + tSZ)
method. The coefficients c;f for the unWISE blue, green,

and red samples with maximal CIB + tSZ correlation at
each frequency are determined, and we follow a similar
replacement strategy at low ¢, where if the correlation of
the (CIB + tSZ) field with the optimal combination at some
frequency is greater than 0.95, we replace the linear
combination of samples with the single sample with the
highest (CIB + tSZ) correlation at each frequency.

H13 CIB Model, un WISE H13 CIB Model, Future Surveys

10*4
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1024
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l l
—— Standard ILC ILC with constraint on g©'® ILC (deproj tSZ and CIB)
Standard ILC (no CIB or tSZ)* ILC (deproj tSZ) -==ILC with constraint on g“'® (deproj tSZ)
—--- ILC with g freq maps —— ILC (deproj tSZ, no CIB)* —-— ILC with constraints on ¢“'® and ¢*S*
de-(CIB+tSZ) e de-CIB (deproj tSZ) —— CMB blackbody power spectrum

FIG. 3. Autopower spectra of final cleaned maps for both the H13 (top) and P14 (bottom) CIB models, for various cleaning methods
(see Table II), plotted as DTT =7+ 1)C) T /(27) where T is the cleaned map. Baseline methods are shown as solid curves in shades
of red and yellow. Ideahzed results are shown as solid curves in shades of green. Our new methods are shown as dashed or dotted curves
in shades of blue and purple. The asterisk (*) indicates an idealized method that cannot be applied to actual data and is included in this
work only for comparison purposes. Our new methods (dashed and dotted curves in shades of blue and purple) decrease the autospectra
of the cleaned maps from those of the baseline methods (solid curves in shades of red and yellow) toward those of the idealized results
(solid curves in shades of green), with more significant impacts using the H13 CIB model since the CIB and galaxies have higher
correlation in the H13 CIB model than in the P14 CIB model. In particular, one can compare the methods as follows: de-CIB (deproj
tSZ) (new) and ILC with constraint on g“® (new) with ILC (deproj tSZ) (baseline) and ILC (deproj tSZ, no CIB) (idealized); ILC with g
freq maps (new) and de-(CIB + tSZ) (new) with standard ILC (baseline) and standard ILC (no CIB or tSZ) (idealized); and ILC with
constraint on ¢“'® (deproj tSZ) (new) and ILC with constraints on g and ¢*% (new) with ILC (deproj tSZ and CIB) (baseline). The
total CMB blackbody temperature power spectrum (lensed primary CMB and patchy + late-time kSZ signal) is also shown for
comparison (solid black). Left: results using unWISE. Right: forecasts for a future LSS survey, such as Euclid, that contains ~1.5 billion
galaxies, assuming the same redshift distribution and HOD as for unWISE. This figure illustrates the impact of the galaxy shot noise
values on our results and the associated improvements with future data.
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FIG. 4. Correlation coefficients of the cleaned maps with the CIB at six frequencies, for each method. The asterisk (*) indicates an
idealized method that cannot be applied to actual data and is included in this work only for comparison purposes. Our new methods
(dashed and dotted curves in shades of blue and purple) decrease the correlation coefficient of the cleaned map with the CIB from those of
the baseline methods (solid curves in shades of red and yellow) toward those of the idealized methods (solid curves in shades of green). In
particular, one can compare the methods as follows: de-CIB (deproj tSZ) (new) and ILC with constraint on g*'® (new) with ILC (deproj
tSZ) (baseline) and ILC (deproj tSZ, no CIB) (idealized); ILC with g freq maps (new) and de-(CIB + tSZ) (new) with standard ILC
(baseline) and standard ILC (no CIB or tSZ) (idealized); and ILC with constraint on g™ (deproj tSZ) (new) and ILC with constraints on
¢“™® and ¢"* (new) with ILC (deproj tSZ and CIB) (baseline). Results for 143 and 225 GHz are omitted for concision.

ratios of some of our new methods to each other, finding
that the ILC with galaxy maps as additional frequency
maps and de-(CIB + tSZ) have the lowest cleaned map
autospectra of the new methods. In fact, those two methods
give almost exactly the same results in our calculations.

A crude estimate of the SNR for the kSZ power spectrum
can be defined as

G 2 L

SNR = -t - ith oty —_____ =  (Ctot ;
zf:aZ(Ct;t) with ¢*(C¥") (Zf-l-l)fsky( £

(36)

where C5% is the kSZ power spectrum, C¥' is the total
cleaned map power spectrum, f ., is the unmasked fraction
of the sky, and we sum over multipoles 2 < # < 10*. Using
our models and various cleaning methods, we obtain the
kSZ power spectrum SNR results given in Table III,
assuming fq, ~ 0.4, similar to that from SO [6]. The
relevant columns here are those labeled “using unWISE,”
which provide the SNRs given current data, i.e., the
unWISE galaxies. The latter two columns give projections
of the methods for future LSS surveys, which will be
discussed further in Sec. VIII. We note that these are not
forecasts of actual SNRs that would realistically be
obtained (as marginalization over additional parameters
in the sky model is necessary); rather, these numbers are

simply useful for comparing the relative SNR from the
various methods.

We also estimate the SNR for the total blackbody
(CMB + kSZ) power spectrum, found by replacing Ck%
in Eq. (36) with CSMB + C552 and summing over multi-
poles 100 < Z < 10* to avoid scales where the ISW signal
is large and would lead to biases in our methods. These
SNRs are provided in Table IV. We note that these
approximations of SNR for the total blackbody power
spectrum are likely fairly accurate, as the only major
approximation in this case is our neglect of Galactic
foregrounds, which are relevant at £ < 1000.

To assess how well each method performs in removing
CIB contamination, we compute the correlation coeffi-
cients of the cleaned maps with the CIB field at each
frequency (Fig. 4), as well as their cross-power spectra
(Fig. 16 of Appendix C). (For concision, in this figure and
the figures that follow, we omit separate plots for 143
and 225 GHz since they are very similar to the 145 and
217 GHz plots, respectively.) As expected, the idealized
results (green curves) have near-zero correlation with the
CIB, whereas the baseline methods of standard ILC and
tSZ-deprojected ILC (red curves) display significant cor-
relation with the CIB. Our new methods (dashed and
dotted blue and purple curves) lower the correlation of the
cleaned maps with the CIB from the baseline method
results, with the constrained ILC methods requiring zero
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FIG. 5.

Left: cross-power spectra of the cleaned maps with the tSZ field (in dimensionless Compton-y units), plotted as

(¢ + l)C;C'“‘“'y /(2z) (in pK). Right: correlation coefficients of the cleaned maps with the tSZ field. The asterisk (*) indicates an
idealized method that cannot be applied to actual data and is included in this work only for comparison purposes. One can compare the
methods as follows: de-CIB (deproj tSZ) (new) and ILC with constraint on ¢“® (new) with ILC (deproj tSZ) (baseline) and ILC
(deproj tSZ, no CIB) (idealized); ILC with g freq maps (new) and de-(CIB + tSZ) (new) with standard ILC (baseline) and standard
ILC (no CIB or tSZ) (idealized); and ILC with constraint on g°'® (deproj tSZ) (new) and ILC with constraints on ¢“'® and ¢'* (new)

with ILC (deproj tSZ and CIB) (baseline).

g“™ and/or ¢"% tracer cross-correlation performing par-

ticularly well. We note that the ILC with both CIB and tSZ
signals deprojected does not have a correlation coefficient
of exactly zero simply because a CIB SED has to be
assumed for the deprojection (and this effective SED is not
the exact same as the actual SED of our modeled CIB
power spectra). This is a realistic representation of what
may happen when using this method on actual data, as the
effective CIB SED is not known exactly and the CIB
decorrelates across frequencies [7]. Moreover, we note that
since the CIB and tSZ fields have nonzero correlation, for
methods that do not explicitly deproject the tSZ field, some
of the residual correlation between the cleaned map and the
CIB may actually be due to the residual tSZ signal.

We also compute the cross-power spectra and correlation
coefficients of the cleaned maps with the tSZ field (Fig. 5).
Since the tSZ field is correlated with the CIB, any residual
CIB in the maps leads to nonzero correlation with the tSZ
signal, even if the tSZ signal is deprojected, as shown in
Fig. 5. From these results, we note a trade-off: our new
methods (that do not explicitly deproject the tSZ signal)
must choose between removing more of the CIB signal or
more of the tSZ signal; those that result in lower correlation
of the cleaned map with the CIB result in higher correlation
of the cleaned map with the tSZ signal, and vice versa. This
is particularly notable for the constrained ILC requiring
Zero gCIB tracer cross-correlation, which does well for CIB
removal and much less well for tSZ removal, presumably
due to the unWISE galaxies’ lower correlation with the
Compton-y field (and also the fact that in that method we
are finding the linear combination of samples to specifically
optimize for CIB cleaning). It will therefore be crucial to

select a method that achieves a balance of cleaning both the
CIB and tSZ contaminants (or optimizing to clean which-
ever is more relevant to a given analysis), while also not
significantly adding noise to the cleaned map. Figure 6
evaluates how well each method achieves such a balance,

showing the mean D;T over multipoles 2000 < # < 10000
plotted against the mean absolute correlation coefficients of
T ¢jean With the CIB and Compton-y fields computed over
the same multipoles. We note that this figure is specific to
our simulated joint (SO + Planck) experiment noise con-
figuration. Assessing the bias-variance trade-off for other
instrument configurations is beyond the scope of this work.

VIII. FORECASTS USING FUTURE LSS SURVEYS

Future LSS surveys with wide-field survey instruments,
such as Euclid [35,36], Roman [37-39], and Rubin Legacy
Survey of Space and Time (LSST) [81], will measure
properties of over a billion galaxies. Since the shot noise of
the samples scales inversely with the number of galaxies,
the use of galaxies from these future surveys will signifi-
cantly decrease the shot noise on the galaxy map power
spectra, thereby increasing the correlation of the CIB with
the galaxy samples (assuming the redshift distributions are
unchanged for the sake of this argument). This increased
correlation will, in turn, increase the magnitude of the
improvements using our new methods, particularly at high
Z. In this section, we provide approximate forecasts for
these improvements, given the specifications of Euclid.

Euclid is expected to image 1.5 billion galaxies out to
high redshifts z > 2 [35], whereas the unWISE catalog
contains 500 million galaxies. As an illustrative exercise,
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FIG. 6. Bias-variance trade-off for different methods, assessed in terms of trade-offs among the noise penalty, CIB correlation, and tSZ
correlation. The mean DT over multipoles 2000 < # < 10000 is plotted against the mean absolute 7oy, X CIB or 7oy, x Compton — y
correlation coefficient, also computed over multipoles 2000 < # < 10000. Correlation coefficients are shown for three select CIB
frequencies as well as the Compton-y field. Note that this figure is specific to our simulated joint SO + Planck noise configuration. One
can compare the methods as follows: de-CIB (deproj tSZ) (new) and ILC with constraint on g“™® (new) with ILC (deproj tSZ) (baseline)
and ILC (deproj tSZ, no CIB) (idealized); ILC with g freq maps (new) and de-(CIB + tSZ) (new) with standard ILC (baseline) and
standard ILC (no CIB or tSZ) (idealized); and ILC with constraint on g°'® (deproj tSZ) (new) and ILC with constraints on g™ and ¢'%

(new) with ILC (deproj tSZ and CIB) (baseline).

we assume the same HOD as for unWISE and a redshift
distribution of galaxies into blue, green, and red that is
identical to that in Table I. Therefore, we divide each of the
shot noise values in Table VII by a factor of 3 to obtain the
results in the right panels of Fig. 3. We see significant
improvements to the de-CIB method when the galaxy shot
noise is lower.

Estimates of the SNRs for the kSZ power spectrum for
such a future survey are shown in Table III in the latter two
columns, for both the H13 and P14 CIB models. SNR
estimates for the total CMB blackbody temperature power
spectrum for such a future survey are also shown, in
Table IV. Most of our methods involving the galaxy maps
exhibit higher SNRs with these future surveys than with
current data, as expected since the number of galaxies will
significantly increase. Of note is that, for the methods
involving ILC with zero-tracer-cross-correlation constraints
on g“® and/or ¢4, the SNR forecasts sometimes decrease
in spite of the increase in the number of galaxies. This is
because the galaxy shot noise only enters into the calcu-
lations for these methods for the determination of ¢“™® and/
or ¢4, as explained in Sec. V; slight changes in the shot
noise could affect the relative contributions of the different
tracer maps to the linear combination with optimal corre-
lation with the CIB and/or tSZ signals. Importantly, we note
that such a decrease in the SNR would not occur in reality.
This is because it is unphysical to change the shot noise

without changing the cross-correlation of the CIB and tSZ
fields with the tracers as well. Our forecasts do not account
for changes in these cross-correlations and, therefore, likely
underestimate the improvements we would obtain using the
new methods with larger samples of galaxies. In particular,
although the ILC methods with zero-tracer-cross-correlation
constraints are sometimes projected to have lower SNR in
Tables III and IV with larger galaxy samples, these SNRs
would likely increase in reality due to higher correlation of
the tracers with the CIB and tSZ fields when there are more
galaxies included. As described in Sec. V, aside from the
determination of coefficients for the different tracer maps,
these methods have an implicit dependence on the shot
noise, but one would have to recompute the theoretical
prediction of cross-correlations with the tracers in a proper,
self-consistent way as the sample changes (which we are not
currently doing, for simplicity). Recomputing these theo-
retical cross-correlations would likely result in higher SNRs
than those in Tables III and IV for the other methods as well
using these future LSS surveys.

IX. DISCUSSION

In this work, we have developed new tSZ- and
CIB-removal methods using LSS tracers to enhance
detection of the total CMB blackbody temperature power
spectrum, including the kSZ signal (which dominates on
small angular scales). We have utilized the crucial fact
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TABLEIII. Crude estimate of the signal-to-noise ratio for the kSZ power spectrum [Eq. (36)] in each of the methods considered in this
work, for both the H13 and P14 CIB models. We show results using current unWISE data and also results for a future LSS survey
containing 3 times more galaxies than unWISE, such as Euclid (we assume the same HODs and redshift distributions as for unWISE).
We note that the overall magnitudes of these numbers are rough estimates; we present these numbers solely to compare the relative
magnitudes of the SNR for the various methods, CIB models, and LSS surveys. Of note is that the de-CIB method applied to a tSZ-
deprojected ILC map has a significantly higher SNR than simply a tSZ-deprojected ILC map, with improvements in SNR up to 20%
using unWISE and projected improvements up to 50% for future LSS surveys.

H13 CIB model
(using unWISE)

P14 CIB model
(using unWISE)

H13 CIB model
(future LSS survey)

P14 CIB model
(future LSS survey)

Standard ILC 115.32 115.25 115.32 115.25
Standard ILC (no CIB or tSZ)* 202.74 202.74 202.74 202.74
ILC with g freq maps 116.80 116.75 120.04 118.37
De-(CIB + tSZ) 116.80 116.75 120.04 118.37
ILC with constraint on g©™ 110.67 95.43 110.58 96.65
ILC (deproj tSZ) 19.43 25.17 19.43 25.17
ILC (deproj tSZ, no CIB)* 62.21 62.21 62.21 62.21
De-CIB (deproj tSZ) 23.22 25.52 29.25 25.93
ILC (deproj tSZ and CIB) 5.94 7.33 5.94 7.33
ILC with constraint on g“'® (deproj tSZ) 6.36 8.47 6.34 8.43
ILC with constraints on g8 and ¢'% 18.74 6.66 19.72 6.60

*An idealized method that cannot be applied to actual data and is included in this work only for comparison purposes.

that the cross-correlation of the LSS tracers with the primary
CMB vanishes, as it also does with the kSZ signal due to the
equal probability of the line-of-sight electron velocity being
positive and negative. However, these LSS tracers are highly
correlated with the CIB and tSZ signals. Specifically, we
used the unWISE galaxy samples as the LSS tracers. To
forecast the performance of our methods, we have analyti-
cally modeled the microwave sky composed of the lensed
primary CMB, kSZ effect, tSZ effect, CIB (considering
two possibilities for the CIB model, H13 and P14),
radio sources, and detector 4 atmospheric noise at eight

frequencies from 93 to 353 GHz, for a combined SO
and Planck-like experiment. The specifications of each
of the six new methods presented in this work [de-CIB
applied to an ILC with deprojected tSZ component; de-
(CIB + tSZ) applied to standard ILC; ILC with the tracers g
as additional frequency maps; ILC with a zero-tracer-
correlation constraint using ¢“™®; tSZ-deprojected ILC with
a zero-tracer-correlation constraint using ¢'®; and ILC with
zero-tracer-correlation constraints using both ¢“® and ¢*5%]
are discussed in Secs. [II-V and summarized in Table II. The
final cleaned map autospectra are shown in Fig. 3 for the

TABLE IV. Estimate of the signal-to-noise ratio for the total blackbody (CMB + kSZ) temperature power spectrum in each of
the methods considered in this work, for both the H13 and P14 CIB models. We show results using current unWISE data and also
results for a future LSS survey containing 3 times more galaxies than unWISE, such as Euclid (we assume the same HODs and
redshift distributions as for unWISE). Of note is that the de-CIB method applied to a tSZ-deprojected ILC map has a higher SNR than
simply a tSZ-deprojected ILC map, with improvements in SNR up to 4% using unWISE and projected improvements up to 7% for

future LSS surveys.

H13 CIB model
(using unWISE)

P14 CIB model
(using unWISE)

H13 CIB model
(future LSS survey)

P14 CIB model
(future LSS survey)

Standard ILC 1168.84 1156.47 1168.84 1156.47
Standard ILC (no CIB or tSZ)* 1326.73 1326.73 1326.73 1326.73
ILC with g freq maps 1170.30 1168.32 1172.69 1178.59
De-(CIB + tSZ) 1170.30 1168.32 1172.62 1178.59
ILC with constraint on g¢B 1166.39 1046.06 1166.25 1053.80
ILC (deproj tSZ) 798.37 834.22 798.37 834.22
ILC (deproj tSZ, no CIB)* 946.23 946.23 946.23 946.23
De-CIB (deproj tSZ) 828.71 836.47 857.11 838.48
ILC (deproj tSZ and CIB) 686.67 720.92 686.67 720.92
ILC with constraint on g“'® (deproj tSZ) 700.39 737.77 699.57 736.97
ILC with constraints on g8 and ¢'5% 492.59 710.77 503.45 709.39

*An idealized method that cannot be applied to actual data and is included in this work only for comparison purposes.
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two CIB models considered, and for both unWISE
and future surveys, and the estimates of the relative kSZ
power spectrum and total CMB blackbody temperature
power spectrum SNRs are presented in Tables III and IV,
respectively.

The SNRs and Fig. 3 show a clear consequence of
explicit deprojection of components in the ILC. The spectra
cluster into three groups: those with no deprojected sky
components, those with only the tSZ component depro-
jected, and those with both the CIB and tSZ components
deprojected. When both the CIB and tSZ components are
deprojected, the resulting ILC map autospectrum blows up
at high Z due to the significant noise penalty incurred,
making this an unfavorable method, although it is robust
against residual contamination from these fields (see
Figs. 5-16). In addition to the noise penalty, one further
disadvantage of this method is that we have to assume some
specific CIB SED, which is not known from first principles.

For the first two groups of methods (no deprojection and
tSZ deprojection), we assess how well our new methods do
in moving away from the baseline method in that group
toward the idealized method in that group. The de-CIB
method exhibits a larger move toward the idealized method
in its group (tSZ deprojection) than do the de-(CIB + tSZ)
method and the ILC with g as frequency maps method in
their group (no deprojection); in fact, applying de-CIBing to
a tSZ-deprojected ILC map results in a SNR improvement
of 20% with unWISE data and a projected 50% improve-
ment for future LSS surveys, when compared to a
tSZ-deprojected ILC map with no special CIB-removal
procedure. This is a non-negligible improvement that can be
obtained with the unWISE data that are already on hand.
Moreover, the methods involving an ILC with an explicit
additional zero-tracer-correlation constraint using ¢“™® fall
somewhere between these groups, depending on the CIB
model. This spatial deprojection of g“™® results in less
additional noise in the cleaned map than does the spectral
deprojection of the tSZ or CIB component.

The approach of using external galaxy maps in a standard
minimum-variance CMB ILC could also be extended using
other foreground maps, e.g., neutral atomic hydrogen
maps [82,83]. However, in the method of requiring zero
cross-correlation of our ILC map with the g maps, we are
effectively putting in prior knowledge that the g maps are
indeed purely tracers of a contaminant field and contain no
contribution from the signal of interest, which is a valid
assumption for the CMB and kSZ signals at # = 100. We
are thus effectively performing a “spatial deprojection” of
any component traced by the g field from the final ILC map.
For this procedure to work, it is crucial that we have
multiple frequencies (as for any ILC method) and that the
SED of the contaminants (the CIB and tSZ fields, in the case
of LSS tracer g maps) is different from that of the preserved
component (the CMB/kSZ signal here). It is also important
that the g maps are not correlated with the signal of interest

in our ILC (which is violated by the ISW signal at low
multipoles in this case, as discussed earlier).

Based on our forecasts, the methods of using ILC with a
zero-tracer-cross-correlation constraint on ¢“® (with no
tSZ deprojection) and using ILC with galaxy maps as
additional frequency maps (also with no tSZ deprojection)
appear to have the best balance of removing contamination
while maintaining the kSZ and CMB blackbody power
spectra SNRs. However, the idea of applying delensinglike
techniques to this problem is still useful, as the de-CIB
method can be used in conjunction with an ILC that
deprojects the tSZ component, without significantly
decreasing the kSZ and CMB blackbody power spectrum
SNRs. We further note that, if the goal is simply to produce
a cleaned map with minimal correlation to the CIB and tSZ
contaminants (without the concern of added noise or
decreased SNR), our method of tSZ-deprojected ILC with
the additional zero-tracer-cross-correlation constraint on
g™ performs just as well as the method of ILC with the
explicit deprojection of both the CIB and tSZ components.
Moreover, the former results in a cleaned map with less
noise than the latter and also allows one to not have to
model a specific CIB SED.

Of note is the ILC with additional zero-tracer-correlation
constraints using both ¢® and ¢'? (purple dash-dotted
curve). From Fig. 3, the autospectrum of the resulting ILC
map from this method looks vastly different for the H13 and
P14 CIB models. We note that, in Figs. 3—5, the results from
this method match fairly well with those from the other ILC
methods with two deprojected components at low ¢
however, at high #, the results from this method begin to
converge with those for the ILC with the zero-tracer-
correlation constraint using only ¢“™® (dashed cyan curve).
This is because the CIB and tSZ signals are highly
correlated at high # in the H13 CIB model, but not in
the P14 CIB model, as shown in Fig. 10. When the CIB and
tSZ signals are highly correlated, so too are ¢“® and ¢"5%.
As explained in Sec. V, spatially deprojecting two highly
correlated combinations of tracers allows both tracer com-
binations to be deprojected for the price of one in terms of
the noise penalty resulting from the ILC procedure.

An important note for all of the methods is that we can use
these approaches on actual data without theoretical models
of the different sky components, galaxy maps, and corre-
lations among them. The theoretical models presented in this
work are simply needed for forecasting the impacts of the
different methods on kSZ and CMB blackbody power
spectrum detection. A slight exception to this is the
determination of coefficients for the optimal linear combi-
nation of tracer maps, used in the de-CIB [or de-
(CIB + tSZ)] and ILC with zero-tracer-correlation constraint
methods, where correlations between the galaxies and CIB
and tSZ signals are modeled to provide optimal results.
Nevertheless, as discussed in Secs. III and V, even in these
cases, slight model misspecifications would only affect the
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optimality of the methods by some small amount. To
validate this claim, we experiment with running the de-
CIB procedure on a sky model containing the H13 CIB field
(along with all other millimeter-wave fields), but using the
P14 CIB model to determine the optimal tracer combination.
We find only a ~#10% difference in the autospectrum of the
cleaned map, averaged over multipoles 2000 < Z < 10000,
with even less discrepancy at £ < 2000, when using the P14
CIB model to determine the optimal tracer combination,
versus using the H13 CIB model for this purpose. We note
that this is a “worst-case scenario” example, since the H13
and P14 models are extremely different, and the two models
encompass the true data that would be used to determine the
optimal tracer combination in an actual analysis.

We note that our new methods would bias the cleaned
maps on scales where the ISW effect or Rees-Sciama
effect is significant, since those signals are correlated
with galaxies, CIB, and the tSZ effect (e.g., [84-88]).
Fortunately, the Rees-Sciama effect is always very small
(well below the kSZ signal) [89], and the ISW effect is
limited to very large scales [90]. Thus, our methods work
well at 200 < 7 < 10000, ideal for constructing a CIB-
and tSZ-cleaned map for kSZ analyses. We also note that
these methods may be useful in the context of CMB
temperature bispectrum estimation and associated con-
straints on primordial non-Gaussianity, which are suscep-
tible to tSZ- and CIB-related foreground biases [91,92];
however, we leave an investigation of applications to
higher-order statistics to future work.

As previously mentioned, the H13 and P14 CIB models
encompass the observational data, so the true forecasts of
our new methods likely lie somewhere between those using
the two CIB models. As evident from Fig. 3, our methods
appear to be more effective for the H13 CIB model, for
which the majority of results in Sec. VII are shown (and for
which the CIB is also more strongly correlated with the
unWISE galaxies than in the P14 CIB model, as can be seen
from the correlation coefficients shown in Fig. 12).
Nevertheless, the impacts of these methods on enhancing
kSZ and CMB blackbody power spectrum measurements
will likely be larger than what is shown. As discussed in
Sec. VIII, this is because the galaxy shot noise is a
significant factor in our results. Decreasing the shot noise
increases the correlation of the CIB with the galaxy samples,
thereby increasing the magnitude of the improvements with
our new methods, particularly at high #. Since the shot noise
scales inversely with the number of galaxies, our results will
become even more significant with larger LSS surveys, such
as Euclid, Roman, and Rubin LSST, in the future.

There are several areas where the current analysis could
be improved. First, precisely constraining the exact CIB
model and the unWISE galaxy HOD would improve the
forecasts presented in this work, which, as we noted, lie in
between the P14 and H13 CIB models. Second, the CIB and
tSZ contaminant-removal methods presented in this work

would benefit from including models for additional sky
components, such as the cross-correlations with the radio
sources, as well as the recently studied extragalactic CO
emission lines [93], whose cross-correlations with the CIB
at 150 and 220 GHz tend to be on the order of the CIB-tSZ
correlations.

Next steps for this work would include validating the
new methods using map-level simulations and further
applying them to data. When applying these methods to
real data, it would be advantageous to perform ILC in the
needlet basis [47] to obtain weights that vary as a function
of both position and scale, thus providing a more optimal
weighting scheme for non-Gaussian foregrounds such as
the tSZ field. Thus, future work would also include
generalizing our new methods to the needlet basis.
While this would be trivial for some methods, such as
an ILC with ¢ as additional frequency maps, other
approaches would require more careful construction. For
the data application, the unWISE catalog, with its large
number density and high-redshift overlap with the CIB,
seems particularly well suited for the methods presented
here, and, as noted before, it is not necessary to constrain
its galaxy clustering model (e.g., HOD) for most of the
methods, which is a particularly difficult task at high Z.

We note that gains with our methods could be even larger
even using only current data, as we could use arbitrarily
many different galaxy catalogs to increase correlation of the
tracers with the CIB and tSZ contaminants, e.g., the Dark
Energy Survey [94], 2-Micron All-Sky Survey [95], and the
Baryon Oscillation Spectroscopic Survey [96], and even
other LSS tracers like galaxy lensing or CMB lensing maps.
Future surveys will significantly expand upon these samples
and thus yield even larger improvements when using our
techniques.

Our code is publicly available; see [97]. Also, detailed
computational settings used to calculate our analytical
theory predictions, presented in Appendix A, can be found
at [98]. Simons Observatory noise models are available
in Ref. [99].
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APPENDIX A: THEORETICAL MODELS OF THE
COMPONENT AUTO- AND CROSS-SPECTRA

In this appendix, we present the theoretical models used
for the sky components considered in this work: the tSZ,
kSZ, and CIB fields, the galaxy halo occupation distribu-
tion, and the radio source contribution. For the tSZ, CIB,
and galaxy fields, we give analytical halo model expres-
sions. For the kSZ power spectrum, we describe the
simulations from which it was obtained, and for the radio
contribution, we describe a simple analytical model
assumed in this work.

1. Angular power spectra predictions in the halo model

In this subsection, we give the predictions for the
component auto- and cross-power spectra in the halo
model used in our analysis, i.e., the tSZ effect, CIB, and
galaxy overdensity fields. These components are com-
puted with the cLASS_sz code version 1.01 [102,103], an
extension of CcLASS [104] version 2.9.4, which enables
halo model computations of various cosmological observ-
ables. We describe the exact choice of selected parameters
in Appendix B.

The halo model is an analytical framework that sta-
tistically describes the matter density field and other
cosmological observables (e.g., galaxy density or CIB).
The halo model assumes that all matter exists in the form of
dark matter “halos.” For more details about this model, we
refer the reader to Refs. [68—70]. In the halo model, the
power spectrum is the sum of one- and two-halo terms,
which account respectively for the correlations of dark
matter particles (or some other field) within one halo and
between two distinct halos. Thus, we can write the angular
power spectrum as

¢l =cy™ 4 ci™, (A1)

where C/ i/.1h (C" 1) is the one-halo (two-halo) term of the
correlatlon between tracers i and j (i and j can be the same
tracer). We use i and j to refer to specific tracers here, not
frequency channels as in the earlier sections.

We compute the one-halo term by integrating the
“multipole-space kernels” of tracers i and j, u’(M,z)

and u{,(M ,Z), over halo mass M and redshift z,

Ciih _ /Zd v / Cam Y (M2 (M2, (A2)
_u ) u ) )
. CdzdQ dpg VA

where dV is the cosmological volume element, defined in
terms of the comoving distance y(z) to redshift z as
dV = y2dy = ()(1 +z)dIn(1 + z), where H(z) is the
Hubble parameter and c is the speed of light. Note that
dQ is the solid angle of this volume element and dn/dM is
the differential number of halos per unit mass and volume,
defined by the halo mass function (HMF), where in
our analysis we use the Tinker et al. analytical fitting
function [32].

The two-halo term of the power spectrum of tracers i and
Jj is given by

M,
Cclih — / dM
‘ dde’

Zl

/ am, "
M, dMJ

where Py, (k,z) is the linear matter power spectrum
(computed with CLASS within cLASS_Sz) and b(M, z) is
the linear bias describing the clustering of the two tracers
(e.g., [105,106]). We model the linear halo bias using the
Tinker et al. [107] fitting function. In this work, we use
z; = 0.005 and z, = 12 for the redshift range.

Note that in principle the mass limits in the integrals in
Egs. (A2) and (A3), M; and M,, can be different for
different tracers and can also depend on redshift, i.e., we
can introduce Mi (z) and M/ (z) [and similar for M (z)]. In
that case, in the one- and two-halo terms of the autocorre-
lations of tracer i, one will use those mass limits M (z)
and M)(z) instead. For the two-halo term of the cross-
correlations between tracer i and tracer j, each mass integral
in Eq. (A3) will be integrated over its own mass range, while
for the one-halo term, the lower (upper) mass limit will be
chosen as the maximum (minimum) of the two values
for tracer i and tracer j, i.e., M, (x) = max (M (z), M (z))
and M,(z) = min (M}(z), M}(z)). We introduce this pos-
sibility because one of the models of the CIB emission we
consider in this work uses a redshift-dependent M8 (z)
(see Sec. B 2 for more details). However, in general, unless
stated otherwise, we assume M; =7 x 103M/h and
M, = 3.5 x 10M/h, motivated by the mass range con-
sidered in [60] for the unWISE galaxies.

In the following subsections, we present the expressions
for the multipole-space kernels of the tracers of interest for

MI’Z)MK(MHZ)

£+
Plin<—2vz)’
X

(A3)

x — b(M,z)ul(M,,2)
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us, i.e., the tSZ effect, CIB, and galaxy overdensity which
constitute the building blocks of the one- and two-halo
terms of the auto- and cross-correlations, according to
Eqgs. (A2) and (A3) (note that we include the kSZ effect in
our analysis, but the cross-correlation between kSZ and
other tracers of LSSs vanishes at first order due to the
oscillating line-of-sight velocity, and therefore we do not
consider any cross-correlations involving this field).

a. HOD

The halo occupation distribution is a model within the
larger halo model framework that describes the distribution
of galaxies within dark matter halos. In the HOD model,
there exist two types of galaxies: centrals, located at the
center of each halo, and satellite galaxies, distributed within
the host halo according to some specified prescription. In
this work, we follow the HOD model of the unWISE
galaxies from [60], with some small changes detailed in
Sec. B 1.

The HOD model used in [60] is a modified version of the
widely used Zheng and co-workers HOD model [66,71],
with some adjustments following the DES-Y3 HOD
analysis [108]. In this model, the expectation value for
the number of central galaxies N, in a halo of mass M is
given by

1 log M — log MHOD
NoM) == |1 +erf( 2" 08Mmn )| = (A4)
2 Olog M

where MHOD s the characteristic minimum mass of halos
that can host a central galaxy, o,y is the width of the
cutoff profile [66], and erf is the error function.

The expectation value for the number of satellite galaxies
N, in a halo is given by a power law and coupled to N in
the following way:

M — MO]

(o) = o) [ (43)

where «; is the index of the power law of the satellite
profile, M is the mass scale above which the number of
satellites grows, and M sets the amplitude.

This standard HOD prescription consists of five free
parameters: two for the central galaxies (M gi?lD, Olog m) and
three for the satellite profile (a,, M, and M}). The authors
of [60] followed the DES-Y3 HOD model [108] and only
chose to constrain four HOD parameters: o1oq 37, &5, MEOP

min °
and M/, setting M, = 0.

b. Galaxy overdensity

The galaxy overdensity multipole-space kernel u% (M, z)
is defined as

up(M.z) = W,(2)ig [N + Nouy (M, 2)].  (A6)

where N. and N, are the HOD expectation value for
the number of central and satellite galaxies [Eqs. (A4)
and (A5)], 7, is the mean number density of galaxies
given by

) = [N (A7)

Mmin dM
and W (z) is the galaxy window function defined as

H(z) 1 dN,
(2 =" ot {, ’
cy”(z) Ny* dz

dN
with N = / dz—7, (A8)

dz

ﬁ?dd—]\? is the normalized galaxy distribution of
the given galaxy sample, and 7 is the Fourier transform
of the dark matter density profile. We model u} using
the standard Navarro-Frenk-White (NFW) dark matter
profile [33], with truncation at r,, = AN"Wry,., described
by an analytic formula [109]

where

uy (M, z) = (COS(Q) [Ci((1 + AN a0 )g) — Ci(q)]

+ sin(q) [Si((1 + ANV eap0.)g) — Si(q)]

_ sin (A" ea0009)
(1 4+ 2"Weo00.)q)

M
x —— fupw (AW

m,0

200¢)> (A9)

where p,, o is the mean matter density at z = 0, and Ci(x) =
Jedt cos(t)/t and Si(x) = [ dt sin(t)/t are the cosine
and sine integrals, with the argument ¢ defined as
q= kg—g:’;, where k = (£ + 1/2)/y is the wave number,
200c 18 the mass-dependent radius that encloses mass M5,
(the mass enclosed within the spherical region whose
density is 200 times the critical density of the Universe),
and ¢y, 1s the concentration parameter computed with the
concentration-mass relation defined in Ref. [34]. Finally,
the NFW function fygw is given by
Frew(x) = [In(1 +x) —x/(1+ 2], (A10)
The galaxy multipole-space kernel u%(M, z) defined in
Eq. (A6) will enter all cross-correlations involving galaxies,
as well as the two-halo term of the autocorrelation C%,
according to Egs. (A2) and (A3); however, the one-halo
term of C% needs to be modified. Following Sec. 2.2 in
Ref. [110], we use the second moment of the galaxy
multipole-space kernel u?(M, z), not simply the square of
Eq. (A6), which is given by [see Egs. (15) and (16) in
Ref. [52]]
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(Jup(M. 2)]?) = [N3up (M. 2)* + 2N u (M. 7)),

(Al1)

Wg(z)ﬁg2

where N, is the expectation value for the number of
satellites, given in Eq. (AS), and 7, is the mean number
density of galaxies [Eq. (A7)]. Thus, the one-halo term for
the galaxy autocorrelation is given by

Cyg.lh _ /Zz dz d2 / 2dM—<|l,{ (M Z)| >
¢ o dzdQ dm

while the two-halo term is

(A12)

Zz

Zl dde

£+ 1
X

For all correlations involving galaxy overdensity, we
must also take into account the galaxy lensing magnifica-
tion contribution, which arises from the fact that the
luminosity function of galaxies is steep at the faint end,
near the threshold for detection. The lensing magnification
is a real, not observational, effect; therefore it must be
included in the analytical halo model. It is quantified by the
logarithmic slope of the galaxy number counts as a function

of apparent magnitude m near the magnitude limit of the

survey defined as s = ‘“?%N (we will discuss relevant

values for the unWISE galaxies later in the text).

The observed galaxy overdensity field ¢g°* is the sum of
the true overdensity field g and the galaxy lensing magni-
fication field u,. As an example, the observed cross-
correlation of galaxy overdensity and the Compton-y
parameter includes the lensing magnification term C,

99.2h _ M 2
Cf / dM—bMZ) (M,Z) Plin

(A13)

,obs ) YHyg
Cr™” =Cf+C,r. (A14)
For the autocorrelation of a galaxy sample, the lensing
magnification will appear both in the cross-correlation with
galaxy overdensity, as well as in its own autocorrelation,

C/;y”y .

Cg;g,obs ng + 2 Cgﬂ g

(A15)
Each correlation involving the lensing magnification can
be similarly written in the halo model as a sum of the one-
and two-halo terms, according to Eqgs. (A2) and (A3). The
multipole-space kernel for galaxy lensing magnification u’;”
can be written as
W (M.2) = (55— 2)W, (D (M.2).  (Al6)
where u} is the dark matter profile defined in Eq. (A9) and
the lensing magnification bias window function W, is

3Q, c)?
0=

. Zmax
with  1,(z) z/ dz

where y(z,) is the comoving distance to galaxies at redshift

(1+2)x(2)1,(2)

1 ng;((zg) x(2)
gNtot d ){(Zg)

. (AL7)

dN
; and Nlm T

glven galaxy sample from Eq. (AS).

For all components considered in this work that involve
galaxy overdensity, we assume that their auto- and cross-
correlations include their respective lensing magnification
contributions, without explicitly saying so.

In this work, we compute not only galaxy autocorrela-
tions but also cross-correlations of different galaxy samples.
The one- and two-halo terms of the cross-correlation
between two galaxy samples g; and g, is straightforwardly
computed following Egs. (A2) and (A3) The galaxy
multipole-space kernels u% (M, z) and u?*(M, z) are given
by Eq. (A6), where the sample-specific parameters like the
redshift distribution or the redshift and mass range can be
adjusted for a given catalog.

is the normalized galaxy distribution of the

¢. Cosmic infrared background

In this subsection, we give the halo model description of
the CIB emission, which is based on the model presented in
Shang et al. [72], which was further used in many other
analyses, including [75,80,111,112]. Following [72], we
can define the CIB in the halo model analogously to the
galaxy HOD, but with additional prescriptions that describe
the infrared emission of each galaxy.

First, we can write the specific intensity of the CIB 7, at
frequency v as

d -
L= [ @i (A18)
dz
where j,(z) is the average emissivity (e.g., [112]),
= dn L<1+Z)D(M’ Z)
= |/dM———— Al
R R e S ND)

where L.y, (M, z) is the infrared luminosity of a halo of
mass M at redshift z and the factor of (1 + z) in the
frequency accounts for redshifting of the emitted radiation.
The expression for j,(z) should be compared to the
analogous equations for galaxy number density within
the HOD in Eq. (A7).

The luminosity L ;) (M, z) is the sum of the contri-
butions from the central and satellite galaxies, defined by
LE'] ﬂ)D(M ,z) and L‘("] +Z)D(M , 2), respectively. In this work,
we follow the assumption made in [112] that both the
central and satellite luminosity depend on the same galaxy

luminosity model L‘fal (M. z) (which is only dependent
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on the mass of the host halo M and redshift z), weighted by
the number of centrals and satellites, respectively. Thus, the

central luminosity, Lfl +Z)D(M ,z) can be defined as

c al
Lf,,,,(M.z) = NSB(M, z)LE (M. 2), (A20)

(I+z

where the number of CIB central galaxies in a halo N8,
similar to the galaxy HOD, is either zero or one, depending
on whether the halo mass M is smaller or larger than the
parameter MSB| the minimum mass to host a central
galaxy that sources CIB emission. This requirement can be
written as

- 0, if M < MCB
N (M.2) = 1, if M >MCB (A21)

The satellite luminosity L‘(" M, z), that is, the luminosity

1+z)u(
of a halo due to its satellite galaxies, is given by

dN I
L21+Z)U(M’ Z) = / dM‘ WYL%?+Z>”(M7 Z), (A22)
where % is the subhalo mass function.
The luminosity of galaxies L(gﬂz)b is governed by the

“luminosity-mass relation” (or L — M relation), which can
be written as

L gal

(2 (A23)

1w = Lo®(2)Z(M)O((1 + 2)v),
where L, is a normalization factor, ®(z) describes the
redshift evolution, (M) is the mass dependence, and @ is
the SED of the infrared emission. We describe parametrized
functions for the L — M relation below and discuss the
specific values of the model parameters in Appendix B.
The redshift evolution of the L-M relation is para-
metrized by a power-law index 5™ in the form of
() = (142" (A24)
It is well motivated by observations [113,114], however, to
extend the redshift evolution of the L-M relation, by
including the so-called plateau redshift z,, where 6“8 =
Oatz2>z,

¢(z):{(1+z)6m’ Te<ze  (a2s)

1, if z2>z,

This approach was taken in [75,111], where the authors
assumed z,, = 2, motivated by observations [113,114]. We
also follow this prescription and include z, as a parameter
in our model, to be specified below.

The mass dependence of the L. — M relation is written as

M

2
\2ro7 _y
CIB

with two free parameters, M;> the peak of the specific IR
emissivity and o7_,, which controls the range of halo
masses that source the CIB emission.

The CIB SED is the standard modified blackbody
combined with a power-law decline at high frequencies,

¢~ (logig M—logyq MGP) /207, ,

S(M) = (A26)

(A27)

- CIB .
74 if v > 1,

o _ {uﬂCIBBD(Td(z)) if v <y,
where B, (T) is the Planck function at temperature 7', v is
the break frequency that has to satisfy the continuous
derivative requirement

dinOw.2) o
anow.2) e, A28
dlny 4 (A28)

and T,(z) is the dust temperature at redshift z that we
parametrize as

ofB

T (z) =To(1+2)%", (A29)
with T, and a®™® being free parameters.

To sum up, the CIB model considered in this work [72]
has ten free parameters {L,, a®®®, g8 yCIB T\ Mg,
67y 0B, MEB, (z,)}. Their exact values are presented
in Appendix B for the two CIB models considered in
this work.

In CIB modeling and analysis [55,72,112], one usually
implements a flux cut above which bright sources are
detected and can be removed (thus suppressing the Poisson
power associated with these objects). In our modeling, we
follow this prescription and remove all halos whose total
luminosity is larger than the luminosity corresponding to a
given flux cut value S,, defined as

_ L(l+z)1/(]‘/[7 Z) (A30)
Yo An(1 4 )t
We give the flux cut values for each CIB frequency that we
use in this work in Table V; for the Planck experiment
frequencies we use the values given in Ref. [55], and for SO
frequencies those in the SO forecast paper [115].

Finally, putting all of the pieces together, the CIB
multipole-space kernel u%(M,z) at frequency v can be
written [analogously to u%(M, z) in Eq. (A6)] as

LE1+Z)D + L?l+z)uu? (M’ Z)
4z '

uy(M.z) =W, (2)j;" (A31)

123501-23



KUSIAK, SURRAO, and HILL

PHYS. REV. D 108, 123501 (2023)

TABLE V. Point source flux cut values (in mlJy) for CIB
frequencies (in gigahertz) considered in this work. The Planck
frequency (100, 217, 353, 545 GHz) flux cut values come from
Table 1 in Ref. [55], while for the SO frequencies (93, 145,
280 GHz), we use the flux cut values from the SO forecast
paper [115]. The flux cut is implemented according to Eq. (A30)
for each frequency (in both auto- and cross-correlations involving
the CIB). The 545 GHz channel is not considered in our
forecasting calculations, but since we use this frequency in
comparison to data, we include it here as well for completeness.

Frequency (GHz) Flux cut (mJy)

93 7
100 400
143 350
145 15
217 225
225 20
280 25
353 315
545 350

where the CIB window function W (z) is defined as

W, (z) = a(z2)].(2). (A32)

The one- and two-halo terms of the CIB are then
computed according to Egs. (A2) and (A3) using the above
formula for u%. Note that, in this work, we consider not only
the autocorrelations of the CIB emission at the same
frequency v, C¥, but also cross-correlations of the CIB
emission at different frequencies v and v/, i.e., C’;”/. These
can be computed analogously according to the prescription
presented in this subsection.

d. Thermal Sunyaev-Zel’dovich effect

The electron pressure, i.e., Compton-y, multipole-space
kernel u)(M, z) is given by (e.g., [116,117])

, ot 4rrg [ Fm .
u,(M,z) = m;,’z v /C dx x*sinc(w,x)P,(x, M, z),
s ‘min
£+%
with w, = - 2, (A33)

where op is the Thomson cross section, m, is the electron
mass, and the mass-dependent r, and ¢, are the character-
istic radius and the characteristic multipole of the pressure
profile, related via

(A34)

where dy = y/(1 + z) is the angular diameter distance to
redshift z. The integration variable x = r/r is the ratio

between the distance from the center of the halo r and its
characteristic radius r,. The pressure profile P,(x, M, z) is a
quantity that parametrizes the radial pressure, and there
exist various choices for P, in the literature. We set X, =
1073 and x,,,, = 4.

In this work, we consider the Battaglia et al. [76] (B12
hereafter) pressure profile P,(x, M, z), which is parame-
trized using the generalized NFW formula

P.(x.M,z) = P5P, (xi)y [1 n (%)A}_ﬁ (A35)

where

GAMp.(2)Q
A= RO, (A36)
for any spherical overdensity definition A relative to
the critical density p.. As in [76] (and the literature
after [106,118]), we set 4 =1.0 and y’ = —-0.3 and
parametrize P, x., and ” according to a scaling relation,
which for a parameter X can be written as

My

X01s) = Xa (g0
(0]

)a}.(l +2)%,  (A37)

where X denotes any of the parameters Py, x., and /¥, X,
is the value of that parameter at M, = 10'*M at z = 0,
and o and w” are free parameters. We set those parameters
to the standard B12 values [76] (the AGN feedback model
at A = 200 from their Table 1), which are also summa-
rized in more detail in Appendix B 4.

To obtain the auto- and cross-correlations of the tSZ field
at some frequency, we multiply the auto- and cross-
correlations of the Compton-y field by the standard tSZ
spectral function at each frequency v, i.e.,

9(v) = Tows (x coth (g) - 4) ,

where x = hpv/(kgTcmg), With hp the Planck constant, kg
the Boltzmann constant, and 7cy;g the CMB temperature
today, for which we take Tcyp = 2.726 K.

(A38)

2. Kinematic Sunyaev-Zel’dovich effect

In this work, we do not compute the kSZ power spectrum
within the halo model, but rather use simulated kSZ power
spectra from [77,78] for the late-time and patchy kSZ
contributions, respectively. As noted before, we do not
consider any cross-correlations between the kSZ effect and
other fields, as they are zero to first order due to the electron
velocity being as likely to be positive as to be negative.

To compute the postreionization (late-time) contribu-
tions to the kSZ effect, the authors of Ref. [77] used a
suite of periodic-box, high-resolution hydrodynamical,
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TREEPM-SPH simulations of the cosmic web with AGN
feedback. These simulations are the same as those from
which the pressure profile model for the Compton-y field
described above is obtained.

For the patchy reionization contributions to the kSZ
effect, the authors of Ref. [78] found the amplitude of the
kSZ signal at £ =3000 by using a method calibrated
from radiation-hydrodynamic simulations at the epoch of
reionization (the past light cone spanning redshifts z =
5.5-z = 20). The predictions were made in relatively large
volumes (compared to previous approaches) (L > 2 Gpc
h'). They employed a semianalytic model for reionization
based on Ref. [119] and assumed the Nine-Year Wilkinson
Microwave Anisotropy Probe cosmology.

We obtain the total kSZ power spectrum by taking the
sum of the late-time and patchy contributions. The kSZ
SED is identical to that of the primary CMB blackbody.

3. Radio source contribution

In our modeled millimeter-wave sky, we also include a
contribution from Poisson-distributed radio point sources.
Following the Atacama Cosmology Telescope (ACT)
analyses in [120,121], we assume that the radio source
autopower can be modeled as a Poissonian with a fiducial
radio SED, which can be written as

psio _ A,< £(+1) )2(1/,‘1/]-)ﬂs
‘ \Zo(6o+1) Za
where—following [121]—we set the Poissonian ampli-
tude Ay, referenced at £, = 3000 at v, = 150 GHz, to be
A, = 3.74 pK? (the mean Poisson value of the radio power
of the deep ACT region, given in Table 7 of [121]) and
ps = —0.5. We convert the predictions for the radio auto-
and cross-frequency power spectra from intensity units to
thermodynamic temperature units, as is done for the CIB
(see Appendix H).

In this work, we do not consider any cross-correlations
between the radio sources and other sky components, as
they tend to be smaller than the other contributions and
have only recently been modeled [122]. However, incor-
porating these additional components should be considered
in future forecasting work.

(A39)

APPENDIX B: SPECIFIC MODELING CHOICES
AND COMPARISON TO DATA

In this appendix, we present the specific modeling
choices used for the forecasting calculations in our analysis,
particularly for the unWISE galaxy HOD, the two CIB
models considered, and the tSZ field. For the detailed
theoretical models and analytical expressions of these
components within the halo model, as well as other
components used in this work, we refer the reader to
Appendix A. We also describe the atmospheric and detector

noise models, as well as detailed computational settings
used to calculate our analytical theory predictions presented
in Appendix A with cLASS_SzZ code version 1.01 [102,103].
To assess the level of validity of our assumptions, we
compare the theory-predicted curves with measurements,
when possible.

1. unWISE HOD

As mentioned above, the halo occupation distribution of
the unWISE galaxies was already obtained in [60], but
only fitting angular power spectra up to ¢ = 1000.
Reference [60] constrained the HOD for each of the
unWISE samples (blue, green, and red) by jointly fitting
each sample’s autospectrum and its cross-correlation with
Planck CMB lensing from [25] (measured with NaMaster) in
the standard HOD model [66,71], with some modifications
following the DES-Y3 HOD analysis [108]. For our current
analysis, since our goal is to clean CIB and tSZ contami-
nation from CMB + kSZ maps using the unWISE catalog
out to small scales, we need a more faithful HOD model on
scales much smaller than 7, = 1000, where the kSZ
signal dominates.

Furthermore, there is an additional caveat in the treat-
ment of the shot noise in [60]. The authors concluded that
on the scales considered in that work, the Poissonian shot
noise contribution is effectively indistinguishable from the
one-halo term of C%’ and did not put any prior, forcing the
shot noise value to be close to its standard constant
Poissonian value, C }h"“""ise = 1/n, (where i1, is the galaxy
density in sr!: see Table I for the i, values of the unWISE
subsamples), allowing it to be negative. The best-fit model
for the blue sample indeed yielded a negative value of the
shot noise. Since in this work we want to use the unWISE
galaxy-galaxy autocorrelations on much smaller scales
where the shot noise of the survey is expected to dominate
over the signal, we refit those measurements using exactly
the same HOD model as in [60] (see Appendix A 1 b for the
details regarding the HOD modeling), but putting a
Gaussian prior on the log of shot noise, log(Agy), centered
at its expected Poissonian value (corresponding to the log
of Asy =1/i1i, =893 x 1078, 1.65x 1077, and 2.11 x

107 for the blue, green, and red sample, respectively,
calculated for the values of 7, from Table I), with standard
deviation of 0.2. We extend the analysis out to
Cmax = 4000, modify the shot noise prior, and update
the pixel window function treatment (described in
Appendix E). These are the only changes in modeling
the unWISE HOD between this work and Ref. [60].

The refitting procedure is performed as follows: for each
unWISE sample, we use the same C%’-only data points as
in [60], which are already divided by the pixel window
function, but we use the data up to &, = 4000 (after
removing the lowest-# data point as in [60]), giving 39
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band powers of width AZ = 100. These measurements are
fit to constrain four HOD parameters, described in
Appendix A: ag, Ojogy, MEOP, M), We also fit the
parameter Angpw, which quantifies the NFW truncation
radius r,, and the shot noise amplitude, thus totaling
six parameters overall. The theoretical prediction is com-
puted with CLASS_Sz, and all other parameters, as well as
the likelihood, except the changes described in this section,
are kept the same as in [60], including a fixed Planck 2018
cosmology [31]. Since refitting this model with a full
Markov chain Monte Carlo method as performed in [60] is
very computationally expensive, we simply find the maxi-
mum-likelihood model using the Cobaya [123] minimizer
routine instead. This is performed separately for each of the
three unWISE samples.

The results of this procedure are shown in Fig. 7 in
comparison with the C% measurements. The theory curves
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FIG. 7. Comparison of the unWISE clustering measurements
C% from [25,60] along with the theory predictions for these
correlations computed with the unWISE HOD constrained in this
work (Appendix B 1). Top: the solid curves are the best-fit total
signal, the dotted curves show the best-fit one-halo contribution
to C%, the dashed show the best-fit two-halo contribution to C¥,
the dash-dotted black show the total best-fit lensing magnification
contribution, and the gray dash-dot-dotted show the best-fit shot
noise contribution. Bottom: residuals of the model at each bin.
From top to bottom: results for the unWISE blue, green, and red
samples (also color coded).

TABLE VI. Summary of best-fit values for the six HOD model
parameters {ay, 61 y» MEOD, MY, Anpw. Asn } obtained by fitting
the measured unWISE galaxy-galaxy autocorrelations to the halo
model predictions, separately for each of the three unWISE
galaxy samples. See Appendix B 1 for more details on how these

values are obtained.

Parameter Blue Green Red
Clog M 0.02 0.03 0.07
a 1.06 1.14 1.76
loglo(Mgi?]D (My/h)) 11.69 12.23 12.56
logo(M}|/(Mg/h)) 12.61 13.17 13.57
ANFW 1.80 0.94 1.02
Agn 0.87 x 1077 1.53x 1077 28.8 x 1077

are computed with the values of the best-fit parameters
from the minimization procedure, resulting in y> = 1188,
842, and 72.9, for the unWISE blue, green, and red sample,
respectively. The obtained best-fit values for the six model
parameters {ay, Giog 1. MEOP, MY, Anpw. Asn } for each of
the unWISE samples are presented in Table VI. Formally,
the y? values of these fits are poor (with the red marginally
better than the other two samples). However, describing
C% accurately at this level of precision at small scales is a
challenging task. Looking at the model residuals in Fig. 7,
we consider the best-fit parameter values presented here
to be a plausible model of unWISE galaxy clustering.
However, a very detailed analysis is needed to build
a model that adequately describes it at this level of
precision. Whether the HOD approach (which is not a
first-principles, but widely used, clustering model) is the
best method to accurately do so is also left for future work.
To validate the use of the constrained HOD presented in
this section, we vary the HOD parameter values and study
its impact on the CIB-galaxy cross-correlations (which is
the driving factor of the CIB-removal methods presented in
this work). We find that they do not change the cross-
correlation significantly, compared to variations in the CIB
halo model (see Appendix B 5 for a comparison of the
CIB-galaxy theoretical predictions to measurements).

The best-fit shot noise amplitudes for the galaxy auto-
correlations determined in these fits are given in Table VI.
For cross-correlations between the unWISE samples, we
use the shot noise values from [25]. These values can
generally be nonzero due to galaxies in different samples
that live in the same host halo. The shot noise for the red-
blue cross-correlation is considered to vanish due to their
wide difference in redshift; for blue-green it is 6.22 x 1079,
and for green-red it is 4.67 x 1078 (note that there is a typo
in the Appendix of Ref. [25], where these values are given,
confirmed with the authors). The shot noise values for auto-
and cross-correlations of unWISE subsamples are summa-
rized in Table VIIL.
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TABLE VII. unWISE galaxy shot noise values. The shot noise
values for the autocorrelations are obtained from fitting the
unWISE galaxy-galaxy data to the halo model prediction (see
Appendix B 1 for the description of this procedure), while the
values for the cross-correlations between the different unWISE
samples are taken from Ref. [25].

Sample unWISE blue unWISE green unWISE red
unWISE blue  0.87 x 1077 0.06 x 1077 0

unWISE green  0.06 x 1077 1.53 x 1077 0.47 x 1077
unWISE red 0 0.47 x 1077 28.8 x 1077

2. H13 CIB model

In this subsection, we describe the first CIB model
considered in this work, which we refer to as the H13
model. The H13 CIB model [75] used the Herschel
multitiered extragalactic survey (HerMES) [73] data from
the SPIRE instrument aboard the Herschel Space
Observatory [74] to constrain the standard Shang et al.
halo model of the CIB emission [72] presented in
Appendix A 1c. H13 was further used in the literature,
e.g., in the WebSky simulation suite [111]. We refer to this
CIB model as H13; we validate our predictions against
measurements from the WebSky simulations (which also
use this CIB model) since we do not have access to the data
or theory curves from H13.

We present the parameter values of the H13 model in
Table VIII, which approximately correspond to those in
Table V of Ref. [75] and Sec. 3.2.2 of Ref. [111] (note that
there is a typo on page 13 of Ref. [111], confirmed with
the authors, where the dcp parameter should have a value
of dcrg = 0.3, not 2.4). The WebSky [111] CIB model
uses a redshift-dependent lower mass integral limit in
Egs. (A2) and (A3) [124]. We use this redshift-dependent
lower mass limit M$'B(z) for all calculations involving the

TABLE VIIL

HI3 CIB model, as described in Appendix Al.
Furthermore, the WebSky simulations assume that all
CIB-sourcing halos host a central galaxy, therefore
MCB =0, which we also implement in our modeling.
There are, however, some differences between our
(unWISE-motivated) assumptions and the WebSky imple-
mentation that cannot be easily resolved: WebSky uses a
different mass definition (A =200p,,) than we assume
(A =200p,), as well as a different concentration-mass
relation from Duffy er al. [125].

To account for these changes, we refit the L, parameter,
the overall free normalization of the infrared luminosity-
mass relation, to mitigate differences coming from a
different choice of the HMF or the mass definition than
the original WebSky implementation [111]. We obtain
Ly =5.06 x 1077 JyMpc?/My/Hz, which comes from
benchmarking the CLASS_sz prediction to match the power
spectra of the WebSky [111] CIB maps using parameters in
Table VIII and other specifications described in this
section. We use the CIB flux cut values given in Table V.

For the CIB auto- and cross-correlations, we use the shot
noise values from the Planck collaboration CIB model
(given in Table 6 in Ref. [55]). For the SO frequencies (93,
145, 225, 280 GHz), the shot noise values are obtained via
interpolation in log space (after converting shot noise values
to pK?) in one dimension at each Planck experiment
frequency to obtain shot noise values for the Planck-SO
cross-frequency power spectra, followed by another one-
dimensional log-space interpolation for each SO frequency
to obtain shot noise values for the SO-SO auto- and cross-
frequency power spectra. These values are summarized in
Table IX.

In Fig. 8 (left panel), we show the H13 CIB autocorre-
lation predictions computed with CLASS_SZ using the
modeling choices discussed in this section (Table VIII) at
selected frequencies. In Fig. 12, we present the correlation

CIB parameters of the H13 CIB model [75] (also used in the WebSky simulations [111]) and

P14 CIB model [55] considered in this work. The P14 values are identical to those in Table 9 in [55] (as well as
Table I in [112]), besides L, the normalization of L-M relation [Eq. (A23)]—two CIB models considered in this
work (see Appendix B2 for more details and parameter definitions and Appendix A 1c for the theoretical

description of the CIB emission in the halo model).

Parameter Parameter description Value H13 Value P14
Lo (JyMpc?/M g /Hz) Normalization of L-M relation 5.06 x 1077 7.0 x 1078
aCB Redshift evolution of dust temperature 0.2 0.36
Ty Dust temperature at z = 0 20.7 K 244 K
pCeB Emissivity index of SED 1.6 1.75
yCB Power-law index of SED at high frequency 1.7 1.7
logo(MSB /M) Most efficient halo mass 12.3 12.6
MSB /M Minimum halo mass to host a galaxy 0 10
oy Distribution of halo masses sourcing CIB emission 0.3 0.5
dciB Redshift evolution of L-M relation 1.28 3.6

Zp Plateau redshift of L-M relation 2 No z,
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TABLE IX. CIB shot noise values for auto- and cross-frequency (in gigahertz) power spectra in Jy?/sr. The Planck frequency (100,
143,217, 353, 545 GHz) shot noise values are taken from Table 6 in Ref. [55], and the SO frequency (93, 145, 225, 280 GHz) shot noise
values are obtained via interpolation in log space (after converting shot noise values to pK?)—see text for details. We note that we do not
use the 545 GHz frequency in our final analysis; however, we include it here to increase the accuracy of interpolation.

Frequency (GHz) 93 100 143 145 217 225 280 353 545

93 0.10 0.12 0.34 0.36 1.22 1.35 2.46 4.41 9.72
100 0.12 0.15 0.42 0.44 1.50 1.66 3.02 5.40 12.00
143 0.34 0.42 1.20 1.25 4.30 4.75 8.54 15.00 35.00
145 0.36 0.44 1.25 1.31 4.49 4.96 8.92 15.69 36.58
217 1.22 1.50 4.30 4.49 16.00 17.75 32.59 59.00 135.00
225 1.35 1.66 4.75 4.96 17.75 19.69 36.18 65.57 150.50
280 2.46 3.02 8.54 8.92 32.59 36.18 66.85 122.05 286.25
353 4.41 5.40 15.00 15.69 59.00 65.57 122.05 225.00 543.00
545 9.72 12.00 35.00 36.58 135.00 150.50 286.25 543.00 1454.00

coefficients for the H13 CIB model (left panels) and each of
the unWISE samples for our predictions at each of the
frequencies used in this work.

3. P14 CIB model

The second CIB model we consider in our work is from
the Planck 2014 CIB paper [55]. The authors of Ref. [55]
fit the Planck nominal mission CIB power spectrum
results to the Shang er al. CIB model [72], presented in
Appendix A 1 c. Their constrained CIB model was further
used in the literature, e.g., in Ref. [112], to forecast
improvements on CIB modeling by including CMB
lensing data, or in Ref. [80] to model the inverse-
Compton scattering of the CIB, analogous to the tSZ
effect. We refer to this CIB model as P14.

We summarize the parameters of the P14 CIB model in
Table VIII, which we use to predict the CIB auto- and cross-
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FIG. 8. Comparison of the two CIB autocorrelation predictions
(including shot noise) used in this work for the H13 CIB model
(solid lines) and the P14 CIB model (dashed lines) at 217, 353,
and 545 GHz. The notable difference on large scales between the
two models arises from the fact that CIB measurements can have
significant Galactic dust contamination, which can affect the
derived modeling and interpretation.

correlations in this work. We validate our analytical pre-
dictions for the P14 model against the CIB power spectra
from McCarthy and Madhavacheril [112] that uses the same
Planck 2014 model (curves obtained from the authors).
Similar to the H13 CIB model, we refit L, the overall free
normalization of the L-M relation, to mitigate differences
coming from a different choice of the HMF or the mass
definition than the original Planck 2014 CIB paper [55]
(which uses the HMF from [107], the concentration-mass
relation from [125], and A = 200p,, mass definition, as well
as a slightly different Planck 2013 cosmology). In fact,
Ref. [55] does not quote an exact L value, while Ref. [112]
uses Ly = 6.4 x 1078 JyMpc?/My/Hz. In this work, we
use Ly = 7.0 x 1078 JyMpc?/Mo/Hz for the P14 model.
We use the same CIB shot noise and flux cut values as for
the H13 CIB model, given in Tables V and IX, respectively.

4. Battaglia et al. [76] Compton-y

In this subsection, we present the comparison of our
prediction of the Compton-y (tSZ) power spectrum with the
B12 [76] pressure profile and data. As described in
Appendix A, we use the B12 pressure profile, which
was also used in the WebSky simulation suite [111].
The Compton-y power spectra are computed within the
halo model, as described in Appendix A 1d, using the
default parameters. Specifically, we assume the AGN
feedback B12 pressure profile parameters (Table 1 in
Ref. [76]), which we summarize in Table X.

In Fig. 9, we compare our predictions for the Compton-y
autopower spectrum to data. We show the Compton-y
measurements from Planck 2015 [126] (orange dots with
error bars), ACT 2020 [121] at £ = 3000 (blue triangle),
and the South Pole Telescope (SPT) 2021 [8] at £ = 3000
(red triangle). It is a well-known issue that the B12 pressure
profile tends to overpredict the power at higher # for a
CMB-preferred cosmology, as can be seen in Fig. 9 for the
ACT and SPT measurements (particularly the latter).

Note that the galaxy—and CIB—tSZ cross-correlations
are also included in our theoretical modeling. These play an
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TABLE X. Values of the AGN feedback B12 [76] pressure profile parameters used in this work, described in
Sec. A 1d. All B12 parameters assumed in this work take their default for the A = 200p,. mass definition values as

presented in Table 1 in Ref. [76].

Parameter Parameter description Xa o [0

Py Amplitude of the pressure profile 18.1 0.154 —0.758

Xe Core scale of the pressure profile 0.497 —0.00865 0.731

y/a Shape of the pressure profile 4.35 0.0393 0.415
important role in the de-(CIB + tSZ) method, where the
-2y e LSS tracers are used to remove both CIB and tSZ
contamination. In the top panel of Fig. 10, we show
5 correlation coefficients between the Compton-y field and
2. each unWISE sample. The galaxy-galaxy autocorrelations
% 10-13] include the shot noise contributions (given in Table VII).
+ — BI2 original settings As expected, the blue sample yields the largest correlation
= + E;Z};z(;”l"fk coefficient with the tSZ effect (reaching about 50%), which
* J ACT o020 matches our qualitative expectation, as the tSZ redshift
” % SPT 2020 kernel peaks at redshift z < 1, which is also where most of
101 o e e T the blue sample galaxies are distributed (see Fig. 1). The

FIG. 9. Comparison of the Compton-y autocorrelation mea-
surements from Planck 2015 [126] (orange dots with error bars),
ACT 2020 [121] (at £ = 3000), and SPT 2021 [8] (at £ = 3000),
along with the theoretical predictions computed using the
Battaglia et al. [76] pressure profile (solid lines) used in this
work. See Appendixes A 1d and B 4 for details.

correlation coefficient for the red sample and the Compton-
y field is the lowest, reaching only about 20%, as the two
fields do not overlap in redshift significantly. While the
galaxy-tSZ correlations do not reach values as high as those
for the galaxy-CIB, they are non-negligible, illustrating that
the unWISE galaxies do partially trace out the tSZ field.
Including samples with higher number density at low

unWISE blue
unWISE green
unWISE red

2500 5000
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143 GHz
145 GHz
217 GHz
225 GHz
280 GHz
353 GHz

2500 5000 7500 10000
l

5000 7500
l
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FIG. 10. Top: correlation coefficients of the Compton-y field and the unWISE galaxy samples, blue (solid blue), green (dashed green),
and red (dotted red). Bottom: correlation coefficients of the Compton-y field and the two CIB models, H13 (left) and P14 (right) for the
eight frequency channels considered in this work. All curves are computed with the analytical halo model predictions for the auto- and
cross-correlations presented in Appendix A 1 using CLASS_Sz. Both the CIB and galaxy autocorrelations include shot noise
contributions (given in Tables VII and IX).
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Comparison of the CIB-galaxy cross-power spectrum measurements using the unWISE galaxies and CIB maps from

Lenz et al. [57] (dots) and the Planck GNILC CIB maps (crosses) at 353 GHz, along with the theoretical predictions for these cross-
correlations computed using the unWISE HOD constrained in this work (Appendix B 1) and the two CIB models considered, H13 and
P14 (solid and dashed curves, respectively). Clockwise from top left: results for the unWISE blue, green, and red samples. The
measurements are encompassed by the two CIB models, which validates our choice to consider both in our work. The differences in the
data points at low ¢ are likely due to differences in residual Galactic contamination in the two CIB maps. See Fig. 22 for the same

comparison at 545 GHz.

redshifts, where much of the tSZ signal originates, would
help to increase these correlations.

In the bottom panel of Fig. 10, we show correlation
coefficients between the Compton-y field and the CIB
emission for the two CIB models considered in this work,
H13 (left) and P14 (right), for the eight frequency channels
from 93 to 353 GHz. The correlations for the H13 model on
average reach higher values (over 40%) than for the P14
model. For the P14 model, the y and CIB fields are fairly
independent, except at high £ values.

5. CIB x unWISE with Lenz et al. [57] data

To assess the validity of our assumptions for the two CIB
model choices used in this work, we compare the CLASS_SZ
predictions for the cross-correlations of CIB with unWISE
galaxies with measurements made using the CIB maps
from Ref. [57]. We compute the CIB-unWISE cross-power
spectra with NaMaster [127] using the unWISE galaxy
overdensity maps described in Sec. VIA and the Lenz
et al. [57] CIB maps with fg, = 18.7%, that is, the Ny <
2.5x 10 cm™2 threshold (see Fig. 15 in [57]). We
consider the CIB maps at 353 and 545 GHz (note that
we do not use the 545 GHz channel in our actual analysis in
this paper, but due to the lack of CIB maps at lower
frequencies, we consider it here as a useful sanity check).

We also compute the cross-correlation with the Planck
generalized needlet internal linear combination (GNILC)
CIB maps at the same frequencg/ channels, downloaded
from the Planck Legacy Archive,” although the method of
removing Galactic dust may be more robust in Ref. [57].
The results of this analysis at 353 GHz are shown in
Fig. 11 for both CIB maps, along with the CLASS_SZ
predictions computed with the CIB models considered in
this work and the unWISE HOD presented in Appendix B 1
(an analogous plot for 545 GHz is shown in Fig. 22).
First, we note that the difference in the two measurements
using the Lenz et al. [57] CIB maps and the Planck GNILC
CIB maps is effectively an estimate of the residual fore-
ground contamination in these two CIB maps. The devia-
tions are largest at low £, which is most likely due to
residual Galactic dust, which correlates with large-scale
systematics in the unWISE maps (e.g., contamination from
stars in the Milky Way, as well as fluctuations in the
selection function of the galaxies due to Galactic dust).
Second, the two predictions computed with the HI3 and
P14 CIB models fully encompass the measurements, with
H13 (P14) predicting a cross-correlation larger (smaller)

8https://irsa.ipac.caltech.edu/data/Planck/release_2/all—sky—maps/
foregrounds.html.
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FIG. 12. Correlation coefficients of the CIB field and the
unWISE galaxy samples for the two CIB models considered in
this work, H13 (left) and P14 (right) (see Appendixes B2
and B 3) for (from top to bottom) unWISE blue, green, and
red. All curves are computed with the analytical halo model
predictions for the auto- and cross-correlations presented in
Appendix A1 using CLASS_Sz. Both the CIB and galaxy auto-
correlations include shot noise contributions (given in Tables VII
and IX, respectively). Results at 143 GHz are omitted for clarity.

than that observed. This validates our assumptions to
consider both models in this work, so as to bracket the
range of possibilities. To obtain close agreement between
these measurements and the theoretical model, one would
have to refit the measurements to constrain the CIB and
unWISE halo model parameters (simultaneously with the
autospectra); we leave this detailed analysis for future work.

Note that in principle the CIB-unWISE cross-correlation
should also include the shot noise contribution, as both
signals are sourced (partially) by the same discrete objects
(galaxies). However, there is no assessment of this contri-
bution to date, and the two CIB models considered in this
work, as seen in Fig. 11, encompass the observations with a
reasonable margin. Thus we ignore this contribution to
the CIB x unWISE model for the purposes of this work.
To obtain an estimate of the shot noise contribution in
the CIB x unWISE cross-correlation, one would have to

1081
104
_10% Planck, 100 GHz
NK Planck, 143 GHz
3 102 Planck, 217 GHz
. Planck, 353 GHz
O 10 S0, 93 GHz

SO, 145 GHz
SO, 225 GHz
SO, 280 GHz

0 2000 4000 6000 8000
¢

10000

FIG. 13. Noise power spectra from the Planck (solid curves)
and SO (dashed curves) experiments used in our calculations. For
the Planck experiment noise curves, a cap is applied at high # to
avoid numerical overflow due to very high noise. For SO,
atmospheric noise is present at low #. For simplicity, we only
include noise autospectra and ignore cross-correlations due to
atmospheric noise for SO.

carefully fit those measurements to a theoretical prediction,
which is beyond the scope of this work.

In Fig. 12, we show galaxy-CIB correlation coefficients
for the unWISE blue, green, and red samples, where all
components are computed with the analytical halo model
predictions for the auto- and cross-correlations presented in
Appendix A1 using cLAsSS_Sz for the two CIB models
considered in this work, H13 and P14. The CIB-CIB and
galaxy-galaxy autocorrelations include the shot noise con-
tributions (given in Tables VII and IX, respectively). From
Fig. 12, we see that the H13 (left) CIB model predicts a
higher correlation coefficient between the CIB and the
unWISE galaxies, reaching almost 90% correlation at low
¢, while the P14 CIB model predicts a maximal correlation
of about 50%. We thus conclude that the H13 CIB model is
more optimistic than P14.

6. Detector and atmospheric noise

We consider auto- and cross-frequency power spectra for
the 93, 145, 225, and 280 GHz channels from Simons
Observatory9 [6] and the 100, 143, 217, and 353 GHz
channels from the Planck experiment [see Table 7 of
Ref. [128], Table 6 of Ref. [129], and Eq. (2.32) in
Ref. [130] ]. The noise power spectrum for each frequency
channel is shown in Fig. 13, and the parameters for the white
noise contributions are given in Table XI. We model the
Planck experiment noise as uncorrelated white noise. For
SO, we take into account both white noise at high multi-
poles (for the SO “goal” noise levels) and the atmospheric
contribution at low multipoles, which is non-negligible
(using the official SO noise model). The combination of
SO and Planck experiment frequency channels allows us to
obtain high SNR at both low and high #: for a ground-based

9https:// github.com/simonsobs/so_noise_models.
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TABLE XI. Properties of the detector noise at each frequency
used in our sky model. We note that atmospheric noise is also
present for SO, which leads to a significant nonwhite component
at low multipoles.

White noise Beam FWHM

Frequency (GHz) (pK - arc min) (arc min)
Planck, 100 77.4 9.69
Planck, 143 33.0 7.30
Planck, 217 46.8 5.02
Planck, 353 153.6 4.94

SO, 93 5.8 2.2

SO, 145 6.3 1.4

SO, 225 14.9 1.0

SO, 280 37.2 0.9

telescope such as SO, atmospheric noise is present, domi-
nating at low 7, while for the Planck satellite, the noise
dominates at high £ due to the coarse angular resolution of
the instrument. We note that we only include frequency-
frequency noise autospectra in our models, ignoring fre-
quency-frequency cross-correlations due to atmospheric
noise (for SO).

APPENDIX C: ADDITIONAL PLOTS
FOR THE H13 CIB MODEL

In this appendix, we provide additional plots using the
H13 CIB model. First, to verify the removal of tracer
correlation from the cleaned maps and to assess the relative

un WISE blue sample

un WISE green sample

cleaning of each tracer sample, Fig. 14 shows the correlation
coefficients of the cleaned maps from various methods with
the unWISE blue, green, and red samples, i.e.,

Tclean ga

_ Tcleun ‘ga gaga Tclean clean
r 7 = C ’ / C 7 Cbﬁ )

where ¢“ represents one of the unWISE samples (blue,
green, or red). We note that this plot assumes the H13 CIB
model. For all three samples, the baseline methods of
standard ILC and tSZ-deprojected ILC, shown as solid
curves in shades of red, display significant correlation with
the unWISE overdensity field, as the tracers are not used in
those methods and there is no tailored optimization for CIB
or tSZ contaminant removal. Notably, there is also a small
dip in the correlation of the blue and green samples with the
cleaned map from an ILC that deprojects both the CIB and
tSZ signals. This is because we have assumed some
effective CIB SED for this method, but in reality, the
CIB SED is not well defined since the CIB decorrelates
across frequencies. The idealized (solid curves in shades of
green) methods exhibit near-zero correlation with each of
the tracer samples, as expected since the CIB and tSZ
contaminants have been removed, so there is no remaining
signal that is correlated with the tracers.

Our new methods (dashed and dotted curves in shades of
blue and purple), for the most part, display near-zero
correlation with the unWISE overdensity field. However,
for the ILC with zero-tracer-correlation constraint using

un WISE red sample
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FIG. 14. Correlation coefficient of the cleaned map with the unWISE blue, green, and red samples, for each method considered in this
work, using the H13 CIB model. Baseline methods are shown as solid curves in shades of red and yellow. Idealized methods are shown
as solid curves in shades of green. Our new methods are shown as dashed or dotted curves in shades of blue and purple. The asterisk (*)
indicates an idealized method that cannot be applied to actual data and is included in this work only for comparison purposes.
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Ratios of autospectra of final cleaned maps from Fig. 3 for both the H13 and P14 CIB models. We consider the ratio of the

cleaned map autospectra from the de-CIB method (applied to a tSZ-deprojected ILC map) and the tSZ-deprojected ILC without de-

CIBing (solid blue); an ILC with the tracers g as additional frequen

cy maps and the de-(CIB + tSZ) method applied to a standard ILC

map (solid orange); an ILC with the tracers g as additional frequency maps and standard ILC (dotted green); an ILC with the tracers g as
additional frequency maps and an ILC with an additional constraint requiring zero cross-correlation of the cleaned map with ¢“'® (dash-
dotted red); and an ILC with deprojected tSZ signal and an additional constraint requiring zero cross-correlation of the cleaned map with
¢“™ and an ILC with both the CIB and tSZ signals deprojected (dashed purple).

g“™® (dashed cyan curves), there is residual correlation of
the cleaned map with the blue and green samples. This is
because we have optimized for CIB removal but not for tSZ
signal removal in this method, and the tSZ signal is
significantly correlated with the blue and green samples,
as shown in Fig. 10. However, each individual galaxy
overdensity sample is not fully cleaned since, at each

frequency, we remove an optimally weighted linear combi-
nation of the samples to remove the most CIB contami-
nation at that frequency.

Additionally, we show ratios of the autospectra of a few
of our methods in Fig. 15. These ratios are discussed in
detail in Sec. VII. Finally, we show cross-spectra of the
cleaned maps with the CIB in Fig. 16.
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FIG. 16. Cross-power spectra (in pK?) of the cleaned maps with the H13 CIB at six frequencies, for each cleaning method, plotted as
Dl — £(£ 4 1)L /(27). The asterisk (*) indicates an idealized method that cannot be applied to actual data and is included

in this work only for comparison purposes. Our new methods (dashed

and dotted curves in shades of blue and purple) decrease the cross-

spectra of the cleaned maps with the CIB from those of the baseline methods (solid curves in shades of red and yellow) toward those of
the idealized methods (solid curves in shades of green). Results for 143 and 225 GHz are omitted for concision.
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Correlation coefficient of the cleaned map with the unWISE blue, green, and red samples, for each method considered in this

work using the P14 CIB model. The asterisk (*) indicates an idealized method that cannot be applied to actual data and is included in this

work only for comparison purposes.

APPENDIX D: RESULTS FOR P14 CIB MODEL

In this appendix, we present the same evaluation metrics
as in Sec. VII but for input spectra generated using the P14
CIB model. Figure 17 shows the correlation coefficient of
the cleaned map from each method with the unWISE blue,
green, and red samples.

To assess how well the various methods perform in
cleaning the tSZ and CIB signals, Fig. 18 shows the cross-
spectra of the cleaned map with the CIB at each frequency,
and Fig. 19 shows the correlation coefficient of the cleaned
map with the CIB at each frequency. Similarly, Fig. 20
shows the cross-spectra and correlation coefficient of the
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Cross-spectra (in pK?) of the cleaned map with the CIB at six frequencies, for each method as labeled, for the P14 CIB model.

The spectra are plotted as D;d“‘“’ClB =70+ l)C;"““’CIB /(2z). For clarity, we do not show results for 143 and 225 GHz, which are very
similar to those for 145 and 217 GHz, respectively. The asterisk (*) indicates an idealized method that cannot be applied to actual data

and is included in this work only for comparison purposes.
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FIG. 19. Correlation coefficient of the cleaned map with the CIB at six frequencies, for each method as labeled, for the P14 CIB model.
For clarity, we do not show results for 143 and 225 GHz, which are very similar to those for 145 and 217 GHz, respectively. The asterisk
(*) indicates an idealized method that cannot be applied to actual data and is included in this work only for comparison purposes.

cleaned map with the tSZ signal (in dimensionless
Compton-y units). Finally, Fig. 21 assesses the bias-
variance trade-off of the different methods.

APPENDIX E: UNWISE PIXEL WINDOW
FUNCTION TREATMENT

In this appendix, we describe the treatment of the pixel
window function in the unWISE galaxy clustering mea-
surements used in this work to constrain the HOD.

The NaMaster-obtained unWISE C%** data points used in
the analysis in [25,59,60] are already divided by the pixel
window function (PWF) of the N4, = 2048 HEALPix map,
which was not accounted for in the previous HOD analysis
in Ref. [60] (this, however, would not have a significant
effect on the results of that paper, as the considered scales
are well below those where the PWF is significant).

However, for our small-scale analysis, we need to include

it in our modeling. The C%** galaxy-galaxy data points

that we have on hand and which were used in [60] were

= | 0.41
= ¥ N 031\
< s Tl TR S ’ R\
S]/ s.\.\.\ N 02‘ ’;
=101 \\ 2 [
= _ 904 \ ~
= 301 .
T —0.11
< __ 4
S ~0.21
0 2000 4000 6000 8000 10000 0 2000 4000 6000 8000 10000

l

Standard ILC

Standard ILC (no CIB or tSZ)*
- ILC with g freq maps
de-(CIB+tSZ)

ILC with constraint on g“'®
ILC (deproj tSZ)
—— ILC (deproj tSZ, no CIB)*
de-CIB (deproj tSZ)

14

ILC (deproj tSZ and CIB)
-==ILC with constraint on g°'® (deproj tSZ)

—-— ILC with constraints on g“'® and ¢*%%

FIG. 20. Left: cross-spectra of the cleaned map with the tSZ field (in dimensionless Compton-y units), plotted as (£ + 1)C ;“e“" Y/ (2x)
(in pK). Right: correlation coefficient of the cleaned map with the tSZ field. The asterisk (*) indicates an idealized method that cannot be
applied to actual data and is included in this work only for comparison purposes. Both plots assume the P14 CIB model.
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Bias-variance trade-off for different methods, as assessed in terms of trade-offs among the noise penalty, CIB correlation, and
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are shown for three select CIB frequencies as well as the Compton-y field.

divided by the square of the PWEF, after subtracting the
fiducial nl value of the shot noise (which should not be

9

corrected by the PWF [131]), and then adding back that ﬁl

value again. These C%** data points are thus of the form

)
ﬁg

where C%™*"™* are the power spectra measured directly
from the N4, = 2048 unWISE maps and P, is the pixel
window function for maps of N4, = 2048 computed with
HEALPY [100,101]. Given that the measured power spectra
should be modeled as the sum of the shot noise contribution
and the theoretical power spectra prediction multiplied by

1
P2+ —,
g

Jdatz ,measured
C;g ata — <C§g measured (El)

the square of the pixel window function, the C"ff”dm that we
have on hand should be written as

1
Yt = CPU 4 AP +— (1= P7).
g

(E2)

where C%"™Y are the theory predictions for the galaxy-

galaxy power spectra (including the lensing magnification
contribution), here computed with CLASS Sz, and Agy is the
shot noise amplitude, which for us is a free parameter. This
correction was the only change between the likelihood used
in [60] and the one in this work used to refit the unWISE

C%% data points.

APPENDIX F: CIB-GALAXY
CROSS-CORRELATION

In Fig. 22, we show the comparison of the measured CIB-
unWISE cross-correlations for CIB maps from [57] (dots)
and from Planck GNILC CIB maps (crosses) at 545 GHz
with the theoretical predictions for this cross-correlation
computed with the unWISE HOD (see Appendix B 1) and
the two CIB models considered in this analysis, H13 (solid
orange lines) and P14 (dashed purple) (this is the same as
Fig. 11, but for 545 GHz). The 545 GHz frequency channel
is not included in any of the CIB-removal methods
presented in this paper, but we show it here as a useful
check of the validity of our assumed CIB and unWISE
modeling.

APPENDIX G: CIB-CIB CORRELATION
COEFFICIENTS

In this appendix, we present the correlation coefficients of
the CIB at different frequencies. In this work we include four
frequency channels from the Planck experiment (100, 143,
217, 353 GHz) and four from SO (93, 145, 225, 280 GHz).
In Fig. 23, we show the CIB correlation coefficients for six
of those frequencies (we omit plots for 143 and 225 GHz)
for the two CIB models, H13 (top) and P14 (bottom).

As expected [55-57], the correlation coefficients
between the CIB field at different frequencies are very
high, often close to 1, especially for neighboring frequen-
cies. These high correlation coefficients allow us to
approximate the CIB as a component with a well-defined
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FIG. 22. Same as Fig. 11, but for the CIB at 545 GHz. Comparison of the CIB-galaxy cross-power spectrum measurements using the
unWISE galaxies and the CIB maps from [57] (dots) and the Planck GNILC CIB maps (crosses) at 545 GHz, along with the theoretical
predictions for these correlations computed using the unWISE HOD constrained in this work (Appendix B 1) and the two CIB models
(see Appendixes B 3 and B 2), P14 and H13 (solid and dashed curves, respectively). Clockwise from top left: results for the unWISE
blue, green, and red samples. The measurements are encompassed by the two CIB models, which validates our choice to consider both in
our work. Note that the 545 GHz frequency channel is not used in any of the CIB-cleaning methods presented in this work.

SED, which underlies some of our cleaning methods (see
Appendix H). However, from Fig. 23, we can also conclude
that the H13 CIB model is more sensitive to the flux cut
values, which are significantly lower for SO frequencies
than for Planck frequencies (see Appendix A 1 and Table V
for discussion and flux cut values)—compare, e.g., 353 x
100 GHz (Planck only frequencies) and 353 x 93 GHz
(Planck x SO frequency). The P14 model (bottom plot) is
not as sensitive to flux cut values, which likely implies P14
predicts fewer bright sources than H13.

APPENDIX H: CIB SED AS A MODIFIED
BLACKBODY

In this appendix, we estimate the true SED of the two
CIB models presented in this work, H13 and P14.

First, we give the conversion from specific intensity
units, which are used for the CIB emission in CLASS_SZ, to
CMB thermodynamic temperature units, in Kcyg or
pKepp- To convert from specific intensity units to thermo-
dynamic temperature units, we take a derivative of the
Planck formula with respect to temperature,

2h% A e*

dB,(T) = CkgT?(e* —1)?

dr, (H1)

where

/’lpl/

X (H2)

kgTcmp
In Table XII, we list the exact conversion factors from
(Jy/sr) to (uK) for the frequencies considered in this work.

Second, we want to approximate the CIB SED as a
modified blackbody, to use in constrained ILC calculations.
Following Ref. [7], the CIB SED as a modified blackbody
can be written as

Peardet)
fem(v) o el (

ksTem) — 1

dB,(7)
dar

1
) . (H3)
T=Tcmp

where fcg, the spectral index, and T'¢g, the effective dust
temperature, are free parameters. As in Ref. [7], we take
Poeg = 1.2 and Ty =24 K (note that these do not
correspond to modified blackbody parameters describing
any individual CIB source, but rather an approximation of
the SED of the full CIB field). Then the full CIB power
spectrum at some frequency can be approximated byIO

'"This assumes that the decorrelation of CIB across frequen-
cies is very small.
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FIG. 23. Correlation coefficients of the CIB field between six frequencies considered in this work (we omit plots for 145 and 225 GHz)
for the two CIB models, H13 (top) and P14 (bottom) (see Appendixes B 2 and B 3). The H13 model is highly sensitive to the flux cut
values, which are significantly lower for SO frequencies than for the Planck frequencies (see Appendix A 1 and Table V); compare, e.g.,
353 x 100 GHz (Planck-only frequencies) and 353 x 93 GHz (Planck x SO frequency). This sensitivity to flux cut values is not as
evident for the P14 model, which likely implies P14 predicts fewer bright sources. All curves are computed with the analytical halo
model predictions for the auto- and cross-correlations presented in Appendix A 1 using CLASS_SZ and include shot noise contributions
(given in Table IX).

CIB(v, 1) = fem(v)a™™ (), (H4)

TABLE XII. Conversion factors from (Jy/sr) to (uK) for the

CIB(#) ; -
frequencies considered in this work, computed using Eq. (H1). where = (71) is to the CIB what the Compton-y field is to

the tSZ field, allowing the CIB to be approximately

Frequency Conversion factor deprojected in the ILC procedure similar to the tSZ field.
(GHz) y/st pK™) To estimate the CIB SED, in Fig. 24 we plot a
93 213.55 normalized CIB autopower spectrum versus frequency v
100 238.81 for the eight frequency channels considered in this work
143 380.00 for various # values (brown curves with dots) and compare
145 385.47 it with the modified blackbody used in the CIB depro-
217 483.82 jections computed following Eq. (H3) (black solid curve).
225 482.90 We normalize all the autopower spectra at 225 GHz, that
o o is, C/C%5225 For the HI3 CIB model, the assumed

parameter values of the modified blackbody SED from
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FIG. 24. Modified blackbody SED estimation for the two CIB models presented in this work, H13 (left) and P14 (right) (see
Appendixes B2 and B 3). We plot CIB autopower spectra normalized at 225 GHz C%/C%>*? versus frequency v for the eight
frequency channels used in this work, for various ¢ values (brown curves, with dots), and compare it with a modified blackbody SED
(also normalized at 225 GHz) computed following Eq. (H3) with the choice of parameters discussed in Appendix H for the two models
(black solid curve). The points for different # values are nearly coincident, illustrating that the SED is not strongly scale dependent in

these models.

Eq. (H3) (fcig = 1.2 and T = 24 K) agree quite
well with the model predictions, and we use those values
in the CIB deprojections for the H13 model in the ILC.
For the P14 model, there is a significant offset between
the model predictions and the assumed parameter values

of the modified blackbody SED from Eq. (H3);
therefore we refit those parameter values by hand and
obtain frg = 1.45 and T = 20 K. We proceed with
those values for the ILC CIB deprojections for the
P14 model.

[1] R. A. Sunyaev and Y. B. Zeldovich, Comments Astrophys.
Space Phys. 4, 173 (1972).

[2] R. A. Sunyaev and L. B. Zeldovich, Annu. Rev. Astron.
Astrophys. 18, 537 (1980).

[3] J. P. Ostriker and E. T. Vishniac, Astrophys. J. Lett. 306,
L51 (1986).

[4] H. K. Eriksen, A.J. Banday, K. M. Gérski, and P. B. Lilje,
Astrophys. J. 612, 633 (2004).

[5] M. Remazeilles, J. Delabrouille, and J.-F. Cardoso, Mon.
Not. R. Astron. Soc. 410, 2481 (2010).

[6] P. Ade, J. Aguirre, Z. Ahmed, S. Aiola, A. Ali, D. Alonso,
M. A. Alvarez, K. Arnold, P. Ashton, J. Austermann et al.,
J. Cosmol. Astropart. Phys. 02 (2019) 056.

[7] M. S. Madhavacheril, J. C. Hill, S. Neass, G. E. Addison,
S. Aiola, T. Baildon, N. Battaglia, R. Bean, J. R. Bond,
E. Calabrese et al., Phys. Rev. D 102, 023534 (2020).

[8] C.L.Reichardt, S. Patil, P. A. R. Ade, A.J. Anderson, J. E.
Austermann, J.S. Avva, E. Baxter, J. A. Beall, A.N.
Bender, B. A. Benson et al., Astrophys. J. 908, 199 (2021).

[9] P. G. Ferreira, M. Davis, H. A. Feldman, A. H. Jaffe, and R.
Juszkiewicz, arXiv:astro-ph/9904074.

[10] N. Hand, G. E. Addison, E. Aubourg, N. Battaglia, E. S.
Battistelli, D. Bizyaev, J.R. Bond, H. Brewington,
J. Brinkmann, B.R. Brown et al., Phys. Rev. Lett. 109,
041101 (2012).
[11] V. Calafut, P. Gallardo, E. Vavagiakis, S. Amodeo,

S. Aiola, J. Austermann, N. Battaglia, E. Battistelli,
J. Beall R. Bean et al., Phys. Rev. D 104, 043502 (2021).

[12] S. Ho, S. Dedeo, and D. Spergel, arXiv:0903.2845.

[13] J. Shao, P. Zhang, W. Lin, Y. Jing, and J. Pan, Mon. Not. R.
Astron. Soc. 413, 628 (2011).

[14] E. Schaan et al. (ACTPol Collaboration), Phys. Rev. D 93,
082002 (2016).

[15] E. Schaan, S. Ferraro, S. Amodeo, N. Battaglia, S. Aiola,
J. E. Austermann, J. A. Beall, R. Bean, D. T. Becker, R.J.
Bond et al., Phys. Rev. D 103, 063513 (2021).

[16] O. Doré, J. F. Hennawi, and D. N. Spergel, Astrophys. J.
606, 46 (2004).

[17] S. DeDeo, D.N. Spergel, and H. Trac, arXiv:astro-ph/
0511060.

[18] J.C. Hill, S. Ferraro, N. Battaglia, J. Liu, and D.N.
Spergel, Phys. Rev. Lett. 117, 051301 (2016).

[19] S. Ferraro, J.C. Hill, N. Battaglia, J. Liu, and D.N.
Spergel, Phys. Rev. D 94, 123526 (2016).

[20] A. Kusiak, B. Bolliet, S. Ferraro, J. C. Hill, and A.
Krolewski, Phys. Rev. D 104, 043518 (2021).

[21] A.-S. Deutsch, E. Dimastrogiovanni, M. C. Johnson,
M. Mnchmeyer, and A. Terrana, Phys. Rev. D 98,
123501 (2018).

[22] M. Miinchmeyer, M. S. Madhavacheril, S. Ferraro, M. C.
Johnson, and K. M. Smith, Phys. Rev. D 100, 083508
(2019).

[23] U. Giri and K. M. Smith, J. Cosmol. Astropart. Phys. 09
(2022) 028.

[24] K. M. Smith, M.S. Madhavacheril, M. Mnchmeyer,
S. Ferraro, U. Giri, and M. C. Johnson, arXiv:1810.13423.

123501-39


https://doi.org/10.1146/annurev.aa.18.090180.002541
https://doi.org/10.1146/annurev.aa.18.090180.002541
https://doi.org/10.1086/184704
https://doi.org/10.1086/184704
https://doi.org/10.1086/422807
https://doi.org/10.1111/j.1365-2966.2010.17624.x
https://doi.org/10.1111/j.1365-2966.2010.17624.x
https://doi.org/10.1088/1475-7516/2019/02/056
https://doi.org/10.1103/PhysRevD.102.023534
https://doi.org/10.3847/1538-4357/abd407
https://arXiv.org/abs/astro-ph/9904074
https://doi.org/10.1103/PhysRevLett.109.041101
https://doi.org/10.1103/PhysRevLett.109.041101
https://doi.org/10.1103/PhysRevD.104.043502
https://arXiv.org/abs/0903.2845
https://doi.org/10.1111/j.1365-2966.2011.18166.x
https://doi.org/10.1111/j.1365-2966.2011.18166.x
https://doi.org/10.1103/PhysRevD.93.082002
https://doi.org/10.1103/PhysRevD.93.082002
https://doi.org/10.1103/PhysRevD.103.063513
https://doi.org/10.1086/382946
https://doi.org/10.1086/382946
https://arXiv.org/abs/astro-ph/0511060
https://arXiv.org/abs/astro-ph/0511060
https://doi.org/10.1103/PhysRevLett.117.051301
https://doi.org/10.1103/PhysRevD.94.123526
https://doi.org/10.1103/PhysRevD.104.043518
https://doi.org/10.1103/PhysRevD.98.123501
https://doi.org/10.1103/PhysRevD.98.123501
https://doi.org/10.1103/PhysRevD.100.083508
https://doi.org/10.1103/PhysRevD.100.083508
https://doi.org/10.1088/1475-7516/2022/09/028
https://doi.org/10.1088/1475-7516/2022/09/028
https://arXiv.org/abs/1810.13423

KUSIAK, SURRAO, and HILL

PHYS. REV. D 108, 123501 (2023)

[25] A. Krolewski, S. Ferraro, E.F. Schlafly, and M. White,
J. Cosmol. Astropart. Phys. 05 (2020) 047.

[26] M. Kesden, A. Cooray, and M. Kamionkowski, Phys. Rev.
Lett. 89, 011304 (2002).

[27] L. Knox and Y.-S. Song, Phys. Rev. Lett. 89, 011303
(2002).

[28] K. M. Smith, D. Hanson, M. LoVerde, C. M. Hirata, and O.
Zahn, J. Cosmol. Astropart. Phys. 06 (2012) 014.

[29] B.D. Sherwin and M. Schmittfull, Phys. Rev. D 92,
043005 (2015).

[30] B. Yu, J.C. Hill, and B.D. Sherwin, Phys. Rev. D 96,
123511 (2017).

[31] N. Aghanim, Y. Akrami, M. Ashdown, J. Aumont, C.
Baccigalupi, M. Ballardini, A.J. Banday, R. B. Barreiro,
N. Bartolo et al. (Planck Collaboration), Astron.
Astrophys. 641, A6 (2020).

[32] J. Tinker, A.V. Kravtsov, A. Klypin, K. Abazajian, M.
Warren, G. Yepes, S. Gottlber, and D. E. Holz, Astrophys.
J. 688, 709728 (2008).

[33] J. F. Navarro, C. S. Frenk, and S. D. M. White, Astrophys.
J. 490, 493508 (1997).

[34] S. Bhattacharya, S. Habib, K. Heitmann, and A. Vikhlinin,
Astrophys. J. 766, 32 (2013).

[35] R. Laureijs, J. Amiaux, S. Arduini, J.L. Augueres, J.
Brinchmann, R. Cole, M. Cropper, C. Dabin, L. Duvet,
A. Ealet et al., arXiv:1110.3193.

[36] R. Scaramella er al. (Euclid Collaboration), Astron.
Astrophys. 662, A112 (2022).

[37] D. Spergel, N. Gehrels, J. Breckinridge, M. Donahue,
A. Dressler, B. S. Gaudi, T. Greene, O. Guyon, C. Hirata,
J. Kalirai et al., arXiv:1305.5422.

[38] R. Akeson, L. Armus, E. Bachelet, V. Bailey, L. Bartusek,
A. Bellini, D. Benford, D. Bennett, A. Bhattacharya, R.
Bohlin et al., arXiv:1902.05569.

[39] L. Y. A. Yung, R.S. Somerville, S.L. Finkelstein, P.
Behroozi, R. Davé, H.C. Ferguson, J.P. Gardner, G.
Popping, S. Malhotra, C. Papovich et al., Mon. Not. R.
Astron. Soc. 519, 1578 (2023).

[40] M. Rodri guez-Monroy, N. Weaverdyck, J. Elvin-Poole,
M. Crocce, A.C. Rosell, F. Andrade-Oliveira, S. Avila,
K. Bechtol, G. M. Bernstein, J. Blazek et al., Mon. Not. R.
Astron. Soc. 511, 2665 (2022).

[41] M. F. Skrutskie, R. M. Cutri, R. Stiening, M. D. Weinberg,
S. Schneider, J. M. Carpenter, C. Beichman, R. Capps,
T. Chester, J. Elias et al., Astron. J. 131, 1163 (2006).

[42] B. Reid, S. Ho, N. Padmanabhan, W. J. Percival, J. Tinker,
R. Tojeiro, M. White, D.J. Eisenstein, C. Maraston, A.J.
Ross et al., Mon. Not. R. Astron. Soc. 455, 1553 (2016).

[43] M. Ata, F. Baumgarten, J. Bautista, F. Beutler, D. Bizyaeyv,
M. R. Blanton, J. A. Blazek, A.S. Bolton, J. Brinkmann,
J.R. Brownstein et al., Mon. Not. R. Astron. Soc. 473,
47734794 (2017).

[44] N. Aghanim er al. (Planck Collaboration), Astron.
Astrophys. 641, A1 (2020).

[45] C.L. Bennett, R.S. Hill, G. Hinshaw, M. R. Nolta, N.
Odegard, L. Page, D.N. Spergel, J.L. Weiland, E.L.
Wright, M. Halpern et al., Astrophys. J. Suppl. Ser.
148, 97 (2003).

[46] M. Tegmark, A. de Oliveira-Costa, and A. Hamilton, Phys.
Rev. D 68, 123523 (2003).

[47] J. Delabrouille, J. F. Cardoso, M. Le Jeune, M. Betoule, G.
Fay, and F. Guilloux, Astron. Astrophys. 493, 835 (2009).

[48] M. Remazeilles, A. Rotti, and J. Chluba, Mon. Not. R.
Astron. Soc. 503, 2478 (2021).

[49] Y.S. Abylkairov, O. Darwish, J.C. Hill, and B.D.
Sherwin, Phys. Rev. D 103, 103510 (2021).

[50] A.B. Lizancos and S. Ferraro, Phys. Rev. D 107, 123532
(2023).

[51] H. Tanimura, G. Hinshaw, I. G. McCarthy, L. V. Waerbeke,
N. Aghanim, Y.-Z. Ma, A. Mead, T. Trster, A. Hojjati,
and B. Moraes, Mon. Not. R. Astron. Soc. 491, 2318
(2019).

[52] N. Koukoufilippas, D. Alonso, M. Bilicki, and J. A.
Peacock, Mon. Not. R. Astron. Soc. 491, 5464 (2020).

[53] S. Pandey, E. Baxter, Z. Xu, J. Orlowski-Scherer, N. Zhu,
A. Lidz, J. Aguirre, J. DeRose, M. Devlin, J. Hill et al.,
Phys. Rev. D 100, 063519 (2019).

[54] D. Alonso, J. C. Hill, R. Hlozek, and D. N. Spergel, Phys.
Rev. D 97, 063514 (2018).

[55] P.A.R. Ade et al. (Planck Collaboration), Astron.
Astrophys. 571, A30 (2014).

[56] D.S.Y. Mak, A. Challinor, G. Efstathiou, and G. Lagache,
Mon. Not. R. Astron. Soc. 466, 286 (2017).

[57] D. Lenz, O. Doré, and G. Lagache, Astrophys. J. 883, 75
(2019).

[58] E.F. Schlafly, G.M. Green, D. Lang, T. Daylan, D.P.
Finkbeiner, A. Lee, A.M. Meisner, D. Schlegel, and
F. Valdes, Astrophys. J. Suppl. Ser. 234, 39 (2018).

[59] A. Krolewski, S. Ferraro, and M. White, J. Cosmol.
Astropart. Phys. 12 (2021) 028.

[60] A. Kusiak, B. Bolliet, A. Krolewski, and J. C. Hill, Phys.
Rev. D 106, 123517 (2022).

[61] E.F. Schlafly, A. M. Meisner, and G. M. Green, Astrophys.
J. Suppl. Ser. 240, 30 (2019).

[62] E.L. Wright, P.R. M. Eisenhardt, A.K. Mainzer, M. E.
Ressler, R.M. Cutri, T. Jarrett, J. D. Kirkpatrick, D.
Padgett, R. S. McMillan, M. Skrutskie et al., Astron. J.
140, 18681881 (2010).

[63] C. Laigle, H.J. McCracken, O. Ilbert, B.C. Hsieh,
I. Davidzon, P. Capak, G. Hasinger, J.D. Silverman,
C. Pichon, J. Coupon et al., Astrophys. J. Suppl. Ser.
224, 24 (2016).

[64] E.F. Schlafly, A. M. Meisner, and G. M. Green, Astrophys.
J. Suppl. Ser. 240, 30 (2019).

[65] G.S. Farren, A. Krolewski, N. MacCrann, S. Ferraro,
I. Abril-Cabezas, R. An, Z. Atkins, N. Battaglia, J.R.
Bond, E. Calabrese et al., arXiv:2309.05659.

[66] Z. Zheng, A.L. Coil, and I. Zehavi, Astrophys. J. 667,
760779 (2007).

[67] 1. Zehavi, Z. Zheng, D. H. Weinberg, J. A. Frieman, A. A.
Berlind, M. R. Blanton, R. Scoccimarro, R.K. Sheth,
M. A. Strauss, 1. Kayo et al, Astrophys. J. 630, 127
(2005).

[68] A. Cooray and R. K. Sheth, Phys. Rep. 372, 1 (2002).

[69] U. Seljak, Mon. Not. R. Astron. Soc. 318, 203213 (2000).

[70] J. A. Peacock and R. E. Smith, Mon. Not. R. Astron. Soc.
318, 11441156 (2000).

[71] 1. Zehavi, Z. Zheng, D. H. Weinberg, M. R. Blanton, N. A.
Bahcall, A. A. Berlind, J. Brinkmann, J. A. Frieman, J. E.
Gunn, R. H. Lupton et al., Astrophys. J. 736, 59 (2011).

123501-40


https://doi.org/10.1088/1475-7516/2020/05/047
https://doi.org/10.1103/PhysRevLett.89.011304
https://doi.org/10.1103/PhysRevLett.89.011304
https://doi.org/10.1103/PhysRevLett.89.011303
https://doi.org/10.1103/PhysRevLett.89.011303
https://doi.org/10.1088/1475-7516/2012/06/014
https://doi.org/10.1103/PhysRevD.92.043005
https://doi.org/10.1103/PhysRevD.92.043005
https://doi.org/10.1103/PhysRevD.96.123511
https://doi.org/10.1103/PhysRevD.96.123511
https://doi.org/10.1051/0004-6361/201833910
https://doi.org/10.1051/0004-6361/201833910
https://doi.org/10.1086/591439
https://doi.org/10.1086/591439
https://doi.org/10.1086/304888
https://doi.org/10.1086/304888
https://doi.org/10.1088/0004-637X/766/1/32
https://arXiv.org/abs/1110.3193
https://doi.org/10.1051/0004-6361/202141938
https://doi.org/10.1051/0004-6361/202141938
https://arXiv.org/abs/1305.5422
https://arXiv.org/abs/1902.05569
https://doi.org/10.1093/mnras/stac3595
https://doi.org/10.1093/mnras/stac3595
https://doi.org/10.1093/mnras/stac104
https://doi.org/10.1093/mnras/stac104
https://doi.org/10.1086/498708
https://doi.org/10.1093/mnras/stv2382
https://doi.org/10.1093/mnras/stx2630
https://doi.org/10.1093/mnras/stx2630
https://doi.org/10.1051/0004-6361/201833880
https://doi.org/10.1051/0004-6361/201833880
https://doi.org/10.1086/377252
https://doi.org/10.1086/377252
https://doi.org/10.1103/PhysRevD.68.123523
https://doi.org/10.1103/PhysRevD.68.123523
https://doi.org/10.1051/0004-6361:200810514
https://doi.org/10.1093/mnras/stab648
https://doi.org/10.1093/mnras/stab648
https://doi.org/10.1103/PhysRevD.103.103510
https://doi.org/10.1103/PhysRevD.107.123532
https://doi.org/10.1103/PhysRevD.107.123532
https://doi.org/10.1093/mnras/stz3130
https://doi.org/10.1093/mnras/stz3130
https://doi.org/10.1093/mnras/stz3351
https://doi.org/10.1103/PhysRevD.100.063519
https://doi.org/10.1103/PhysRevD.97.063514
https://doi.org/10.1103/PhysRevD.97.063514
https://doi.org/10.1051/0004-6361/201322093
https://doi.org/10.1051/0004-6361/201322093
https://doi.org/10.1093/mnras/stw3112
https://doi.org/10.3847/1538-4357/ab3c2b
https://doi.org/10.3847/1538-4357/ab3c2b
https://doi.org/10.3847/1538-4365/aaa3e2
https://doi.org/10.1088/1475-7516/2021/12/028
https://doi.org/10.1088/1475-7516/2021/12/028
https://doi.org/10.1103/PhysRevD.106.123517
https://doi.org/10.1103/PhysRevD.106.123517
https://doi.org/10.3847/1538-4365/aafbea
https://doi.org/10.3847/1538-4365/aafbea
https://doi.org/10.1088/0004-6256/140/6/1868
https://doi.org/10.1088/0004-6256/140/6/1868
https://doi.org/10.3847/0067-0049/224/2/24
https://doi.org/10.3847/0067-0049/224/2/24
https://doi.org/10.3847/1538-4365/aafbea
https://doi.org/10.3847/1538-4365/aafbea
https://arXiv.org/abs/2309.05659
https://doi.org/10.1086/521074
https://doi.org/10.1086/521074
https://doi.org/10.1086/431891
https://doi.org/10.1086/431891
https://doi.org/10.1016/S0370-1573(02)00276-4
https://doi.org/10.1046/j.1365-8711.2000.03715.x
https://doi.org/10.1046/j.1365-8711.2000.03779.x
https://doi.org/10.1046/j.1365-8711.2000.03779.x
https://doi.org/10.1088/0004-637X/736/1/59

ENHANCING MEASUREMENTS OF THE CMB BLACKBODY ...

PHYS. REV. D 108, 123501 (2023)

[72] C. Shang, Z. Haiman, L. Knox, and S. P. Oh, Mon. Not. R.
Astron. Soc. 421, 2832 (2012).

[73] S.J. Oliver, J. Bock, B. Altieri, A. Amblard, V.
Arumugam, H. Aussel, T. Babbedge, A. Beelen, M.
Béthermin, A. Blain et al., Mon. Not. R. Astron. Soc.
424, 1614 (2012).

[74] G.L. Pilbratt, J.R. Riedinger, T. Passvogel, G. Crone,
D. Doyle, U. Gageur, A. M. Heras, C. Jewell, L. Metcalfe,
S. Ott et al., Astron. Astrophys. 518, L1 (2010).

[75] M.P. Viero, L. Wang, M. Zemcov, G. Addison, A.
Amblard, V. Arumugam, H. Aussel, M. Béthermin,
J. Bock, A. Boselli et al., Astrophys. J. 772, 77 (2013).

[76] N. Battaglia, J. R. Bond, C. Pfrommer, and J. L. Sievers,
Astrophys. J. 758, 75 (2012).

[77] N. Battaglia, J. R. Bond, C. Pfrommer, J. L. Sievers, and
D. Sijacki, Astrophys. J. 725, 91 (2010).

[78] N. Battaglia, A. Natarajan, H. Trac, R. Cen, and A. Loeb,
Astrophys. J. 776, 83 (2013).

[79] T. Namikawa, D. Hanson, and R. Takahashi, Mon. Not. R.
Astron. Soc. 431, 609 (2013).

[80] A. Sabyr, J.C. Hill, and B. Bolliet, Phys. Rev. D 106,
023529 (2022).

[81] v. Ivezi¢ et al. (LSST Collaboration), Astrophys. J. 873,
111 (2019).

[82] N. Ben Bekhti, L. Floer, R. Keller, J. Kerp, D. Lenz, B.
Winkel, J. Bailin, M. R. Calabretta, L. Dedes et al. (HI4PI
Collaboration), Astron. Astrophys. 594, A116 (2016).

[83] J.E. G. Peek, B.L. Babler, Y. Zheng, S.E. Clark, K. A.
Douglas, E.J. Korpela, M. E. Putman, S. Stanimirovi¢,
S.J. Gibson, and C. Heiles, Astrophys. J. Suppl. Ser. 234,
2 (2018).

[84] S. Ferraro, E. Schaan, and E. Pierpaoli, arXiv:2205.10332,

[85] S. Ferraro, B. D. Sherwin, and D. N. Spergel, Phys. Rev. D
91, 083533 (2015).

[86] A.J. Shajib and E.L. Wright, Astrophys. J. 827, 116
(2016).

[87] A. Krolewski and S. Ferraro, J. Cosmol. Astropart. Phys.
04 (2022) 033.

[88] P.A.R. Ade et al. (Planck Collaboration), Astron. As-
trophys. 594, A21 (2016).

[89] U. Seljak, Astrophys. J. 460, 549 (1996).

[90] R. K. Sachs and A.M. Wolfe, Astrophys. J. 147, 73
(1967).

[91] J. C. Hill, Phys. Rev. D 98, 083542 (2018).

[92] W. Coulton, A. Miranthis, and A. Challinor, Mon. Not. R.
Astron. Soc. 523, 825 (2023).

[93] A.S. Maniyar, A. Gkogkou, W.R. Coulton, Z. Li, G.
Lagache, and A.R. Pullen, Phys. Rev. D 107, 123504
(2023).

[94] T. Abbott, F. B. Abdalla, J. Aleksi¢, S. Allam, A. Amara,
D. Bacon, E. Balbinot, M. Banerji, K. Bechtol et al. (Dark
Energy Survey Collaboration), Mon. Not. R. Astron. Soc.
460, 1270 (2016).

[95] M. F. Skrutskie, R. M. Cutri, R. Stiening, M. D. Weinberg,
S. Schneider, J. M. Carpenter, C. Beichman, R. Capps,
T. Chester, J. Elias et al., Astron. J. 131, 1163 (2006).

[96] K. S. Dawson, D. J. Schlegel, C. P. Ahn, S. F. Anderson, E.
Aubourg, S. Bailey, R. H. Barkhouser, J. E. Bautista, A.
Beifiori, A. A. Berlind et al., Astron. J. 145, 10 (2013).

[97] https://github.com/olakusiak/deCIBing.

[98] cLASss_sz code version 1.01,
borisbolliet/class_sz.

[99] https://github.com/simonsobs/so_noise_models.

[100] K. M. Gérski, E. Hivon, A. J. Banday, B. D. Wandelt, F. K.
Hansen, M. Reinecke, and M. Bartelmann, Astrophys. J.
622, 759 (2005).

[101] A. Zonca, L. Singer, D. Lenz, M. Reinecke, C. Rosset, E.
Hivon, and K. Gorski, J. Open Source Software 4, 1298
(2019).

[102] B. Bolliet, B. Comis, E. Komatsu, and J. F. Macias-Pérez,
Mon. Not. R. Astron. Soc. 477, 4957 (2018).

[103] B. Bolliet, J.C. Hill, S. Ferraro, A. Kusiak, and
A. Krolewski, J. Cosmol. Astropart. Phys. 03 (2023) 039.

[104] D. Blas, J. Lesgourgues, and T. Tram, J. Cosmol. Astro-
part. Phys. 07 (2011) 034.

[105] M. Gatti, S. Pandey, E. Baxter, J.C. Hill, E. Moser,
M. Raveri, X. Fang, J. DeRose, G. Giannini, C. Doux
et al., Phys. Rev. D 105, 123525 (2022).

[106] S. Pandey, M. Gatti, E. Baxter, J.C. Hill, X. Fang,
C. Doux, G. Giannini, M. Raveri, J. DeRose, H. Huang
et al., Phys. Rev. D 105, 123526 (2022).

[107] J. L. Tinker, B. E. Robertson, A. V. Kravtsov, A. Klypin,
M. S. Warren, G. Yepes, and S. Gottlber, Astrophys. J. 724,
878886 (2010).

[108] G. Zacharegkas, C. Chang, J. Prat, S. Pandey, 1. Ferrero,
J. Blazek, B. Jain, M. Crocce, J. DeRose, A. Palmese et al.,
Mon. Not. R. Astron. Soc. 509, 31193147 (2021).

[109] R. Scoccimarro, R.K. Sheth, L. Hui, and B. Jain,
Astrophys. J. 546, 20 (2001).

[110] F. C. van den Bosch, S. More, M. Cacciato, H. Mo, and
X. Yang, Mon. Not. R. Astron. Soc. 430, 725746 (2013).

[111] G. Stein, M. A. Alvarez, J. R. Bond, A. van Engelen, and
N. Battaglia, J. Cosmol. Astropart. Phys. 10 (2020) 012.

[112] F. McCarthy and M. S. Madhavacheril, Phys. Rev. D 103,
103515 (2021).

[113] D.P. Stark, R.S. Ellis, A. Bunker, K. Bundy, T. Targett,
A. Benson, and M. Lacy, Astrophys. J. 697, 1493 (2009).

[114] J. E. Gonzilez, C. G. Lacey, C. M. Baugh, and C. S. Frenk,
Mon. Not. R. Astron. Soc. 413, 749 (2011).

[115] P. Ade, J. Aguirre, Z. Ahmed, S. Aiola, A. Ali, D. Alonso,
M. A. Alvarez, K. Arnold, P. Ashton, J. Austermann et al.,
J. Cosmol. Astropart. Phys. 02 (2019) 056.

[116] E. Komatsu and U. Seljak, Mon. Not. R. Astron. Soc. 336,
1256 (2002).

[117] J.C. Hill and E. Pajer, Phys. Rev. D 88, 063526 (2013).

[118] S. Pandey, E.J. Baxter, and J. C. Hill, Phys. Rev. D 101,
043525 (2020).

[119] N. Battaglia, H. Trac, R. Cen, and A. Loeb, Astrophys. J.
776, 81 (2013).

[120] J. Dunkley, E. Calabrese, J. Sievers, G. Addison,
N. Battaglia, E. Battistelli, J. Bond, S. Das, M. Devlin,
R. Dnner et al., J. Cosmol. Astropart. Phys. 07 (2013) 025.

[121] S.K. Choi, M. Hasselfield, S.-P.P. Ho, B. Koopman,
M. Lungu, M. H. Abitbol, G. E. Addison, P. A.R. Ade,
S. Aiola, D. Alonso et al., J. Cosmol. Astropart. Phys. 12
(2020) 045.

[122] Z. Li, G. Puglisi, M. S. Madhavacheril, and M. A. Alvarez,
J. Cosmol. Astropart. Phys. 08 (2022) 029.

https://github.com/

123501-41


https://doi.org/10.1111/j.1365-2966.2012.20510.x
https://doi.org/10.1111/j.1365-2966.2012.20510.x
https://doi.org/10.1111/j.1365-2966.2012.20912.x
https://doi.org/10.1111/j.1365-2966.2012.20912.x
https://doi.org/10.1051/0004-6361/201014759
https://doi.org/10.1088/0004-637X/772/1/77
https://doi.org/10.1088/0004-637X/758/2/75
https://doi.org/10.1088/0004-637X/725/1/91
https://doi.org/10.1088/0004-637X/776/2/83
https://doi.org/10.1093/mnras/stt195
https://doi.org/10.1093/mnras/stt195
https://doi.org/10.1103/PhysRevD.106.023529
https://doi.org/10.1103/PhysRevD.106.023529
https://doi.org/10.3847/1538-4357/ab042c
https://doi.org/10.3847/1538-4357/ab042c
https://doi.org/10.1051/0004-6361/201629178
https://doi.org/10.3847/1538-4365/aa91d3
https://doi.org/10.3847/1538-4365/aa91d3
https://arXiv.org/abs/2205.10332
https://doi.org/10.1103/PhysRevD.91.083533
https://doi.org/10.1103/PhysRevD.91.083533
https://doi.org/10.3847/0004-637X/827/2/116
https://doi.org/10.3847/0004-637X/827/2/116
https://doi.org/10.1088/1475-7516/2022/04/033
https://doi.org/10.1088/1475-7516/2022/04/033
https://doi.org/10.1051/0004-6361/201525831
https://doi.org/10.1051/0004-6361/201525831
https://doi.org/10.1086/176991
https://doi.org/10.1086/148982
https://doi.org/10.1086/148982
https://doi.org/10.1103/PhysRevD.98.083542
https://doi.org/10.1093/mnras/stad1305
https://doi.org/10.1093/mnras/stad1305
https://doi.org/10.1103/PhysRevD.107.123504
https://doi.org/10.1103/PhysRevD.107.123504
https://doi.org/10.1093/mnras/stw641
https://doi.org/10.1093/mnras/stw641
https://doi.org/10.1086/498708
https://doi.org/10.1088/0004-6256/145/1/10
https://github.com/olakusiak/deCIBing
https://github.com/olakusiak/deCIBing
https://github.com/borisbolliet/class_sz
https://github.com/borisbolliet/class_sz
https://github.com/borisbolliet/class_sz
https://github.com/simonsobs/so_noise_models
https://github.com/simonsobs/so_noise_models
https://doi.org/10.1086/427976
https://doi.org/10.1086/427976
https://doi.org/10.21105/joss.01298
https://doi.org/10.21105/joss.01298
https://doi.org/10.1093/mnras/sty823
https://doi.org/10.1088/1475-7516/2023/03/039
https://doi.org/10.1088/1475-7516/2011/07/034
https://doi.org/10.1088/1475-7516/2011/07/034
https://doi.org/10.1103/PhysRevD.105.123525
https://doi.org/10.1103/PhysRevD.105.123526
https://doi.org/10.1088/0004-637X/724/2/878
https://doi.org/10.1088/0004-637X/724/2/878
https://doi.org/10.1093/mnras/stab3155
https://doi.org/10.1086/318261
https://doi.org/10.1093/mnras/sts006
https://doi.org/10.1088/1475-7516/2020/10/012
https://doi.org/10.1103/PhysRevD.103.103515
https://doi.org/10.1103/PhysRevD.103.103515
https://doi.org/10.1088/0004-637X/697/2/1493
https://doi.org/10.1111/j.1365-2966.2010.18169.x
https://doi.org/10.1088/1475-7516/2019/02/056
https://doi.org/10.1046/j.1365-8711.2002.05889.x
https://doi.org/10.1046/j.1365-8711.2002.05889.x
https://doi.org/10.1103/PhysRevD.88.063526
https://doi.org/10.1103/PhysRevD.101.043525
https://doi.org/10.1103/PhysRevD.101.043525
https://doi.org/10.1088/0004-637X/776/2/81
https://doi.org/10.1088/0004-637X/776/2/81
https://doi.org/10.1088/1475-7516/2013/07/025
https://doi.org/10.1088/1475-7516/2020/12/045
https://doi.org/10.1088/1475-7516/2020/12/045
https://doi.org/10.1088/1475-7516/2022/08/029

KUSIAK, SURRAO, and HILL

PHYS. REV. D 108, 123501 (2023)

[123] J. Torrado and A. Lewis, J. Cosmol. Astropart. Phys. 05
(2021) 057.

[124] M. Alvarez (private communication).

[125] A.R. Duffy, J. Schaye, S.T. Kay, and C. Dalla Vecchia,
Mon. Not. R. Astron. Soc. 390, L64L68 (2008).

[126] and N. Aghanim, M. Arnaud, M. Ashdown, J. Aumont,
C. Baccigalupi, A.J. Banday, R. B. Barreiro, J. G. Bartlett,
N. Bartolo, E. Battaner et al., Astron. Astrophys. 594, A22
(2016).

[127] D. Alonso, J. Sanchez, and A. Slosar, Mon. Not. R. Astron.
Soc. 484, 41274151 (2019).

[128] P.A.R. Ade et al. (Planck Collaboration), Astron.
Astrophys. 594, A6 (2016).

[129] R. Adam et al. (Planck Collaboration), Astron. Astrophys.
594, A8 (2016).

[130] J. Errard, S.M. Feeney, H. V. Peiris, and A.H. Jaffe,
J. Cosmol. Astropart. Phys. 03 (2016) 052.

[131] Y.P. Jing, Astrophys. J. 620, 559 (2005).

123501-42


https://doi.org/10.1088/1475-7516/2021/05/057
https://doi.org/10.1088/1475-7516/2021/05/057
https://doi.org/10.1111/j.1745-3933.2008.00537.x
https://doi.org/10.1051/0004-6361/201525826
https://doi.org/10.1051/0004-6361/201525826
https://doi.org/10.1093/mnras/stz093
https://doi.org/10.1093/mnras/stz093
https://doi.org/10.1051/0004-6361/201525813
https://doi.org/10.1051/0004-6361/201525813
https://doi.org/10.1051/0004-6361/201525820
https://doi.org/10.1051/0004-6361/201525820
https://doi.org/10.1088/1475-7516/2016/03/052
https://doi.org/10.1086/427087

