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Extracting the cosmic microwave background (CMB) blackbody temperature power spectrum—which is
dominated by the primary CMB signal and the kinematic Sunyaev-Zel’dovich (kSZ) effect—from
millimeter-wave sky maps requires cleaning other sky components. In this work, we develop new methods
to use large-scale structure (LSS) tracers to remove cosmic infrared background (CIB) and thermal Sunyaev-
Zel’dovich (tSZ) contamination in such measurements. Our methods rely on the fact that LSS tracers are
correlated with the CIB and tSZ signals, but their two-point correlations with the CMB and kSZ signals
vanish on small scales, thus leaving the CMB blackbody power spectrum unbiased after cleaning. We
develop methods analogous to delensing [de-CIB or de-(CIBþ tSZ)] to clean CIB and tSZ contaminants
using these tracers. We compare these methods to internal linear combination (ILC) methods, including
novel approaches that incorporate the tracer maps in the ILC procedure itself, without requiring exact
assumptions about the CIB spectral energy distribution. As a concrete example, we use the unWISE galaxy
samples as tracers. We provide calculations for a combined Simons Observatory and Planck-like experiment,
with our simulated sky model comprising eight frequencies from 93 to 353 GHz. Using unWISE tracers,
improvements with our methods over current approaches are already non-negligible: we find improvements
up to 20% in the kSZ power spectrum signal-to-noise ratio (SNR) when applying the de-CIB method to a
tSZ-deprojected ILC map. These gains could be more significant when using additional LSS tracers from
current surveys and will become even larger with future LSS surveys, with improvements in the kSZ power
spectrum SNR up to 50%. For the total CMB blackbody power spectrum, these improvements stand at 4%
and 7%, respectively.
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I. INTRODUCTION

The cosmic microwave background (CMB) blackbody
temperature power spectrum is dominated by the primary
CMB signal on large and moderate angular scales and the
kinematic Sunyaev-Zel’dovich (kSZ) effect on small angu-
lar scales. The kSZ effect—the Compton scattering of CMB
photons off electrons moving with nonzero line-of-sight
velocity—is a unique cosmological and astrophysical probe.
It provides information on the distribution of electrons
in galaxies, groups, and clusters, as well as probes the
cosmological velocity field [1–3].
However, detecting the power spectrum of the kSZ

effect with CMB data has been extremely challenging, as it
preserves the blackbody spectral energy distribution (SED)
of the primary CMB. Furthermore, measuring the kSZ
autopower spectrum requires cleaning other sky compo-
nents to high precision, particularly the cosmic infrared

background (CIB) and thermal Sunyaev-Zel’dovich (tSZ)
effect, as well as other foregrounds. Fortunately, the tSZ
effect can be robustly removed using the constrained
internal linear combination (ILC) method due to its unique
spectral dependence [4,5], albeit at the cost of increased
noise in the final map due to the tSZ deprojection. The
CIB, however, is more challenging, and its deprojection in
a constrained ILC relies on the use of an analytic model for
the effective CIB SED (e.g., [6,7]), which is unlikely to
hold at high precision and also neglects decorrelation of
the CIB across frequencies. Nevertheless, evidence (≈3σ)
of the kSZ power spectrum has recently been found in data
from the South Pole Telescope [8]. In addition, the kSZ
effect has been detected in combination with large-scale
structure (LSS) data using various methods, including the
mean pairwise momentum method [9–11], velocity-
weighted stacking [12–15], or the projected-fields method
[16–20]. Furthermore, another method, the large-scale
velocity reconstruction [21–23] has been recently pro-
posed. We refer the reader to Ref. [24] for a detailed review
of the kSZ-LSS detection methods, where the authors
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showed that, apart from the projected-fields estimator, all
other methods are equivalently measuring the bispectrum
of a form hggTi, where g is an LSS tracer and T is the kSZ
field. With the upcoming CMB and LSS experiments, the
kSZ effect will be measured with increasing signal-to-
noise ratio (SNR), highly surpassing the few-σ cross-
correlations detected so far.
In this work, we build new methods to clean CIB and tSZ

contamination from blackbody CMB temperature maps,
thus enhancing detection prospects for both the kSZ and
primary CMB signals. Our methods rely on the fact that
LSS tracers are correlated with both the CIB and tSZ
signals, but not with the primary CMB (apart from the
integrated Sachs-Wolfe effect on very large scales) or with
the kSZ signal—the latter two-point correlation vanishes on
small scales due to the equal likelihood of positive and
negative line-of-sight velocities. We consider various
methods to use these LSS tracers to remove the CIB and
tSZ contaminants while leaving the CMB blackbody signal
unbiased. As a concrete example, for our tracer maps we
use the unWISE galaxy samples [25], a catalog comprising
over 500 million objects on the full sky, spanning red-
shifts 0≲ z≲ 2.
Our first approach draws motivation from delensing

of the CMB. Delensing is the subtraction of the lensing
B-mode component from the CMB, so as to enhance
detection prospects for B modes generated by primordial
gravitational waves [26,27]. Tracers such as LSS data and
the CIB have been used for this purpose [28,29], and
combinations of multiple tracers can improve the dele-
nsing performance [30]. Two of our methods of interest,
de-CIBing and de-(CIBþ tSZ)ing, are directly analogous
to delensing. These methods use the LSS tracers to clean
the CIB and tSZ contaminants without requiring exact
assumptions about the CIB SED.
Our second approach involves extensions of the widely

used internal linear combination technique [4,5]. We
consider ILC calculations with LSS tracer maps included
as additional input maps in the ILC (along with the CMB
and other millimeter-wave frequency maps), and we also
consider the use of additional constraints involving the
tracer maps in the ILC, in which we require the final ILC
map to have zero cross-correlation with the tracers. We
compare this approach to standard ILC results (including
constrained ILC with tSZ and/or CIB deprojection), as
well as to the de-CIBing or de-(CIBþ tSZ)ing methods
described above. All of these methods can be applied
directly to data without necessitating specific theoretical
models for the correlations between sky components and
tracers (with a small exception when trying to optimally
combine several tracers, further discussed in Sec. III). We
model the theoretical correlations in this paper primarily to
provide forecasts of the methods without the use of full
numerical simulations.

We model the microwave sky as consisting of the primary
lensed CMB, kSZ, tSZ, CIB, and radio source signals, as
well as detector and atmospheric noise for a combined
Simons Observatory (SO) and Planck-like experiment. In
total we consider auto- and cross-spectra at eight frequen-
cies ranging from 93 to 353 GHz. In calculating the sky
component power spectra, we assume the flat Λ cold dark
matter Planck 2018 cosmology [31]: ωcdm ¼ 0.11933,
ωb ¼ 0.02242, H0 ¼ 67.66 km=s=Mpc, lnð1010AsÞ¼
3.047, and ns¼0.9665with kpivot¼0.05Mpc−1, and τreio ¼
0.0561 (best-fit parameter values from the last column of
Table II of Ref. [31]). We use a halo model approach to
compute the tSZ, CIB, and unWISE galaxy correlations.
Throughout this work, we also assume the standard Tinker
et al. halo mass function [32], Navarro-Frenk-White halo
density profiles [33], and the concentration-mass relation
defined in Ref. [34]. We adopt the M200c halo mass
definition for all calculations. All masses are in units of
M⊙=h, unless stated otherwise, and all error bars, unless
stated otherwise, are 1σ.
We compare forecasts of the different methods for CIB

and tSZ contaminant removal using various evaluation
metrics. One of our primary results is the calculation of
autospectra of the cleaned maps resulting from each of our
methods; this result is shown in Fig. 3. We also compute
correlation coefficients of the cleaned maps with the CIB
and tSZ signals to assess residual contamination, shown in
Figs. 4 and 5, respectively. Our novel CIB and tSZ signal
removal methods yield non-negligible improvements
toward detecting the kSZ autopower spectrum and total
CMB blackbody temperature power spectrum using SO
and Planck experiment frequencies and noise. With our
de-CIB method using unWISE galaxies, we project
improvements in the SNR of the kSZ power spectrum of
up to 20%, depending on the details of the CIB and unWISE
modeling. For future LSS surveys, such as Euclid [35,36] or
Roman [37–39], we expect further improvements up to
50%, as those surveys will probe 2–3 times more galaxies
over a similar redshift range. For the total CMB blackbody
temperature power spectrum, those numbers stand at
approximately 4% and 7%, respectively. Note that we
can also improve current forecasts by adding more external
LSS tracers that correlate with both the CIB and tSZ fields,
e.g., the Dark Energy Survey (DES) [40], 2 MASS [41], or
BOSS/eBOSS [42,43] galaxy catalogs, or even galaxy
lensing or CMB lensing data.
The remainder of this paper is organized as follows. In

Sec. II we review standard and constrained harmonic ILC
foreground-removal methods. In Secs. III–V we introduce
our new methods for removing CIB and tSZ contamination
using LSS tracers: de-CIB and de-(CIBþ tSZ) in Sec. III,
an ILC with tracer maps as additional input “frequency”
maps in Sec. IV, and an ILC with an additional constraint
requiring zero correlation of the ILC map with the tracer
maps in Sec. V. In Sec. VI we describe the unWISE galaxy
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catalogs used as LSS tracers for our demonstrations as well
as some of the modeling choices for the component power
spectra and comparisons of the theoretical curves to data. In
Sec. VII we present the results from the different methods
in a combined SO [6] and Planck-like [44] experiment, and
in Sec. VIII we provide forecasts for the methods using
future LSS surveys.We discuss these results and forecasts in
Sec. IX. We provide several details in the Appendixes. In
Appendix A we describe theoretical models of the compo-
nent auto- and cross-spectra in the halo model, and in
Appendix B we provide details of the modeling choices and
comparisons to data for the unWISE galaxy halo occupation
distribution, CIB models, and tSZ model. In Appendixes C
and D, we provide additional plots of the results. We also
discuss the unWISE pixel window function treatment, CIB-
galaxy cross-correlation, CIB-CIB correlation coefficients,
and CIB SED as a modified blackbody in Appendixes E–H,
respectively.

II. HARMONIC ILC

A. Standard ILC

The standard ILC [4,45–47] is a method that constructs a
map of a signal of interest by finding the minimum-
variance linear combination of the observed maps at
different frequencies that simultaneously satisfies the con-
straint of unit response to the signal of interest. We can
express an ILC map as a linear combination of N temper-
ature maps at different frequencies. For an ILC performed
in harmonic space,1 we have

T̂ILC
lm ¼ wi

lT
i
lm; ð1Þ

where Ti
lm are the harmonic transforms of the temperature

maps at different frequencies indexed by i. In Eq. (1) and
throughout this section, we use the convention that repeated
indices (excluding l) are summed over.
To find the optimal weights, we minimize the variance of

the ILC map,

σ2
T̂ILC
lm T̂ILC

lm
¼ wi

lw
j
lðR̂lÞij

with ðR̂lÞij ¼
XlþΔl=2

l0¼l−Δl=2

2l0 þ 1

4π
Cij
l0 ; ð2Þ

representing the empirical frequency-frequency covariance
matrix of the data. The multipole bin width Δl must be
large enough to mitigate the “ILC bias” that results from
computing the covariances for ILC weights using a small
number of modes [47].

In a standard ILC this minimization is subject solely to
the constraint of unit response to the signal of interest,

wi
lai ¼ 1; ð3Þ

where ai is the spectral response of the signal of interest at
the ith frequency (e.g., unity for the CMB or kSZ signal,
assuming the frequency maps are in blackbody temper-
ature units). This constraint ensures signal preservation in
the final ILC result at each l. The weights satisfying the
optimization problem are found via Lagrange multipliers
to be [4]

wi
l ¼ ðR̂−1

l Þijaj
ðR̂−1

l Þkmakam
ð4Þ

for i; j; k;m∈ f1;…; Ng. Throughout this work, we focus
solely on the construction of blackbody CMBþ kSZ
maps, such that a is a vector of 1’s of length N.

B. Constrained ILC

1. One deprojected component

Now suppose we want to explicitly deproject some
component from the final ILC map, i.e., require that the
ILC weights have zero response to a contaminant with
some specified SED. This gives the constraint

wi
lbi ¼ 0; ð5Þ

where bi is the deprojected component’s spectral response
at the ith frequency channel. The minimization with the
additional constraint gives the weights [5]

wj
l ¼ ðbkðR̂−1

l ÞklblÞaiðR̂−1
l Þij − ðakðR̂−1

l ÞklblÞbiðR̂−1
l Þij

ðakðR̂−1
l ÞklalÞðbmðR̂−1

l ÞmnbnÞ − ðakðR̂−1
l ÞklblÞ2

ð6Þ

for j∈ f1;…; Ng.

2. Two deprojected components

If we want to deproject two components from the final
ILC map, we have the constraints

wi
lbi ¼ 0 ¼ wi

lci; ð7Þ

where bi and ci are the first and second deprojected
components’ spectral response at the ith frequency channel,
respectively. The solution for the weights is

wj
l ¼ ðR̂−1

l Þij
1

Ql
ððBlCl − F2

lÞai þ ðElFl − ClDlÞbi
þ ðDlFl − BlElÞciÞ; ð8Þ

1For simplicity, we consider only harmonic-domain ILC
calculations in this work. For applications to real data, it will
be advantageous to consider needlet ILC [47].
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where

Al ¼ ðR̂−1
l Þijaiaj;

Bl ¼ ðR̂−1
l Þijbibj;

Cl ¼ ðR̂−1
l Þijcicj;

Dl ¼ ðR̂−1
l Þijaibj;

El ¼ ðR̂−1
l Þijaicj;

Fl ¼ ðR̂−1
l Þijbicj;

Ql ¼ AlBlCl þ 2DlElFl −AlF2
l −BlE2

l −ClD2
l: ð9Þ

3. Arbitrary number of deprojected components
(multiply constrained ILC)

Finally, we can generalize these results to deprojecting
an arbitrary number of components. Suppose we want to
deproject Nf components. Using indices α and β for the
Nf þ 1 components (of which Nf are to be removed and
one is to be preserved), we define Aiα to be the αth
emissive component’s SED integrated over the ith chan-
nel’s bandpass (i.e., the “mixing matrix”). The weights are
then given by

wi
l ¼ 1

2
ðR̂−1

l ÞijΛαAjα; ð10Þ

where Λα is a vector of Lagrange multipliers. We have
Nf þ 1 constraints: wi

lAi0 ¼ 1 and wi
lAiβ ¼ 0 for β ≠ 0.

Defining the ðNf þ 1Þ × ðNf þ 1Þ symmetric matrix
Ql

αβ ¼ ðR̂−1
l ÞijAiαAjβ [which has ðNf þ 1ÞðNf þ 2Þ=2

independent entries], the solution for the weights is then

wj
l ¼ ðR̂−1

l Þij
1

detðQlÞ
�
detðQl

1;2;…;Nf ;1;2;…;Nf
ÞAi0

− detðQl
0;2;…;Nf ;1;2;…;Nf

ÞAi1

þ detðQl
0;1;3;…;Nf ;1;2;…;Nf

ÞAi2

− detðQl
0;1;2;4;;…;Nf ;1;2;…;Nf

ÞAi3 þ � � �
�
; ð11Þ

where Ql
1;2;…;Nf ;1;2;…;Nf

refers to the Nf × Nf submatrix

of Ql left after removing the zeroth row and zeroth
column, Ql

0;2;…;Nf ;1;2;…;Nf
refers to the Nf × Nf subma-

trix of Ql left after removing the first row and zeroth
column, and so on. Defining Ql;S

α to be the submatrix of
Ql left after removing the αth row and zeroth column, we
can write Eq. (11) compactly as

wj
l ¼ ðR̂−1

l Þij
1

detðQlÞ
XNf

α¼0

ð−1Þα detðQl;S
α ÞAiα: ð12Þ

We refer to this approach as the “multiply constrained ILC”;
see Ref. [48] for alternate versions of these expressions.
While deprojecting components in the ILC is useful for

certain purposes, as it allows one to robustly guarantee that a
contaminant with some SED is removed, there is a trade-off:
deprojecting a component (adding a constraint to the ILC)
increases the noise in the resulting ILC map since the
feasible region allowed by the constraints is smaller [5,49].
This generally results in a lower SNR for the signal of
interest in the final map. Moreover, we may not know with
certainty the SED of a component we seek to deproject, as in
the case of the CIB emission. We thus consider alternatives
to this explicit deprojection.

III. MULTITRACER DE-CIB AND DE-(CIB+ tSZ)

A. Modification of standard ILC: De-(CIB+ tSZ)

Suppose that we are given an external catalog of LSS
tracers (e.g., galaxies, quasars, lensing convergence, etc.),
which are correlated with the CIB, tSZ, and other signals in
the millimeter-wave sky. Our goal here is to build a method
that combines this external catalog with the millimeter-
wave frequency maps so as to remove the CIB, tSZ, and/or
other contaminants. We can think of cleaning the CIB and
tSZ from our map—de-(CIBþ tSZ)ing—in an analogous
way to delensing of the CMB, as we now describe.
The first step is to build a combined LSS tracer map that is

optimally correlated with the CIB and tSZ fields. Following
Ref. [30], the linear combination of tracer samples that is
most highly correlated with the combined CIBþ tSZ signal
at each frequency channel can be expressed as

gilm ¼
X
a

cia;lg
a
lm; ð13Þ

where ga labels each tracer sample and gi is the optimal
linear combination of these samples in terms of correlation
with the (CIBþ tSZ) signal at the ith frequency. The
coefficients cia;l are given by [analogous to Eq. (8) in
Ref. [30] ]

cia;l ¼
X
b

ðρlÞ−1abρlb;ðCIBþtSZÞi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CðCIBþtSZÞiðCIBþtSZÞi
l

Cgaga
l

s
; ð14Þ

with ρlab representing the correlation matrix of two tracer
samples at a given l, defined as

ρlab ¼
Cgagb
lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Cgaga
l Cgbgb

l

p ; ð15Þ

and ρlb;ðCIBþtSZÞi representing the correlation matrix of the

tracer samples with the CIB and tSZ at the ith frequency at a
given l,
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ρlb;ðCIBþtSZÞi ¼
CgbðCIBþtSZÞi
lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Cgbgb
l CðCIBþtSZÞiðCIBþtSZÞi

l

q ; ð16Þ

where CðCIBþtSZÞiðCIBþtSZÞi
l is the autospectrum of the joint

(CIBþ tSZ) signal at the ith frequency, Cgaga
l is the

autospectrum of tracer ga, C
gagb
l is the cross-spectrum of

two tracer samples ga and gb, and CðCIBþtSZÞi;ga
l is the cross-

spectrum of the (CIBþ tSZ) at the ith frequency with the
tracer sample ga.
The first step is then to remove the fraction of the tracer

maps that is contained in the (CIBþ tSZ) portion of the
temperature map at each frequency, i.e.,

ðTi
lmÞ0 ¼ Ti

lm − filg
i
lm: ð17Þ

Then we can modify the standard ILC procedure to
minimize the variance of the linear combination ofmodified
frequency maps subject to the constraint of unit response to
the signal of interest. Thus, the frequency-frequency
covariance matrix is now

ðR̂lÞij ¼
XlþΔl=2

l0¼l−Δl=2

2l0 þ 1

4π

�
Cij
l0 − fil0C

jgi

l0 − fjl0C
igj

l0

þ fil0f
j
l0C

gigj

l0

�
; ð18Þ

where Cjgi

l0 is the cross-power spectrum of the original
temperature map at frequency j and the linear combination
of tracers gi.
Finding this fraction fil amounts to finding the fraction

of gi contained in the joint (CIBþ tSZ) signal at each
frequency,

fil ≡ CðCIBþtSZÞi;gi
l

Cgi;gi

l

¼
P

ac
i
a;lC

ðCIBþtSZÞi;ga
lP

a;bc
i
a;lc

i
b;lC

gagb
l

: ð19Þ

As described in, e.g., Ref. [50], fil is an “optimal filter”
that comes from minimizing the variance of the cleaned
map at each l. For the specific form of this filter given here,
it is only optimal under the hypothesis that the only
components in the frequency maps that are correlated with
the tracer density maps are the CIB and tSZ fields.
The ILC weights are then given by the usual standard

ILC weights, but with the frequency-frequency covariance
matrix replaced with that from Eq. (18). Then the power
spectrum of Tclean is

CTcleanTclean

l ¼ CILC
l − 2

X
i

wi
lf

i
lC

ILC;gi

l þ
X
i;j

wi
lw

j
lf

i
lf

j
lC

gigj

l ;

ð20Þ
whereCILC

l is the power spectrum of the usual standard ILC
map with no tracer subtraction.

The derivation of these results is nearly identical to that
in Refs. [30,50]. The key difference is that those results
sought a linear combination of tracers with maximal
correlation to the CMB lensing field, therefore requiring
only one set of coefficients ca;l and one optimal filter fl at
each l. In contrast, here we seek a linear combination of
tracers with maximal correlation to the (CIBþ tSZ) field.
Since the CIB has a nontrivial spectral dependence, to
optimally clean out the CIB, we must find the maximally
correlated linear combination of tracers at each frequency,
giving us frequency-dependent coefficients cia;l and
frequency-dependent filters fil.
For this method, we must assume some specific theo-

retical model for the correlation of the CIB and tSZ fields
and tracer maps.2 This correlation is used to determine the
coefficients cia;l for the linear combination of tracer
samples maximally correlated with the (CIBþ tSZ) field
and also to determine the fraction of tracer maps fil to
remove at each frequency. Nevertheless, a slight model
misspecification would only affect the optimality of the
method by some small amount, as all the tracer samples are
correlated with the CIB and tSZ fields. We test this
assumption later, in Sec. IX.

B. Modification of constrained ILC: De-CIB applied
to tSZ-deprojected ILC map

With this method, the idea is to start with a tSZ-
deprojected ILCmap and then subtract off whatever portion
of the tracer fields remains in the ILC map. Specifically, we
obtain the cleaned map via

Tclean
lm ¼ TILC

lm − flgOPTlm ; ð21Þ

where, in this case,

fl ¼ CTILC;gOPT

l

CgOPTgOPT

l

: ð22Þ

To find the optimal combination of tracers in this case, we
have that

gOPTlm ≡X
a

ca;lgalm; ð23Þ

where ca;l is defined as in Eq. (14) but where ðCIBþ tSZÞi
is now replaced with “OPT” and the coefficients are thus no
longer frequency dependent. The superscript OPT denotes
that we are finding the combination of tracers that has

2The tracer-CIB cross-correlation can be directly measured at
high frequencies (see Fig. 11 below), but the de-(CIB þ tSZ)
method also requires knowledge of this cross-correlation at lower
frequencies used in the ILC construction, where it is much more
difficult to measure directly; thus some level of theoretical
modeling is likely always necessary.
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maximal correlation with the ILC map. Since the tSZ signal
has been deprojected in the ILC, the only remaining
contaminant that is correlated with the tracers in the ILC
map is the CIB. Thus, in cleaning out the remaining tracers,
we are really cleaning out the CIB, motivating the name
“de-CIB” for this method.
In this method, we first deproject the tSZ signal in the

usual frequency-dependent way and not using the external
LSS data. When deprojecting the tSZ signal, we cannot
find separate combinations of tracers to clean out the
contaminants at each frequency. To see why, consider two
possibilities:
(1) First, we can attempt to perform a similar procedure

as with de-(CIBþ tSZ), except here, we let fil ¼
C
CIBi ;g

i

l

Cgi;gi

l

with gilm¼cia;lg
a
lm and cia;l¼

P
bðρlÞ−1abρlb;CIBiffiffiffiffiffiffiffiffiffiffiffiffiffi

C
CIBiCIBi
l
Cgaga
l

r
. We then try to find ILC weights that

minimize the variance of a linear combination of
the modified frequency maps, as in the de-
(CIBþ tSZ) procedure, but subject to the constraint
that the tSZ signal has zero response in the ILC map.
The problem here is that the effective tSZ response in
each of the modified frequency maps is no longer
well defined (i.e., no longer equal to the usual tSZ
SED), because the tSZ field is correlated with the
tracers that we subtract. Thus, the tSZ field is
modified in a frequency-dependent manner.

(2) Alternatively, we could switch the order of tracer
subtraction and ILC weight determination. First, we
could find ILC weights from the usual constrained
ILC where the tSZ signal is deprojected. We could
then modify the frequency maps as in the previous
scenario by subtracting the portion of the tracer
fields contained in the CIB at each frequency. We
then apply the weights to the modified frequency
maps. The problem with this method is that we are
double subtracting the tSZ signal. First, we implic-
itly remove tSZ signal when subtracting the fraction
of tracers from each frequency map, since the tSZ
field is correlated with the tracers. We then subtract
the tSZ signal once again by applying the weights
computed from the usual tSZ-deprojected ILC.

Due to these challenges, we thus use the procedure of
subtracting the tracer fields from the tSZ-deprojected ILC
map instead of subtracting them from each frequency.
However, we note that the resulting cleaned map will not
formally have minimum variance.

IV. LSS TRACER MAPS AS ADDITIONAL
FREQUENCY MAPS IN HARMONIC ILC

For the second method to clean the CIB and tSZ signals
from blackbody CMBþ kSZ maps, we note that the CMB

and kSZ signals are not correlated at the two-point level
with the CIB or tSZ signals and are also not correlated with
the LSS tracer maps.3 Therefore, to create an ILC map that
preserves the CMBþ kSZ blackbody signal and removes
the CIB and tSZ contaminants, we use the fact that the
CMB and kSZ fields have zero “response” in the tracer
maps. We can then include the tracer maps as frequency
maps in the set of maps used in the ILC, with the CMBþ
kSZ signal of interest having zero response at these
channels,

T̂ILC
lm ¼

XN
i¼1

wi
lT

i
lm þ

XNg

i¼1

wNþi
l gi;lm; ð24Þ

where gi are the tracer samples and Ng is the number of
tracer maps used. Our new spectral response vector for the
CMBþ kSZ signal of interest a is then

a ← aþ ½0;…; 0�|fflfflfflffl{zfflfflfflffl}
Ng

; ð25Þ

and the new weights vector wi
l now has length N þ Ng.

Note that ai is now also a vector of length N þ Ng,
consisting of N 1’s followed by Ng 0’s. The signal
preservation constraint of the ILC then remains unchanged,
allowing the signal of interest to propagate in an unbiased
fashion to the ILC map, as usual,

XNþNg

i¼1

wi
lai ¼

XN
i¼1

wi
lai ¼ 1: ð26Þ

This formulation is equivalent to the standard ILC (see
Sec. II), but with a modified covariance matrix ðR̂l

ijÞ0. The
modified covariance matrix now includes Ng extra rows
and Ng extra columns to account for the cross-correlations
of the tracer maps with each frequency channel Ti, cross-
correlations of the tracer maps with each other, and the
autocorrelation of each tracer map. Schematically, ðR̂lÞ0
can be written as

ðR̂lÞ0 ¼
�
R̂l Xl

XT
l Gl

�
; ð27Þ

where R̂ is the original covariance matrix of the data
of size N × N, and X is a matrix of size N × Ng de-
fined as

3This statement is violated at low l by the integrated Sachs-
Wolfe (ISW) effect and by a small (but for our purposes,
negligible) amount at high l by the Rees-Sciama effect. Thus
our method should not be used at l≲ 100, where the ISW signal
is large.
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Xia
l ¼

XlþΔl=2

l0¼l−Δl=2

2l0 þ 1

4π
Ciga
l0 ; ð28Þ

where i∈ f1;…; Ng indexes the temperature maps at
different frequency channels and a∈ f1;…; Ngg indexes
the different tracer maps. Finally, G is a matrix of size
Ng × Ng that accounts for the auto- and cross-correlations
of the tracer maps with each other,

Gab
l ¼

XlþΔl=2

l0¼l−Δl=2

2l0 þ 1

4π
Cgagb
l0 : ð29Þ

The ILC weights are then given by

wi
l ¼ ðR̂−1

l Þ0ijaj
ðR̂−1

l Þ0kmakam
; ð30Þ

where here i; j; k; m∈ f1;…; N þ Ngg.
We can now calculate the power spectrum of the

ILC map,

CT̂ T̂
l ¼

XN
i;j¼1

wi
lw

j
lC

ij
l þ 2

XN
i¼1

XNg

a¼1

wi
lw

Nþa
l Ciga

l

þ
XNg

a;b¼1

wNþa
l wNþb

l Cgagb
l : ð31Þ

A drawback of this method is that deprojecting the tSZ
effect via a constrained ILC becomes nontrivial. To do so,
one would need to determine the additional entries in bi
from Eq. (5) corresponding to the tSZ field’s response in
the tracer maps (corresponding to i∈ fN þ 1;…; N þ Ngg
in our formalism above). Unlike with the CMB, these
correlations do not vanish because the tSZ signal is
correlated with the LSS tracer density fields. Thus, deter-
mining the values of bi to use would rely on detailed
modeling of these correlations (e.g., [15,51–54]), which is
contrary to our overall goal of deprojecting contaminants in
a (mostly) model-independent way. Nevertheless, this
method can simultaneously clean both the CIB and tSZ
signals without necessitating any theoretical models of
these signals or their cross-correlations with one another

and the tracer fields; it is fully data driven. This is possible
because the CMBþ kSZ signal of interest has zero
response in every tracer map, and thus, we do not have
to find any optimal linear combination of these tracers as
we did in Sec. III for de-CIBing and de-(CIBþ tSZ)ing.

V. CONSTRAINT REQUIRING ZERO
CROSS-CORRELATION WITH TRACER

MAPS IN HARMONIC ILC

Our final method uses the LSS tracers to clean the CIB
and tSZ contaminants via a novel extension of the con-
strained ILC technique. In this approach, we impose the
explicit requirement that the cross-correlation of the ILC
map with an LSS tracer map vanishes. The method can then
be extended to require that an arbitrary number of such
cross-correlations vanish (cf. Sec. II B 3). The premise
relies on the fact that the LSS tracer maps contain only
contaminants and no contributions from the signal of
interest, as in the method presented in Sec. IV.

A. One deprojected component

In this method, we start with a standard harmonic ILC,
with a preserved CMBþ kSZ component, as described in
Sec. II. The twist here is that we add an additional explicit
constraint to the ILC, in which we require that the final ILC
map has zero cross-correlation with the LSS tracer density
map,

hTILC
lm glmi ¼ 0 ⇔

X
i

wi
lhTi

lmglmi ¼ 0: ð32Þ

We define cli ≡ hTi
lmglmi ¼ Cig

l , so that the final constraint
becomes X

i

wi
lc

l
i ¼ 0: ð33Þ

This problem is then equivalent to a constrained ILC
with one deprojected component, which can be solved as
usual with Lagrange multipliers to obtain the weights. The
resulting weights are identical to those given in Eq. (6) with
the replacement bi → cli (crucially, the constraint now is
different at each l, whereas previously bi was l indepen-
dent). Then the power spectrum of this ILC map is given by

CT̂ T̂
l ¼ wi

lw
j
lC

ij
l

¼
h
clkðR̂−1

l Þklcll apðR̂−1
l Þpi − akðR̂−1

l Þklcll clpðR̂−1
l Þpi

ih
clkðR̂−1

l Þklcll apðR̂−1
l Þpj − akðR̂−1

l Þklcll clpðR̂−1
l Þpj

i
h
ðakðR̂−1

l ÞklalÞðclmðR̂−1
l Þmnc

l
nÞ − ðakðR̂−1

l Þklcll Þ2
i
2

Cij
l : ð34Þ
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With a single tracer map, this method is performed as
described above. However, if one has multiple tracer maps,
assuming the goal is to remove just the CIB, one must find
the optimal linear combination of tracer maps correlated
with the CIB. Since our constraint involves the cross-
correlation of the final ILC map (which is a combination
of temperature maps from different frequencies) with some
combination of tracers, we cannot simply find the combi-
nation of tracers with highest correlation with the CIB at any
given frequency. Instead, we require some frequency-
independent version of the CIB, similar to what the
Compton-y field is for the tSZ effect. In reality, the CIB
decorrelates across frequencies (e.g., [55–57]), so such a
simplification is not entirely possible; however, it is a good
approximation for finding some combination of tracers that
are highly correlated with the CIB, and any inexactness in
the modeling would only affect the optimality of this linear
combination of tracers by a small amount.
Thus, we simply use Eqs. (13) and (14) from Sec. III but

with all the quantities becoming frequency independent,
i.e., gilm → gCIBlm in Eq. (13), cia;l → ca;l in Eq. (14), and
CIBi → aCIBðn̂Þ in Eq. (14). The aCIBðn̂Þ field is the analog
of the Compton-y field for the CIB, described in detail in
Appendix H, and gCIB is the linear combination of tracer
maps with maximal correlation to aCIBðn̂Þ. Note that this
gCIB is independent of frequency, as required for the zero-
tracer-correlation constraint in the ILC. Then this problem
is the same as described above, but with glm → gCIBlm in
Eq. (32) so that cli ≡ hTi

lmg
CIB
lm i.

B. Two deprojected components

Suppose that we now want to additionally deproject the
tSZ signal using its known frequency dependence. This
problem is equivalent to solving an ILC with two depro-
jected components, which gives the weights in Eq. (8), but
with ci replaced with the l-dependent quantity cli (where
cli ≡ hTi

lmg
CIB
lm i, as before). Then the power spectrum of

this ILC map is given by

CT̂ T̂
l ¼ wi

lw
j
lC

ij
l

¼ ðR̂−1
l ÞikðR̂−1

l Þjm
1

Q2
l
ððBlCl − F2

lÞak
þ ðElFl − ClDlÞbk þ ðDlFl − BlElÞclkÞ
× ððBlCl − F2

lÞam þ ðElFl − ClDlÞbm
þ ðDlFl − BlElÞclmÞCij

l : ð35Þ

An alternative to removing both the CIB and tSZ signals
is to do the above, but instead of deprojecting the tSZ signal
directly, we deproject gtSZ, where gtSZ is the linear combi-
nation of tracer maps with maximal correlation to the
Compton-y field. Thus, the weights are still given by
Eq. (8), but both bi and ci are replaced with l-dependent

quantities bli and c
l
i , respectively. Here b

l
i ≡ hTi

lmg
tSZ
lmi and

cli ≡ hTi
lmg

CIB
lm i. The power spectrum of this ILC map is

then given by Eq. (35) but with bi → bli .

C. Discussion

We note that usually an ILC only uses information about
the SEDs of various components, where these SEDs are
fully deterministic quantities. With the new method pre-
sented in this section, we have a constraint in the ILC that
depends on a realization of a random field. Another
interesting feature of this method is that, when using only
a single tracer map, the galaxy shot noise does not
explicitly enter into any of the calculations since the
autospectrum of the tracer sample, i.e., Cgg

l , never appears
in any of the expressions. While the formalism for this
method is self-consistent, this points to the suboptimality
of the method for high shot noise samples. As the shot
noise increases (as the number of tracers approaches zero),
the constraint requiring zero cross-correlation of the ILC
map with tracers is no longer effective in cleaning the CIB
or tSZ signals, as the tracer maps provide no information
about these signals (the cross-correlation of the CIB and
tSZ signals with the tracers will asymptotically go to zero).
Thus, there is an implicit dependence on the shot noise
in this method, and this implicit dependence of cross-
correlations on the shot noise would play a role in our other
new methods as well.
When we have multiple tracer maps, the shot noise does

explicitly enter our calculations for finding the optimal
linear combination of tracer maps and will thus affect the
optimality of these coefficients. Finding this optimal linear
combination of tracer maps is the only step in this method
that requires theoretical modeling of the correlations
between the CIB and tSZ fields and tracer fields.4 Just as
in Sec. III for the de-CIB and de-(CIBþ tSZ) methods,
small modeling misspecifications would only affect the
optimality of these coefficients, and thus of our results, by
some small amount.
We note that this method is a spatial deprojection of the

tracer maps. Comparing the two variations described in
Sec. V B, the method of deprojecting the tSZ signal directly
using its known frequency dependence is a spectral depro-
jection that is dependent upon using several frequency
channels, whereas the method of deprojecting both gCIB and
gtSZ involves only spatial deprojection. However, the latter
still requires multiple frequency channels, as one must have
at least as many frequencies as total constraints in the ILC in
order for the Lagrange multiplier problem to yield a
solution. Interestingly, because the CIB and tSZ signals
have nonzero correlation, gCIB and gtSZ will likewise have
nonzero correlation. Since we are performing spatial

4As before, the tracer-CIB cross-correlations can be directly
measured at high frequencies, but some level of theoretical
modeling is likely necessary at low frequencies.
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deprojections, in the limit that the CIB and tSZ fields are
perfectly correlated, gCIB and gtSZ are perfectly correlated,
and we are able to deproject two components for the price of
one in terms of the noise penalty resulting from the
constrained ILC procedure. However, if these fields are
not significantly correlated, it is unclear a priori which
method (spectral deprojection of the tSZ field or spatial
deprojection of gtSZ) will have a higher noise penalty. We
investigate such matters further in Secs. VII and IX.
We note that we cannot optimally deproject both the CIB

and tSZ signals using a single constraint on the tracer maps.
This is because the CIB and tSZ signals have different
effective SEDs, and the form of Eq. (32) requires a
frequency-independent linear combination of tracers. For
the de-(CIBþ tSZ) method, we are able to simultaneously
remove both signals by finding the optimal combination of
tracer maps for correlation with the total CIBþ tSZ signal
at each frequency, but this cannot be done here.

VI. MODELING CHOICES

In this section, we describe the modeling choices used in
this work, first for the unWISE galaxy catalogs used as
LSS tracers in our new methods and then for the other
millimeter-wave sky components considered in our analy-
sis (primary CMB, tSZ, CIB, kSZ, and radio sources).
More details on the theory and modeling can be found in
Appendixes A and B, respectively.

A. unWISE galaxy catalog

As a concrete example of our new methods, we
consider using the unWISE galaxy catalog to remove
CIB and tSZ contamination in CMBþ kSZ power

spectrum measurements. In this section, we discuss the
unWISE galaxy catalog; for more details regarding
unWISE, we refer the reader to [25,58–60].
The unWISE galaxy catalog [25,59,61] is constructed

from the Wide-Field Infrared Survey Explorer (WISE)
satellite mission including the posthibernation, noncryo-
genic NEOWISE data. The original WISE mission mapped
the sky in four bands, at 3.4, 4.6, 12, and 22 μm (W1, W2,
W3, and W4) [62]. Based on color cuts on the magnitude in
the W1 and W2 bands (see Table 1 in Ref. [60]), the
unWISE catalog was constructed, resulting in over 500 mil-
lion galaxies over the full sky, divided into three subsamples
(blue, green, and red) of mean redshifts z̄ ¼ 0.6, 1.1, and
1.5, respectively.
In Fig. 1 we present the redshift distributions of unWISE

obtained by direct cross-matching of the samples with the
COSMOS photometric galaxies in [25], used in this
analysis. Table I shows other characteristics of each of
the unWISE subsamples: mean redshift and approximate
redshift width (also obtained from cross-matching with the
COSMOS galaxies), as well as the number density of
galaxies and the faint-end logarithmic slope of the lumi-
nosity function s, necessary to compute the lensing mag-
nification terms (see Appendix A 1 b).
As qualitatively assessed in [60], the emission

from galaxies in the unWISE samples is approximately
70%–90% stellar-dominated emission and 10%–30% a
mixture of stellar and thermal dust emission, with a
contribution from the 3.3 μm polycyclic aromatic hydro-
carbon (PAH) emission for the blue sample; 50%–70%
stellar dominated and 30%–50% mixture, with a small
contribution from the 3.3 μm PAH emission for the green
sample; and the red sample is stellar dominated. The
average halo masses of unWISE were constrained to be
≈1013M⊙=h [60].
The unWISE catalog has been used in multiple analyses,

e.g., to constrain the ionized gas density with the projected-
field kSZ estimator in [20] or to measure the late-time
cosmological parameters σ8, the amplitude of low-redshift
density fluctuations, and Ωm, the matter density fraction
in [59,65].

FIG. 1. Normalized redshift distributions 1
N tot

g
dNg=dz for each of

the unWISE galaxy samples: blue (solid), green (dashed), and red
(dotted), obtained by cross-matching the unWISE objects with
the COSMOS catalog. See Table I for other important character-
istics of the unWISE samples, e.g., redshift statistics, or the
number density of galaxies.

TABLE I. Important properties of each unWISE sample: z̄,
mean redshift; δz, approximate width of the redshift distribution,
both obtained from dNg=dz as measured by matching to objects
with precise photometric redshifts in the COSMOS field [63] (see
Sec. VI A); n̄, the number density per deg2; and s, the faint-end
logarithmic slope of the luminosity function s ¼ dlog10Ng=dm.
See [25,59,64] for further details.

unWISE z̄ δz n̄g (deg−2) s

Blue 0.6 0.3 3409 0.455
Green 1.1 0.4 1846 0.648
Red 1.5 0.4 144 0.842
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The halo occupation distribution (HOD) (see Appendix A
for the discussion of the HOD [66,67] within the larger halo
model [68–70]) of the unWISE galaxies was also already
constrained in [60] for each of the unWISE samples by
fitting their autopower spectra and cross-spectra with Planck
CMB lensing into the standard HOD model [66,71].
However, that analysis was only performed on relatively
large scales, up to lmax ¼ 1000. In our work, we want to
consider correlations involving these galaxy samples out to
much smaller scales. Therefore we refit the model consid-
ered in [20] to the unWISE galaxy autocorrelation data only,
as they have the most constraining power. This choice is
also motivated by the treatment of the shot noise in [20],
where the authors allowed it to be negative due to its
effective indistinguishability from the galaxy-galaxy
one-halo term on large scales and complications related
to the mask treatment. Physically, we expect that the shot
noise should be near the value given by the inverse of
the number density of galaxies for each sample (Table I).
When refitting the HOD model out to small scales, we thus
enforce this expectation. We describe the procedure of
refitting the unWISE HOD below and the HOD constraints
in Appendix B 1.

B. Other fields in the millimeter-wave sky

In this work, we model the sky comprising the primary
CMB, tSZ, kSZ, and CIB fields, as well as the radio point
source contribution. All fields are modeled analytically,
predominantly via the halo model. We provide details of
our theoretical predictions in Appendix A and give more
details on specific choices of the modeling in Appendix B,
which we also summarize below.
For the CIB, we consider two models, fitted to the

standard Shang et al. [72] CIB halo model, described
in Appendix A 1 c. The first model, which we refer to as
the H13 model, was determined by fitting the Herschel
multitiered extragalactic survey (HerMES) [73] data
from the SPIRE instrument aboard the Herschel Space
Observatory [74] and was described in [75]. The second
CIB model [55], which we refer to as P14, fitted the Planck
nominal mission CIB power spectrum results. Details of
these two CIB models are presented in Appendixes B B 2
and B 3. For our purposes, an important distinction is that
these two CIB models predict different correlation coef-
ficients between the CIB and the unWISE galaxies (see
Fig. 12). We choose to consider both models because they
encompass our measurements of the CIB-unWISE cross-
power spectra, as described in Appendix B 5 and shown in
Fig. 11. The physical reason why these two models behave
differently is because they have different values of the
underlying halo model parameters, e.g., the population of
CIB-sourcing halos or the evolution of the dust properties.
For the tSZ field, we use the standard halo model

approach, with the pressure profile from Battaglia et al.
[76] (the “AGN feedback model at Δ ¼ 200” from their

Table 1, where AGN refers to “active galactic nuclei”), as
described in detail in Appendixes A 1 d and B 4. For the
kSZ power spectrum, we use the sum of simulated kSZ
power spectra from the simulations of [77,78], accounting
for the late-time and patchy kSZ contributions, respectively
(see Appendix A 2). We also consider the contribution from
radio point sources, for which we assume a simple ana-
lytical power-law model, described in Appendix A 3.
We compute not only the autocorrelations of the various

millimeter-wave sky components at the frequencies con-
sidered in this work, but also cross-correlations between
these fields (except for the radio point sources), as well as
with the unWISE galaxies, if required by the new methods
described above.

VII. RESULTS

We model a sky containing the lensed primary CMB, the
tSZ effect, the kSZ effect, the CIB (for both the H13 and
P14 CIB models), radio sources, and detector and atmos-
pheric noise, with power spectra described in Appendix A
and modeling choices discussed in Appendix B, at eight
frequencies: 93, 145, 225, and 280 GHz (SO) and 100, 143,
217, and 353 GHz (Planck). The noise curves are shown in
Fig. 13, and the noise properties (white noise and beam) are
provided in Table XI. The sky component power spectra are
generated using CLASS_SZ from lmin ¼ 30 to lmax ¼ 104

with an l-space binning of Δl ¼ 10 and then interpolated
with a cubic spline. We use an l-space binning of Δl ¼ 20
for covariance matrix calculations in our ILC methods [see
Eq. (2), for example]. We convert the units for all considered
sky component spectra to μK2 (see Appendix H for details).
We show all sky components of our model in Fig. 2 for
selected frequencies. We compute the auto- and cross-
correlations of the three unWISE galaxy samples, as well
as their cross-correlations with the tSZ and CIB fields,
following the same prescription.
We compare the results of the methods proposed in

Secs. III–V in terms of their ability to recover the CMB
blackbody temperature power spectrum, including the
primary CMB and the kSZ signal. We group the methods
according to the number of constraints in the ILC, including
the signal preservation constraint; the number of depro-
jected components is one less than the total number of
constraints. Within each group, we include our new meth-
ods as well as a baseline method and an idealized method
for comparison. The baseline methods are methods that use
only the millimeter-wave sky maps (no LSS tracer maps)
and that use only frequency-space information (no spatial
information), e.g., standard ILC. Such methods have been
used elsewhere previously in the literature. The idealized
methods are methods in which the CIB and/or tSZ con-
taminants are not included in the sky model from the outset;
such methods cannot be applied to actual data and are
included here only for comparison purposes.
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We note that some of our baseline and new methods that
involve constraints in the ILC (either spectral or spatial) are
analogous to bias hardening in other contexts in which one
tries to orthogonalize the reconstructed signal with respect
to some contaminant, regardless of the noise penalty
incurred (similar to how the term is used in descriptions
of bias-hardened CMB lensing reconstruction, e.g.,
Ref. [79]). Such methods are partially bias hardened due
to the constraints.

The methods involving one constraint in the ILC—the
signal preservation constraint—are as follows:

(i) standard ILC (baseline) (see Sec. II A);
(ii) standard ILC with no CIB or tSZ effect included in

the sky model (idealized)*5 (see Sec. II A);
(iii) de-(CIBþ tSZ) applied to a standard ILC map (new

method) (see Sec. III A and note that we do not
consider de-CIB applied to a standard ILC map on
its own, as one would naturally clean both CIB and
tSZ signals when applying this method to a standard
ILC map); and

(iv) ILC with g maps as additional frequency maps
(new method) (see Sec. IV).

The methods involving two constraints in the ILC
(one deprojected component) are the following:

(i) ILC with deprojected tSZ component (baseline) (see
Sec. II B 1);

(ii) ILC with deprojected tSZ component and no
CIB included in the sky model (idealized)*6 (see
Sec. II B 1);

(iii) de-CIB applied to a tSZ-deprojected ILC map (new
method) (see Sec. III B);

(iv) ILC with a zero-tracer-correlation constraint for
gCIB (new method) [see Sec. VA and note that
gCIB is the linear combination of tracer maps with
maximal correlation to aCIBðn̂Þ, which is described
in Appendix H].7

The deprojection of a component in the above methods will
incur some noise penalty in the resulting cleaned map. This
penalty will be even more pronounced in the following
methods, which involve three constraints (two deprojected
components):

(i) ILC with deprojected CIB and tSZ components
(baseline) (see Sec. II B 2);

(ii) ILC with deprojected tSZ component and a zero-
tracer-correlation constraint for gCIB (new method)
(see Sec. V B);

(iii) ILC with zero-tracer-correlation constraints for both
gCIB and gtSZ (new method) (see Sec. V B and note
that gtSZ is the linear combination of tracer maps
with maximal correlation to the Compton-y field).

FIG. 2. Microwave sky components considered in this analysis
[lensed primary CMB, kSZ effect, tSZ effect, CIB (H13 CIB
model), radio, and tSZ-CIB correlation], along with the instru-
mental noise at 93 GHz (SO), 217 × 145 GHz (Planck × SO),
and 353 GHz (Planck), from top to bottom. The frequency-
independent components are the primary CMB (solid orange
curves) and the kSZ effect, broken down into its “patchy” [78]
(dashed red) and postreionization, or “late” [77], (dotted red)
contributions. The frequency-dependent components, including
the tSZ (blue dash-dotted; we show its absolute value), CIB (thick
solid green), and tSZ × CIB (densely dash-dot-dotted cyan; we
show its absolute value) are calculated with CLASS_SZ, and the
radio (dash-dot-dotted purple) contribution is computed follow-
ing Eq. (A39). The noise curves (thin solid gray) are calculated
according to specifications discussed in Appendix B 6 for the
Planck and SO experiment frequencies.

5The idealized methods considered in this work cannot be
applied to actual data and are included here only for comparison
purposes.

6See footnote 5.
7As explained in Sec. V, for the de-(CIB þ tSZ) method, we

are able to simultaneously clean the CIB and tSZ signals by
finding the combination of tracers that has maximal correlation
with the combined CIBþ tSZ signal at each frequency. For ILC
methods involving a single zero-tracer-correlation constraint, we
cannot simultaneously clean the CIB and tSZ signals (which have
different effective SEDs) by using this single additional constraint
because our linear combination of tracers must be frequency
independent to fit the form of Eq. (32).
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For direct deprojection of the CIB component in an ILC, we
model the CIB SED as a modified blackbody with an
effective dust temperature of 24.0 K and spectral index of
1.2 (see Ref. [7] and Table 9 of Ref. [55]) for the H13 CIB
model. For the P14 model, we model the CIB SED as a
modified blackbody with an effective dust temperature of
20.0 K and spectral index of 1.45, as determined in
Appendix H. Importantly, we note that, in reality, the
CIB decorrelates across frequencies, so such “effective CIB
SEDs” will not be exact, preventing the CIB field in a real
data analysis from being fully deprojected in a constrained
ILC approach (see Fig. 23 for CIB correlation coefficients
in the H13 and P14 models).
Summaries of each of the methods, including the sky

components included in each method, are detailed in
Table II. For a review of the standard and constrained
ILC procedures, see Sec. II. For further details on the new
methodologies, see Sec. III for de-CIB and de-(CIBþ tSZ),
Sec. IV for the ILC with the tracers g included as additional
frequency maps, and Sec. V for the ILC with the additional
constraint(s) of requiring zero cross-correlation of the
cleaned map with the gCIB and/or gtSZ tracer fields.
All evaluation metrics are derived analytically. As

described in Appendix B, the CIB-galaxy cross-correlation

measurements are encompassed by the H13 and P14 CIB
models. Thus, the true forecasts of our methods likely lie
somewhere in between the forecasts using these two
models. For most of the remainder of the main text of
the paper, we provide results for the H13 CIB model, with
the results for the P14 CIB model given in Appendix D.
Part of the de-CIB method involves finding the linear

combination of the unWISE blue, green, and red samples
[i.e., gOPT in Eq. (23)] that is maximally correlated with the
final ILC map, which contains residual CIB from each of
the input frequency maps. We note that the blue and green
samples exhibit higher correlation with the CIB, resulting
in higher values of the coefficients for these samples. This
is because, although the redshift distribution of CIB sources
most aligns with that of the red sample (compare the
unWISE redshift distributions in Fig. 1 and the CIB redshift
kernel in, e.g., [55,80]), its number density of galaxies is
significantly lower than that of the blue or green samples.
We note that a prediction of our models is that at low l

both the unWISE blue and green samples have high
correlation with the CIB, but relatively low correlation with
each other. When optimally combined, this may artificially
produce a correlation coefficient for gOPT with the ILC map
that is greater than unity. To mitigate this effect, for

TABLE II. Summary of the methods considered in this work: standard ILC (Sec. II A); standard ILC with no CIB or tSZ included in
sky model (for idealized comparison only); ILC with the LSS tracer fields ga as additional frequency maps (Sec. IV); de-(CIB þ tSZ)
applied to a standard ILC map (end of Sec. III); ILC with constraint requiring zero cross-correlation with gCIB (Sec. VA); constrained
ILC with tSZ deprojected (Sec. II B 1); constrained ILC with tSZ deprojected and no CIB in the sky model (for idealized comparison
only); de-CIB applied to a tSZ-deprojected ILC map (Sec. III); constrained ILC with both tSZ and CIB deprojected (Sec. II B 2); tSZ-
deprojected ILC with an additional constraint requiring zero cross-correlation with gCIB (Sec. V B); and ILC with two additional
constraints requiring zero cross-correlation with gCIB and gtSZ (Sec. V B). The components we consider are the lensed primary CMB,
kSZ signal, tSZ signal, CIB, radio contribution, and noise, as well as “g” (the galaxy overdensity maps or some linear combination
thereof). Here ✓ indicates that the component is included in the sky model, � � � indicates that the component is not included in the sky
model, and↗ indicates that the component is included in the sky model but deprojected in the ILC (or in the ILC portion of the method
if the method has multiple parts). For g, ↗ indicates that g is explicitly (spatially) deprojected in the ILC, ✓ indicates that the galaxy
overdensities are incorporated in the cleaning method in some other way, and � � � indicates that the galaxy overdensities are not
incorporated in the cleaning method. The penultimate column gives the number of constraints used in the ILC (or ILC portion of the
method), including the signal preservation constraint. The final column gives the type of method: “baseline” (standard method from the
literature that uses only the millimeter-wave sky maps (no LSS tracer maps) and that uses only frequency-space information (no spatial
information), “idealized” (method in which the CIB and/or tSZ contaminants are not included in the model from the outset), and “new”
(new methods developed in this work).

CMB kSZ tSZ CIB Radio g Noise Constraints in ILC Method type

Standard ILC ✓ ✓ ✓ ✓ ✓ � � � ✓ 1 Baseline
Standard ILC (no CIB or tSZ)a ✓ ✓ � � � � � � ✓ � � � ✓ 1 Idealized
ILC with g freq maps ✓ ✓ ✓ ✓ ✓ ✓ ✓ 1 New
De-(CIBþ tSZ) ✓ ✓ ✓ ✓ ✓ ✓ ✓ 1 New
ILC with constraint on gCIB ✓ ✓ ✓ ✓ ✓ ↗ ✓ 2 New
ILC (deproj tSZ) ✓ ✓ ↗ ✓ ✓ � � � ✓ 2 Baseline
ILC (deproj tSZ, no CIB)a ✓ ✓ ↗ � � � ✓ � � � ✓ 2 Idealized
De-CIB (deproj tSZ) ✓ ✓ ↗ ✓ ✓ ✓ ✓ 2 New
ILC (deproj tSZ and CIB) ✓ ✓ ↗ ↗ ✓ � � � ✓ 3 Baseline
ILC with constraint on gCIB (deproj tSZ) ✓ ✓ ↗ ✓ ✓ ↗ ✓ 3 New
ILC with constraints on gCIB and gtSZ ✓ ✓ ✓ ✓ ✓ ↗ ✓ 3 New

aAn idealized method that cannot be applied to actual data and is included in this work only for comparison purposes.
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multipoles where the correlation coefficient of the ILC map
with gOPT is greater than 0.95, we replace the linear
combination of samples with the single sample with the
highest correlation with the ILC map. In reality, such effects
would not be a problem since the correlation of two physical
fields cannot be greater than unity (and moreover, even in
our theoretical models, such issues only appear at very low
l where our methods are not useful in practice, as CMB
measurements there are already cosmic-variance limited,
and the kSZ power spectrum cannot be measured due to the
large primary CMB sample variance).
We repeat a similar procedure with the de-(CIBþ tSZ)

method. The coefficients cia;l for the unWISE blue, green,
and red samples with maximal CIBþ tSZ correlation at
each frequency are determined, and we follow a similar
replacement strategy at low l, where if the correlation of
the (CIBþ tSZ) field with the optimal combination at some
frequency is greater than 0.95, we replace the linear
combination of samples with the single sample with the
highest (CIBþ tSZ) correlation at each frequency.

We assess how well the methods remove contaminant
signals for both the H13 and P14 CIB models. Figure 3
shows the autopower spectra of the cleaned maps from each
of our methods using unWISE in the left panels. The trade-
off between component deprojection and noise in the
resulting cleaned map is evident from this plot; as more
constraints are added to the ILC, the noise in the cleaned
map increases significantly (although often less so for our
new zero-tracer-cross-correlation constraint than for the
traditional frequency-space constraints). Of note is the
autospectrum of a map produced by ILC with constraints
on both gCIB and gtSZ, which displays an irregular shape for
the H13 CIB model; this result will be discussed further in
Sec. IX. Figure 15 in Appendix C shows a few of the key
ratios of cleaned map autospectra from the methods we
consider. We note a significant reduction in the cleaned
map autospectrum when applying the de-CIB method to a
tSZ-deprojected ILC map. We also note a similar (though
less pronounced) effect when adding the galaxy maps as
additional frequency maps to a standard ILC or when using
the de-(CIBþ tSZ) method. Moreover, we compare the

FIG. 3. Autopower spectra of final cleaned maps for both the H13 (top) and P14 (bottom) CIB models, for various cleaning methods
(see Table II), plotted as DT̂ T̂

l ¼ lðlþ 1ÞCT̂ T̂
l =ð2πÞ where T̂ is the cleaned map. Baseline methods are shown as solid curves in shades

of red and yellow. Idealized results are shown as solid curves in shades of green. Our new methods are shown as dashed or dotted curves
in shades of blue and purple. The asterisk (*) indicates an idealized method that cannot be applied to actual data and is included in this
work only for comparison purposes. Our new methods (dashed and dotted curves in shades of blue and purple) decrease the autospectra
of the cleaned maps from those of the baseline methods (solid curves in shades of red and yellow) toward those of the idealized results
(solid curves in shades of green), with more significant impacts using the H13 CIB model since the CIB and galaxies have higher
correlation in the H13 CIB model than in the P14 CIB model. In particular, one can compare the methods as follows: de-CIB (deproj
tSZ) (new) and ILC with constraint on gCIB (new) with ILC (deproj tSZ) (baseline) and ILC (deproj tSZ, no CIB) (idealized); ILC with g
freq maps (new) and de-(CIB þ tSZ) (new) with standard ILC (baseline) and standard ILC (no CIB or tSZ) (idealized); and ILC with
constraint on gCIB (deproj tSZ) (new) and ILC with constraints on gCIB and gtSZ (new) with ILC (deproj tSZ and CIB) (baseline). The
total CMB blackbody temperature power spectrum (lensed primary CMB and patchyþ late-time kSZ signal) is also shown for
comparison (solid black). Left: results using unWISE. Right: forecasts for a future LSS survey, such as Euclid, that contains ≈1.5 billion
galaxies, assuming the same redshift distribution and HOD as for unWISE. This figure illustrates the impact of the galaxy shot noise
values on our results and the associated improvements with future data.
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ratios of some of our new methods to each other, finding
that the ILC with galaxy maps as additional frequency
maps and de-(CIBþ tSZ) have the lowest cleaned map
autospectra of the new methods. In fact, those two methods
give almost exactly the same results in our calculations.
A crude estimate of the SNR for the kSZ power spectrum

can be defined as

SNR¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
l

ðCkSZ
l Þ2

σ2ðCtot
l Þ

s
with σ2ðCtot

l Þ¼ 2

ð2lþ1Þfsky
ðCtot

l Þ2;

ð36Þ

where CkSZ
l is the kSZ power spectrum, Ctot

l is the total
cleaned map power spectrum, fsky is the unmasked fraction
of the sky, and we sum over multipoles 2 ≤ l ≤ 104. Using
our models and various cleaning methods, we obtain the
kSZ power spectrum SNR results given in Table III,
assuming fsky ≃ 0.4, similar to that from SO [6]. The
relevant columns here are those labeled “using unWISE,”
which provide the SNRs given current data, i.e., the
unWISE galaxies. The latter two columns give projections
of the methods for future LSS surveys, which will be
discussed further in Sec. VIII. We note that these are not
forecasts of actual SNRs that would realistically be
obtained (as marginalization over additional parameters
in the sky model is necessary); rather, these numbers are

simply useful for comparing the relative SNR from the
various methods.
We also estimate the SNR for the total blackbody

(CMBþ kSZ) power spectrum, found by replacing CkSZ
l

in Eq. (36) with CCMB
l þ CkSZ

l and summing over multi-
poles 100 ≤ l ≤ 104 to avoid scales where the ISW signal
is large and would lead to biases in our methods. These
SNRs are provided in Table IV. We note that these
approximations of SNR for the total blackbody power
spectrum are likely fairly accurate, as the only major
approximation in this case is our neglect of Galactic
foregrounds, which are relevant at l≲ 1000.
To assess how well each method performs in removing

CIB contamination, we compute the correlation coeffi-
cients of the cleaned maps with the CIB field at each
frequency (Fig. 4), as well as their cross-power spectra
(Fig. 16 of Appendix C). (For concision, in this figure and
the figures that follow, we omit separate plots for 143
and 225 GHz since they are very similar to the 145 and
217 GHz plots, respectively.) As expected, the idealized
results (green curves) have near-zero correlation with the
CIB, whereas the baseline methods of standard ILC and
tSZ-deprojected ILC (red curves) display significant cor-
relation with the CIB. Our new methods (dashed and
dotted blue and purple curves) lower the correlation of the
cleaned maps with the CIB from the baseline method
results, with the constrained ILC methods requiring zero

FIG. 4. Correlation coefficients of the cleaned maps with the CIB at six frequencies, for each method. The asterisk (*) indicates an
idealized method that cannot be applied to actual data and is included in this work only for comparison purposes. Our new methods
(dashed and dotted curves in shades of blue and purple) decrease the correlation coefficient of the cleaned map with the CIB from those of
the baseline methods (solid curves in shades of red and yellow) toward those of the idealized methods (solid curves in shades of green). In
particular, one can compare the methods as follows: de-CIB (deproj tSZ) (new) and ILC with constraint on gCIB (new) with ILC (deproj
tSZ) (baseline) and ILC (deproj tSZ, no CIB) (idealized); ILC with g freq maps (new) and de-(CIBþ tSZ) (new) with standard ILC
(baseline) and standard ILC (no CIB or tSZ) (idealized); and ILC with constraint on gCIB (deproj tSZ) (new) and ILC with constraints on
gCIB and gtSZ (new) with ILC (deproj tSZ and CIB) (baseline). Results for 143 and 225 GHz are omitted for concision.
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gCIB and/or gtSZ tracer cross-correlation performing par-
ticularly well. We note that the ILC with both CIB and tSZ
signals deprojected does not have a correlation coefficient
of exactly zero simply because a CIB SED has to be
assumed for the deprojection (and this effective SED is not
the exact same as the actual SED of our modeled CIB
power spectra). This is a realistic representation of what
may happen when using this method on actual data, as the
effective CIB SED is not known exactly and the CIB
decorrelates across frequencies [7]. Moreover, we note that
since the CIB and tSZ fields have nonzero correlation, for
methods that do not explicitly deproject the tSZ field, some
of the residual correlation between the cleaned map and the
CIB may actually be due to the residual tSZ signal.
We also compute the cross-power spectra and correlation

coefficients of the cleaned maps with the tSZ field (Fig. 5).
Since the tSZ field is correlated with the CIB, any residual
CIB in the maps leads to nonzero correlation with the tSZ
signal, even if the tSZ signal is deprojected, as shown in
Fig. 5. From these results, we note a trade-off: our new
methods (that do not explicitly deproject the tSZ signal)
must choose between removing more of the CIB signal or
more of the tSZ signal; those that result in lower correlation
of the cleaned map with the CIB result in higher correlation
of the cleaned map with the tSZ signal, and vice versa. This
is particularly notable for the constrained ILC requiring
zero gCIB tracer cross-correlation, which does well for CIB
removal and much less well for tSZ removal, presumably
due to the unWISE galaxies’ lower correlation with the
Compton-y field (and also the fact that in that method we
are finding the linear combination of samples to specifically
optimize for CIB cleaning). It will therefore be crucial to

select a method that achieves a balance of cleaning both the
CIB and tSZ contaminants (or optimizing to clean which-
ever is more relevant to a given analysis), while also not
significantly adding noise to the cleaned map. Figure 6
evaluates how well each method achieves such a balance,
showing the meanDT̂ T̂

l over multipoles 2000 ≤ l ≤ 10000

plotted against the mean absolute correlation coefficients of
Tclean with the CIB and Compton-y fields computed over
the same multipoles. We note that this figure is specific to
our simulated joint (SOþ Planck) experiment noise con-
figuration. Assessing the bias-variance trade-off for other
instrument configurations is beyond the scope of this work.

VIII. FORECASTS USING FUTURE LSS SURVEYS

Future LSS surveys with wide-field survey instruments,
such as Euclid [35,36], Roman [37–39], and Rubin Legacy
Survey of Space and Time (LSST) [81], will measure
properties of over a billion galaxies. Since the shot noise of
the samples scales inversely with the number of galaxies,
the use of galaxies from these future surveys will signifi-
cantly decrease the shot noise on the galaxy map power
spectra, thereby increasing the correlation of the CIB with
the galaxy samples (assuming the redshift distributions are
unchanged for the sake of this argument). This increased
correlation will, in turn, increase the magnitude of the
improvements using our new methods, particularly at high
l. In this section, we provide approximate forecasts for
these improvements, given the specifications of Euclid.
Euclid is expected to image 1.5 billion galaxies out to

high redshifts z > 2 [35], whereas the unWISE catalog
contains 500 million galaxies. As an illustrative exercise,

FIG. 5. Left: cross-power spectra of the cleaned maps with the tSZ field (in dimensionless Compton-y units), plotted as
lðlþ 1ÞCTclean;y

l =ð2πÞ (in μK). Right: correlation coefficients of the cleaned maps with the tSZ field. The asterisk (*) indicates an
idealized method that cannot be applied to actual data and is included in this work only for comparison purposes. One can compare the
methods as follows: de-CIB (deproj tSZ) (new) and ILC with constraint on gCIB (new) with ILC (deproj tSZ) (baseline) and ILC
(deproj tSZ, no CIB) (idealized); ILC with g freq maps (new) and de-(CIBþ tSZ) (new) with standard ILC (baseline) and standard
ILC (no CIB or tSZ) (idealized); and ILC with constraint on gCIB (deproj tSZ) (new) and ILC with constraints on gCIB and gtSZ (new)
with ILC (deproj tSZ and CIB) (baseline).
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we assume the same HOD as for unWISE and a redshift
distribution of galaxies into blue, green, and red that is
identical to that in Table I. Therefore, we divide each of the
shot noise values in Table VII by a factor of 3 to obtain the
results in the right panels of Fig. 3. We see significant
improvements to the de-CIB method when the galaxy shot
noise is lower.
Estimates of the SNRs for the kSZ power spectrum for

such a future survey are shown in Table III in the latter two
columns, for both the H13 and P14 CIB models. SNR
estimates for the total CMB blackbody temperature power
spectrum for such a future survey are also shown, in
Table IV. Most of our methods involving the galaxy maps
exhibit higher SNRs with these future surveys than with
current data, as expected since the number of galaxies will
significantly increase. Of note is that, for the methods
involving ILC with zero-tracer-cross-correlation constraints
on gCIB and/or gtSZ, the SNR forecasts sometimes decrease
in spite of the increase in the number of galaxies. This is
because the galaxy shot noise only enters into the calcu-
lations for these methods for the determination of gCIB and/
or gtSZ, as explained in Sec. V; slight changes in the shot
noise could affect the relative contributions of the different
tracer maps to the linear combination with optimal corre-
lation with the CIB and/or tSZ signals. Importantly, we note
that such a decrease in the SNR would not occur in reality.
This is because it is unphysical to change the shot noise

without changing the cross-correlation of the CIB and tSZ
fields with the tracers as well. Our forecasts do not account
for changes in these cross-correlations and, therefore, likely
underestimate the improvements we would obtain using the
new methods with larger samples of galaxies. In particular,
although the ILC methods with zero-tracer-cross-correlation
constraints are sometimes projected to have lower SNR in
Tables III and IV with larger galaxy samples, these SNRs
would likely increase in reality due to higher correlation of
the tracers with the CIB and tSZ fields when there are more
galaxies included. As described in Sec. V, aside from the
determination of coefficients for the different tracer maps,
these methods have an implicit dependence on the shot
noise, but one would have to recompute the theoretical
prediction of cross-correlations with the tracers in a proper,
self-consistent way as the sample changes (which we are not
currently doing, for simplicity). Recomputing these theo-
retical cross-correlations would likely result in higher SNRs
than those in Tables III and IV for the other methods as well
using these future LSS surveys.

IX. DISCUSSION

In this work, we have developed new tSZ- and
CIB-removal methods using LSS tracers to enhance
detection of the total CMB blackbody temperature power
spectrum, including the kSZ signal (which dominates on
small angular scales). We have utilized the crucial fact

FIG. 6. Bias-variance trade-off for different methods, assessed in terms of trade-offs among the noise penalty, CIB correlation, and tSZ
correlation. The meanDT̂ T̂

l over multipoles 2000 ≤ l ≤ 10000 is plotted against the mean absolute Tclean × CIB or Tclean × Compton − y
correlation coefficient, also computed over multipoles 2000 ≤ l ≤ 10000. Correlation coefficients are shown for three select CIB
frequencies as well as the Compton-y field. Note that this figure is specific to our simulated joint SOþ Planck noise configuration. One
can compare the methods as follows: de-CIB (deproj tSZ) (new) and ILC with constraint on gCIB (new) with ILC (deproj tSZ) (baseline)
and ILC (deproj tSZ, no CIB) (idealized); ILC with g freq maps (new) and de-(CIBþ tSZ) (new) with standard ILC (baseline) and
standard ILC (no CIB or tSZ) (idealized); and ILC with constraint on gCIB (deproj tSZ) (new) and ILC with constraints on gCIB and gtSZ

(new) with ILC (deproj tSZ and CIB) (baseline).
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that the cross-correlation of the LSS tracers with the primary
CMB vanishes, as it also does with the kSZ signal due to the
equal probability of the line-of-sight electron velocity being
positive and negative. However, these LSS tracers are highly
correlated with the CIB and tSZ signals. Specifically, we
used the unWISE galaxy samples as the LSS tracers. To
forecast the performance of our methods, we have analyti-
cally modeled the microwave sky composed of the lensed
primary CMB, kSZ effect, tSZ effect, CIB (considering
two possibilities for the CIB model, H13 and P14),
radio sources, and detector þ atmospheric noise at eight

frequencies from 93 to 353 GHz, for a combined SO
and Planck-like experiment. The specifications of each
of the six new methods presented in this work [de-CIB
applied to an ILC with deprojected tSZ component; de-
(CIBþ tSZ) applied to standard ILC; ILC with the tracers g
as additional frequency maps; ILC with a zero-tracer-
correlation constraint using gCIB; tSZ-deprojected ILC with
a zero-tracer-correlation constraint using gCIB; and ILC with
zero-tracer-correlation constraints using both gCIB and gtSZ]
are discussed in Secs. III–Vand summarized in Table II. The
final cleaned map autospectra are shown in Fig. 3 for the

TABLE III. Crude estimate of the signal-to-noise ratio for the kSZ power spectrum [Eq. (36)] in each of the methods considered in this
work, for both the H13 and P14 CIB models. We show results using current unWISE data and also results for a future LSS survey
containing 3 times more galaxies than unWISE, such as Euclid (we assume the same HODs and redshift distributions as for unWISE).
We note that the overall magnitudes of these numbers are rough estimates; we present these numbers solely to compare the relative
magnitudes of the SNR for the various methods, CIB models, and LSS surveys. Of note is that the de-CIB method applied to a tSZ-
deprojected ILC map has a significantly higher SNR than simply a tSZ-deprojected ILC map, with improvements in SNR up to 20%
using unWISE and projected improvements up to 50% for future LSS surveys.

H13 CIB model
(using unWISE)

P14 CIB model
(using unWISE)

H13 CIB model
(future LSS survey)

P14 CIB model
(future LSS survey)

Standard ILC 115.32 115.25 115.32 115.25
Standard ILC (no CIB or tSZ)a 202.74 202.74 202.74 202.74
ILC with g freq maps 116.80 116.75 120.04 118.37
De-(CIBþ tSZ) 116.80 116.75 120.04 118.37
ILC with constraint on gCIB 110.67 95.43 110.58 96.65
ILC (deproj tSZ) 19.43 25.17 19.43 25.17
ILC (deproj tSZ, no CIB)a 62.21 62.21 62.21 62.21
De-CIB (deproj tSZ) 23.22 25.52 29.25 25.93
ILC (deproj tSZ and CIB) 5.94 7.33 5.94 7.33
ILC with constraint on gCIB (deproj tSZ) 6.36 8.47 6.34 8.43
ILC with constraints on gCIB and gtSZ 18.74 6.66 19.72 6.60

aAn idealized method that cannot be applied to actual data and is included in this work only for comparison purposes.

TABLE IV. Estimate of the signal-to-noise ratio for the total blackbody (CMBþ kSZ) temperature power spectrum in each of
the methods considered in this work, for both the H13 and P14 CIB models. We show results using current unWISE data and also
results for a future LSS survey containing 3 times more galaxies than unWISE, such as Euclid (we assume the same HODs and
redshift distributions as for unWISE). Of note is that the de-CIB method applied to a tSZ-deprojected ILC map has a higher SNR than
simply a tSZ-deprojected ILC map, with improvements in SNR up to 4% using unWISE and projected improvements up to 7% for
future LSS surveys.

H13 CIB model
(using unWISE)

P14 CIB model
(using unWISE)

H13 CIB model
(future LSS survey)

P14 CIB model
(future LSS survey)

Standard ILC 1168.84 1156.47 1168.84 1156.47
Standard ILC (no CIB or tSZ)a 1326.73 1326.73 1326.73 1326.73
ILC with g freq maps 1170.30 1168.32 1172.69 1178.59
De-(CIBþ tSZ) 1170.30 1168.32 1172.62 1178.59
ILC with constraint on gCIB 1166.39 1046.06 1166.25 1053.80
ILC (deproj tSZ) 798.37 834.22 798.37 834.22
ILC (deproj tSZ, no CIB)a 946.23 946.23 946.23 946.23
De-CIB (deproj tSZ) 828.71 836.47 857.11 838.48
ILC (deproj tSZ and CIB) 686.67 720.92 686.67 720.92
ILC with constraint on gCIB (deproj tSZ) 700.39 737.77 699.57 736.97
ILC with constraints on gCIB and gtSZ 492.59 710.77 503.45 709.39

aAn idealized method that cannot be applied to actual data and is included in this work only for comparison purposes.
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two CIB models considered, and for both unWISE
and future surveys, and the estimates of the relative kSZ
power spectrum and total CMB blackbody temperature
power spectrum SNRs are presented in Tables III and IV,
respectively.
The SNRs and Fig. 3 show a clear consequence of

explicit deprojection of components in the ILC. The spectra
cluster into three groups: those with no deprojected sky
components, those with only the tSZ component depro-
jected, and those with both the CIB and tSZ components
deprojected. When both the CIB and tSZ components are
deprojected, the resulting ILC map autospectrum blows up
at high l due to the significant noise penalty incurred,
making this an unfavorable method, although it is robust
against residual contamination from these fields (see
Figs. 5–16). In addition to the noise penalty, one further
disadvantage of this method is that we have to assume some
specific CIB SED, which is not known from first principles.
For the first two groups of methods (no deprojection and

tSZ deprojection), we assess how well our new methods do
in moving away from the baseline method in that group
toward the idealized method in that group. The de-CIB
method exhibits a larger move toward the idealized method
in its group (tSZ deprojection) than do the de-(CIBþ tSZ)
method and the ILC with g as frequency maps method in
their group (no deprojection); in fact, applying de-CIBing to
a tSZ-deprojected ILC map results in a SNR improvement
of 20% with unWISE data and a projected 50% improve-
ment for future LSS surveys, when compared to a
tSZ-deprojected ILC map with no special CIB-removal
procedure. This is a non-negligible improvement that can be
obtained with the unWISE data that are already on hand.
Moreover, the methods involving an ILC with an explicit
additional zero-tracer-correlation constraint using gCIB fall
somewhere between these groups, depending on the CIB
model. This spatial deprojection of gCIB results in less
additional noise in the cleaned map than does the spectral
deprojection of the tSZ or CIB component.
The approach of using external galaxy maps in a standard

minimum-variance CMB ILC could also be extended using
other foreground maps, e.g., neutral atomic hydrogen
maps [82,83]. However, in the method of requiring zero
cross-correlation of our ILC map with the g maps, we are
effectively putting in prior knowledge that the g maps are
indeed purely tracers of a contaminant field and contain no
contribution from the signal of interest, which is a valid
assumption for the CMB and kSZ signals at l≳ 100. We
are thus effectively performing a “spatial deprojection” of
any component traced by the g field from the final ILC map.
For this procedure to work, it is crucial that we have
multiple frequencies (as for any ILC method) and that the
SED of the contaminants (the CIB and tSZ fields, in the case
of LSS tracer g maps) is different from that of the preserved
component (the CMB/kSZ signal here). It is also important
that the g maps are not correlated with the signal of interest

in our ILC (which is violated by the ISW signal at low
multipoles in this case, as discussed earlier).
Based on our forecasts, the methods of using ILC with a

zero-tracer-cross-correlation constraint on gCIB (with no
tSZ deprojection) and using ILC with galaxy maps as
additional frequency maps (also with no tSZ deprojection)
appear to have the best balance of removing contamination
while maintaining the kSZ and CMB blackbody power
spectra SNRs. However, the idea of applying delensinglike
techniques to this problem is still useful, as the de-CIB
method can be used in conjunction with an ILC that
deprojects the tSZ component, without significantly
decreasing the kSZ and CMB blackbody power spectrum
SNRs. We further note that, if the goal is simply to produce
a cleaned map with minimal correlation to the CIB and tSZ
contaminants (without the concern of added noise or
decreased SNR), our method of tSZ-deprojected ILC with
the additional zero-tracer-cross-correlation constraint on
gCIB performs just as well as the method of ILC with the
explicit deprojection of both the CIB and tSZ components.
Moreover, the former results in a cleaned map with less
noise than the latter and also allows one to not have to
model a specific CIB SED.
Of note is the ILC with additional zero-tracer-correlation

constraints using both gCIB and gtSZ (purple dash-dotted
curve). From Fig. 3, the autospectrum of the resulting ILC
map from this method looks vastly different for the H13 and
P14 CIB models. We note that, in Figs. 3–5, the results from
this method match fairly well with those from the other ILC
methods with two deprojected components at low l;
however, at high l, the results from this method begin to
converge with those for the ILC with the zero-tracer-
correlation constraint using only gCIB (dashed cyan curve).
This is because the CIB and tSZ signals are highly
correlated at high l in the H13 CIB model, but not in
the P14 CIB model, as shown in Fig. 10. When the CIB and
tSZ signals are highly correlated, so too are gCIB and gtSZ.
As explained in Sec. V, spatially deprojecting two highly
correlated combinations of tracers allows both tracer com-
binations to be deprojected for the price of one in terms of
the noise penalty resulting from the ILC procedure.
An important note for all of the methods is that we can use

these approaches on actual data without theoretical models
of the different sky components, galaxy maps, and corre-
lations among them. The theoretical models presented in this
work are simply needed for forecasting the impacts of the
different methods on kSZ and CMB blackbody power
spectrum detection. A slight exception to this is the
determination of coefficients for the optimal linear combi-
nation of tracer maps, used in the de-CIB [or de-
(CIBþ tSZ)] and ILC with zero-tracer-correlation constraint
methods, where correlations between the galaxies and CIB
and tSZ signals are modeled to provide optimal results.
Nevertheless, as discussed in Secs. III and V, even in these
cases, slight model misspecifications would only affect the
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optimality of the methods by some small amount. To
validate this claim, we experiment with running the de-
CIB procedure on a sky model containing the H13 CIB field
(along with all other millimeter-wave fields), but using the
P14 CIB model to determine the optimal tracer combination.
We find only a ≈10% difference in the autospectrum of the
cleaned map, averaged over multipoles 2000 ≤ l ≤ 10000,
with even less discrepancy at l < 2000, when using the P14
CIB model to determine the optimal tracer combination,
versus using the H13 CIB model for this purpose. We note
that this is a “worst-case scenario” example, since the H13
and P14 models are extremely different, and the two models
encompass the true data that would be used to determine the
optimal tracer combination in an actual analysis.
We note that our new methods would bias the cleaned

maps on scales where the ISW effect or Rees-Sciama
effect is significant, since those signals are correlated
with galaxies, CIB, and the tSZ effect (e.g., [84–88]).
Fortunately, the Rees-Sciama effect is always very small
(well below the kSZ signal) [89], and the ISW effect is
limited to very large scales [90]. Thus, our methods work
well at 200≲ l≲ 10000, ideal for constructing a CIB-
and tSZ-cleaned map for kSZ analyses. We also note that
these methods may be useful in the context of CMB
temperature bispectrum estimation and associated con-
straints on primordial non-Gaussianity, which are suscep-
tible to tSZ- and CIB-related foreground biases [91,92];
however, we leave an investigation of applications to
higher-order statistics to future work.
As previously mentioned, the H13 and P14 CIB models

encompass the observational data, so the true forecasts of
our new methods likely lie somewhere between those using
the two CIB models. As evident from Fig. 3, our methods
appear to be more effective for the H13 CIB model, for
which the majority of results in Sec. VII are shown (and for
which the CIB is also more strongly correlated with the
unWISE galaxies than in the P14 CIB model, as can be seen
from the correlation coefficients shown in Fig. 12).
Nevertheless, the impacts of these methods on enhancing
kSZ and CMB blackbody power spectrum measurements
will likely be larger than what is shown. As discussed in
Sec. VIII, this is because the galaxy shot noise is a
significant factor in our results. Decreasing the shot noise
increases the correlation of the CIB with the galaxy samples,
thereby increasing the magnitude of the improvements with
our newmethods, particularly at high l. Since the shot noise
scales inversely with the number of galaxies, our results will
become even more significant with larger LSS surveys, such
as Euclid, Roman, and Rubin LSST, in the future.
There are several areas where the current analysis could

be improved. First, precisely constraining the exact CIB
model and the unWISE galaxy HOD would improve the
forecasts presented in this work, which, as we noted, lie in
between the P14 and H13 CIB models. Second, the CIB and
tSZ contaminant-removal methods presented in this work

would benefit from including models for additional sky
components, such as the cross-correlations with the radio
sources, as well as the recently studied extragalactic CO
emission lines [93], whose cross-correlations with the CIB
at 150 and 220 GHz tend to be on the order of the CIB-tSZ
correlations.
Next steps for this work would include validating the

new methods using map-level simulations and further
applying them to data. When applying these methods to
real data, it would be advantageous to perform ILC in the
needlet basis [47] to obtain weights that vary as a function
of both position and scale, thus providing a more optimal
weighting scheme for non-Gaussian foregrounds such as
the tSZ field. Thus, future work would also include
generalizing our new methods to the needlet basis.
While this would be trivial for some methods, such as
an ILC with g as additional frequency maps, other
approaches would require more careful construction. For
the data application, the unWISE catalog, with its large
number density and high-redshift overlap with the CIB,
seems particularly well suited for the methods presented
here, and, as noted before, it is not necessary to constrain
its galaxy clustering model (e.g., HOD) for most of the
methods, which is a particularly difficult task at high l.
We note that gains with our methods could be even larger

even using only current data, as we could use arbitrarily
many different galaxy catalogs to increase correlation of the
tracers with the CIB and tSZ contaminants, e.g., the Dark
Energy Survey [94], 2-Micron All-Sky Survey [95], and the
Baryon Oscillation Spectroscopic Survey [96], and even
other LSS tracers like galaxy lensing or CMB lensing maps.
Future surveys will significantly expand upon these samples
and thus yield even larger improvements when using our
techniques.
Our code is publicly available; see [97]. Also, detailed

computational settings used to calculate our analytical
theory predictions, presented in Appendix A, can be found
at [98]. Simons Observatory noise models are available
in Ref. [99].
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APPENDIX A: THEORETICAL MODELS OF THE
COMPONENT AUTO- AND CROSS-SPECTRA

In this appendix, we present the theoretical models used
for the sky components considered in this work: the tSZ,
kSZ, and CIB fields, the galaxy halo occupation distribu-
tion, and the radio source contribution. For the tSZ, CIB,
and galaxy fields, we give analytical halo model expres-
sions. For the kSZ power spectrum, we describe the
simulations from which it was obtained, and for the radio
contribution, we describe a simple analytical model
assumed in this work.

1. Angular power spectra predictions in the halo model

In this subsection, we give the predictions for the
component auto- and cross-power spectra in the halo
model used in our analysis, i.e., the tSZ effect, CIB, and
galaxy overdensity fields. These components are com-
puted with the CLASS_SZ code version 1.01 [102,103], an
extension of CLASS [104] version 2.9.4, which enables
halo model computations of various cosmological observ-
ables. We describe the exact choice of selected parameters
in Appendix B.
The halo model is an analytical framework that sta-

tistically describes the matter density field and other
cosmological observables (e.g., galaxy density or CIB).
The halo model assumes that all matter exists in the form of
dark matter “halos.” For more details about this model, we
refer the reader to Refs. [68–70]. In the halo model, the
power spectrum is the sum of one- and two-halo terms,
which account respectively for the correlations of dark
matter particles (or some other field) within one halo and
between two distinct halos. Thus, we can write the angular
power spectrum as

Cij
l ¼ Cij;1h

l þ Cij;2h
l ; ðA1Þ

where Cij;1h
l (Cij;2h

l ) is the one-halo (two-halo) term of the
correlation between tracers i and j (i and j can be the same
tracer). We use i and j to refer to specific tracers here, not
frequency channels as in the earlier sections.

We compute the one-halo term by integrating the
“multipole-space kernels” of tracers i and j, uilðM; zÞ
and ujlðM; zÞ, over halo mass M and redshift z,

Cij;1h
l ¼

Z
z2

z1

dz
d2V
dzdΩ

Z
M2

M1

dM
dn
dM

uilðM;zÞujlðM;zÞ; ðA2Þ

where dV is the cosmological volume element, defined in
terms of the comoving distance χðzÞ to redshift z as

dV ¼ χ2dχ ¼ cχ2

HðzÞ ð1þ zÞd lnð1þ zÞ, where HðzÞ is the

Hubble parameter and c is the speed of light. Note that
dΩ is the solid angle of this volume element and dn=dM is
the differential number of halos per unit mass and volume,
defined by the halo mass function (HMF), where in
our analysis we use the Tinker et al. analytical fitting
function [32].
The two-halo term of the power spectrum of tracers i and

j is given by

Cij;2h
l ¼

Z
z2

z1

dz
d2V
dzdΩ

����
Z

M2

M1

dMi
dn
dMi

bðMi;zÞuilðMi;zÞ
����

×

����
Z

M2

M1

dMj
dn
dMj

bðMj;zÞujlðMj;zÞ
����Plin

	
lþ 1

2

χ
; z



;

ðA3Þ

where Plinðk; zÞ is the linear matter power spectrum
(computed with CLASS within CLASS_SZ) and bðM; zÞ is
the linear bias describing the clustering of the two tracers
(e.g., [105,106]). We model the linear halo bias using the
Tinker et al. [107] fitting function. In this work, we use
z1 ¼ 0.005 and z2 ¼ 12 for the redshift range.
Note that in principle the mass limits in the integrals in

Eqs. (A2) and (A3), M1 and M2, can be different for
different tracers and can also depend on redshift, i.e., we
can introduceMi

1ðzÞ andMj
1ðzÞ [and similar for M2ðzÞ]. In

that case, in the one- and two-halo terms of the autocorre-
lations of tracer i, one will use those mass limits Mi

1ðzÞ
and Mi

2ðzÞ instead. For the two-halo term of the cross-
correlations between tracer i and tracer j, each mass integral
in Eq. (A3) will be integrated over its ownmass range, while
for the one-halo term, the lower (upper) mass limit will be
chosen as the maximum (minimum) of the two values
for tracer i and tracer j, i.e., M1ðxÞ ¼ max ðMi

1ðzÞ;Mj
1ðzÞÞ

and M2ðzÞ ¼ min ðMi
2ðzÞ;Mj

2ðzÞÞ. We introduce this pos-
sibility because one of the models of the CIB emission we
consider in this work uses a redshift-dependent MCIB

1 ðzÞ
(see Sec. B 2 for more details). However, in general, unless
stated otherwise, we assume M1 ¼ 7 × 108M⊙=h and
M2 ¼ 3.5 × 1015M⊙=h, motivated by the mass range con-
sidered in [60] for the unWISE galaxies.
In the following subsections, we present the expressions

for the multipole-space kernels of the tracers of interest for
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us, i.e., the tSZ effect, CIB, and galaxy overdensity which
constitute the building blocks of the one- and two-halo
terms of the auto- and cross-correlations, according to
Eqs. (A2) and (A3) (note that we include the kSZ effect in
our analysis, but the cross-correlation between kSZ and
other tracers of LSSs vanishes at first order due to the
oscillating line-of-sight velocity, and therefore we do not
consider any cross-correlations involving this field).

a. HOD

The halo occupation distribution is a model within the
larger halo model framework that describes the distribution
of galaxies within dark matter halos. In the HOD model,
there exist two types of galaxies: centrals, located at the
center of each halo, and satellite galaxies, distributed within
the host halo according to some specified prescription. In
this work, we follow the HOD model of the unWISE
galaxies from [60], with some small changes detailed in
Sec. B 1.
The HODmodel used in [60] is a modified version of the

widely used Zheng and co-workers HOD model [66,71],
with some adjustments following the DES-Y3 HOD
analysis [108]. In this model, the expectation value for
the number of central galaxies Nc in a halo of mass M is
given by

NcðMÞ ¼ 1

2

�
1þ erf

	
logM − logMHOD

min

σlogM


�
; ðA4Þ

where MHOD
min is the characteristic minimum mass of halos

that can host a central galaxy, σlogM is the width of the
cutoff profile [66], and erf is the error function.
The expectation value for the number of satellite galaxies

Ns in a halo is given by a power law and coupled to Nc in
the following way:

NsðMÞ ¼ NcðMÞ
�
M −M0

M0
1

�
αs
; ðA5Þ

where αs is the index of the power law of the satellite
profile, M0 is the mass scale above which the number of
satellites grows, and M0

1 sets the amplitude.
This standard HOD prescription consists of five free

parameters: two for the central galaxies (MHOD
min , σlogM) and

three for the satellite profile (αs, M0, and M0
1). The authors

of [60] followed the DES-Y3 HOD model [108] and only
chose to constrain four HOD parameters: σlogM, αs, MHOD

min ,
and M0

1, setting M0 ¼ 0.

b. Galaxy overdensity

The galaxy overdensity multipole-space kernel uglðM; zÞ
is defined as

uglðM; zÞ ¼ WgðzÞn̄−1g ½Nc þ Nsuml ðM; zÞ�; ðA6Þ

where Nc and Ns are the HOD expectation value for
the number of central and satellite galaxies [Eqs. (A4)
and (A5)], n̄g is the mean number density of galaxies
given by

n̄gðzÞ ¼
Z

Mmax

Mmin

dM
dn
dM

ðNc þ NsÞ; ðA7Þ

and WgðzÞ is the galaxy window function defined as

WgðzÞ ¼
HðzÞ
cχ2ðzÞ

1

Ntot
g

dNg

dz
; with Ntot

g ¼
Z

dz
dNg

dz
; ðA8Þ

where 1
Ntot

g

dNg

dz is the normalized galaxy distribution of

the given galaxy sample, and uml is the Fourier transform
of the dark matter density profile. We model uml using
the standard Navarro-Frenk-White (NFW) dark matter
profile [33], with truncation at rout ¼ λNFWr200c, described
by an analytic formula [109]

uml ðM; zÞ ¼
 
cosðqÞ½Ciðð1þ λNFWc200cÞqÞ − CiðqÞ�

þ sinðqÞ½Siðð1þ λNFWc200cÞqÞ − SiðqÞ�

−
sinðλNFWc200cqÞ
ð1þ λNFWc200cÞqÞ

!

×
M
ρm;0

fNFWðλNFWc200cÞ; ðA9Þ

where ρm;0 is the mean matter density at z ¼ 0, and CiðxÞ ¼R
∞
x dt cosðtÞ=t and SiðxÞ ¼ R x0 dt sinðtÞ=t are the cosine
and sine integrals, with the argument q defined as
q ¼ k r200c

c200c
, where k ¼ ðlþ 1=2Þ=χ is the wave number,

r200c is the mass-dependent radius that encloses massM200c
(the mass enclosed within the spherical region whose
density is 200 times the critical density of the Universe),
and c200c is the concentration parameter computed with the
concentration-mass relation defined in Ref. [34]. Finally,
the NFW function fNFW is given by

fNFWðxÞ ¼ ½lnð1þ xÞ − x=ð1þ xÞ�−1: ðA10Þ

The galaxy multipole-space kernel uglðM; zÞ defined in
Eq. (A6) will enter all cross-correlations involving galaxies,
as well as the two-halo term of the autocorrelation Cgg

l ,
according to Eqs. (A2) and (A3); however, the one-halo
term of Cgg

l needs to be modified. Following Sec. 2.2 in
Ref. [110], we use the second moment of the galaxy
multipole-space kernel uglðM; zÞ, not simply the square of
Eq. (A6), which is given by [see Eqs. (15) and (16) in
Ref. [52] ]
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hjuglðM;zÞj2i ¼WgðzÞn̄−2g ½N2
suml ðM;zÞ2 þ 2Nsuml ðM;zÞ�;

ðA11Þ

where Ns is the expectation value for the number of
satellites, given in Eq. (A5), and n̄g is the mean number
density of galaxies [Eq. (A7)]. Thus, the one-halo term for
the galaxy autocorrelation is given by

Cgg;1h
l ¼

Z
z2

z1

dz
d2V
dzdΩ

Z
M2

M1

dM
dn
dM

hjuglðM; zÞj2i; ðA12Þ

while the two-halo term is

Cgg;2h
l ¼

Z
z2

z1

dz
d2V
dzdΩ

����
Z

M2

M1

dM
dn
dM

bðM; zÞuglðM; zÞ
����2Plin

×

	
lþ 1

2

χ
; z



: ðA13Þ

For all correlations involving galaxy overdensity, we
must also take into account the galaxy lensing magnifica-
tion contribution, which arises from the fact that the
luminosity function of galaxies is steep at the faint end,
near the threshold for detection. The lensing magnification
is a real, not observational, effect; therefore it must be
included in the analytical halo model. It is quantified by the
logarithmic slope of the galaxy number counts as a function
of apparent magnitude m near the magnitude limit of the
survey defined as s ¼ d log10 N

dm (we will discuss relevant
values for the unWISE galaxies later in the text).
The observed galaxy overdensity field gobs is the sum of

the true overdensity field g and the galaxy lensing magni-
fication field μg. As an example, the observed cross-
correlation of galaxy overdensity and the Compton-y
parameter includes the lensing magnification term C

yμg
l ,

Cyg;obs
l ¼ Cyg

l þ C
yμg
l : ðA14Þ

For the autocorrelation of a galaxy sample, the lensing
magnification will appear both in the cross-correlation with
galaxy overdensity, as well as in its own autocorrelation,

Cgg;obs
l ¼ Cgg

l þ 2C
gμg
l þ C

μgμg
l : ðA15Þ

Each correlation involving the lensing magnification can
be similarly written in the halo model as a sum of the one-
and two-halo terms, according to Eqs. (A2) and (A3). The
multipole-space kernel for galaxy lensing magnification u

μg
l

can be written as

u
μg
l ðM; zÞ ¼ ð5s − 2ÞWμgðzÞuml ðM; zÞ; ðA16Þ

where uml is the dark matter profile defined in Eq. (A9) and
the lensing magnification bias window function Wμg is

WμgðzÞ ¼
3

2

ΩmðH0=cÞ2
χ2ðzÞ ð1þ zÞχðzÞIgðzÞ

with IgðzÞ ¼
Z

zmax

z
dzg

1

Ntot
g

dNg

dz

χðzgÞ − χðzÞ
χðzgÞ

; ðA17Þ

where χðzgÞ is the comoving distance to galaxies at redshift

zg and 1
Ntot

g

dNg

dz is the normalized galaxy distribution of the

given galaxy sample from Eq. (A8).
For all components considered in this work that involve

galaxy overdensity, we assume that their auto- and cross-
correlations include their respective lensing magnification
contributions, without explicitly saying so.
In this work, we compute not only galaxy autocorrela-

tions but also cross-correlations of different galaxy samples.
The one- and two-halo terms of the cross-correlation
between two galaxy samples g1 and g2 is straightforwardly
computed following Eqs. (A2) and (A3). The galaxy
multipole-space kernels ug1l ðM; zÞ and ug2l ðM; zÞ are given
by Eq. (A6), where the sample-specific parameters like the
redshift distribution or the redshift and mass range can be
adjusted for a given catalog.

c. Cosmic infrared background

In this subsection, we give the halo model description of
the CIB emission, which is based on the model presented in
Shang et al. [72], which was further used in many other
analyses, including [75,80,111,112]. Following [72], we
can define the CIB in the halo model analogously to the
galaxy HOD, but with additional prescriptions that describe
the infrared emission of each galaxy.
First, we can write the specific intensity of the CIB Iν at

frequency ν as

Iν ¼
Z

dχ
dz

aðzÞj̄νðzÞdz; ðA18Þ

where j̄νðzÞ is the average emissivity (e.g., [112]),

j̄νðzÞ ¼
Z

dM
dn
dM

Lð1þzÞνðM; zÞ
4π

; ðA19Þ

where Lð1þzÞνðM; zÞ is the infrared luminosity of a halo of
mass M at redshift z and the factor of (1þ z) in the
frequency accounts for redshifting of the emitted radiation.
The expression for j̄νðzÞ should be compared to the
analogous equations for galaxy number density within
the HOD in Eq. (A7).
The luminosity Lð1þzÞνðM; zÞ is the sum of the contri-

butions from the central and satellite galaxies, defined by
Lc
ð1þzÞνðM; zÞ and Ls

ð1þzÞνðM; zÞ, respectively. In this work,

we follow the assumption made in [112] that both the
central and satellite luminosity depend on the same galaxy
luminosity model Lgal

ð1þzÞνðM; zÞ (which is only dependent
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on the mass of the host haloM and redshift z), weighted by
the number of centrals and satellites, respectively. Thus, the
central luminosity, Lc

ð1þzÞνðM; zÞ can be defined as

Lc
ð1þzÞνðM; zÞ ¼ NCIB

c ðM; zÞLgal
ð1þzÞνðM; zÞ; ðA20Þ

where the number of CIB central galaxies in a halo NCIB
c ,

similar to the galaxy HOD, is either zero or one, depending
on whether the halo mass M is smaller or larger than the
parameter MCIB

min , the minimum mass to host a central
galaxy that sources CIB emission. This requirement can be
written as

NCIB
c ðM; zÞ ¼

�
0; if M < MCIB

min

1; if M ≥ MCIB
min :

ðA21Þ

The satellite luminosity Ls
ð1þzÞνðM; zÞ, that is, the luminosity

of a halo due to its satellite galaxies, is given by

Ls
ð1þzÞνðM; zÞ ¼

Z
dMs

dN
dMs

Lgal
ð1þzÞνðM; zÞ; ðA22Þ

where dN
dMs

is the subhalo mass function.
The luminosity of galaxies Lgal

ð1þzÞν is governed by the
“luminosity-mass relation” (or L −M relation), which can
be written as

Lgal
ð1þzÞν ¼ L0ΦðzÞΣðMÞΘðð1þ zÞνÞ; ðA23Þ

where L0 is a normalization factor, ΦðzÞ describes the
redshift evolution, ΣðMÞ is the mass dependence, and Θ is
the SED of the infrared emission. We describe parametrized
functions for the L −M relation below and discuss the
specific values of the model parameters in Appendix B.
The redshift evolution of the L-M relation is para-

metrized by a power-law index δCIB in the form of

ΦðzÞ ¼ ð1þ zÞδCIB : ðA24Þ

It is well motivated by observations [113,114], however, to
extend the redshift evolution of the L-M relation, by
including the so-called plateau redshift zp, where δCIB ¼
0 at z ≥ zp,

ΦðzÞ ¼
� ð1þ zÞδCIB ; if z < zp;

1; if z ≥ zp
: ðA25Þ

This approach was taken in [75,111], where the authors
assumed zp ¼ 2, motivated by observations [113,114]. We
also follow this prescription and include zp as a parameter
in our model, to be specified below.

The mass dependence of the L −M relation is written as

ΣðMÞ ¼ Mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πσ2L−M

p e−ðlog10 M−log10 MCIB
eff Þ=2σ2L−M ; ðA26Þ

with two free parameters, MCIB
eff the peak of the specific IR

emissivity and σ2L−M which controls the range of halo
masses that source the CIB emission.
The CIB SED is the standard modified blackbody

combined with a power-law decline at high frequencies,

Θ ¼
(
νβ

CIB
BνðTdðzÞÞ if ν < ν0;

νγ
CIB

if ν ≥ ν0;
ðA27Þ

where BνðTÞ is the Planck function at temperature T, ν0 is
the break frequency that has to satisfy the continuous
derivative requirement

d lnΘðν; zÞ
d ln ν

¼ −γCIB; ðA28Þ

and TdðzÞ is the dust temperature at redshift z that we
parametrize as

TdðzÞ ¼ T0ð1þ zÞαCIB ; ðA29Þ

with T0 and αCIB being free parameters.
To sum up, the CIB model considered in this work [72]

has ten free parameters fL0; αCIB; βCIB; γCIB; T0; Meff ;
σ2L−M; δ

CIB; MCIB
min ; ðzpÞg. Their exact values are presented

in Appendix B for the two CIB models considered in
this work.
In CIB modeling and analysis [55,72,112], one usually

implements a flux cut above which bright sources are
detected and can be removed (thus suppressing the Poisson
power associated with these objects). In our modeling, we
follow this prescription and remove all halos whose total
luminosity is larger than the luminosity corresponding to a
given flux cut value Sν, defined as

Sν ¼
Lð1þzÞνðM; zÞ
4πð1þ zÞχ2 : ðA30Þ

We give the flux cut values for each CIB frequency that we
use in this work in Table V; for the Planck experiment
frequencies we use the values given in Ref. [55], and for SO
frequencies those in the SO forecast paper [115].
Finally, putting all of the pieces together, the CIB

multipole-space kernel uνlðM; zÞ at frequency ν can be
written [analogously to uglðM; zÞ in Eq. (A6)] as

uνlðM;zÞ ¼WIνðzÞj̄−1ν
Lc
ð1þzÞν þLs

ð1þzÞνu
m
l ðM;zÞ

4π
; ðA31Þ
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where the CIB window function WIνðzÞ is defined as

WIνðzÞ ¼ aðzÞj̄νðzÞ: ðA32Þ

The one- and two-halo terms of the CIB are then
computed according to Eqs. (A2) and (A3) using the above
formula for uνl. Note that, in this work, we consider not only
the autocorrelations of the CIB emission at the same
frequency ν, Cνν

l , but also cross-correlations of the CIB
emission at different frequencies ν and ν0, i.e., Cνν0

l . These
can be computed analogously according to the prescription
presented in this subsection.

d. Thermal Sunyaev-Zel’dovich effect

The electron pressure, i.e., Compton-y, multipole-space
kernel uylðM; zÞ is given by (e.g., [116,117])

uylðM; zÞ ¼ σT
mec2

4πrs
l2
s

Z
xmax

xmin

dx x2sincðwlxÞPeðx;M; zÞ;

with wl ¼ lþ 1
2

ls
; ðA33Þ

where σT is the Thomson cross section, me is the electron
mass, and the mass-dependent rs and ls are the character-
istic radius and the characteristic multipole of the pressure
profile, related via

ls ¼
dA
rs

¼ 1

ð1þ zÞ
χ

rs
; ðA34Þ

where dA ¼ χ=ð1þ zÞ is the angular diameter distance to
redshift z. The integration variable x ¼ r=rs is the ratio

between the distance from the center of the halo r and its
characteristic radius rs. The pressure profile Peðx;M; zÞ is a
quantity that parametrizes the radial pressure, and there
exist various choices for Pe in the literature. We set xmin ¼
10−5 and xmax ¼ 4.
In this work, we consider the Battaglia et al. [76] (B12

hereafter) pressure profile Peðx;M; zÞ, which is parame-
trized using the generalized NFW formula

Peðx;M; zÞ ¼ PΔP0

	
x
xc



γy
�
1þ

	
x
xc



λy
�
−βy

; ðA35Þ

where

PΔ ¼ GΔMΔρcðzÞΩb

2RΔΩm
ðA36Þ

for any spherical overdensity definition Δ relative to
the critical density ρc. As in [76] (and the literature
after [106,118]), we set λy ¼ 1.0 and γy ¼ −0.3 and
parametrize P0, xc, and βy according to a scaling relation,
which for a parameter X can be written as

XðMΔÞ ¼ XΔ

	
MΔ

1014M⊙



αy

ð1þ zÞωy
; ðA37Þ

where X denotes any of the parameters P0, xc, and βy, XΔ
is the value of that parameter at MΔ ¼ 1014M⊙ at z ¼ 0,
and αy and ωy are free parameters. We set those parameters
to the standard B12 values [76] (the AGN feedback model
at Δ ¼ 200 from their Table 1), which are also summa-
rized in more detail in Appendix B 4.
To obtain the auto- and cross-correlations of the tSZ field

at some frequency, we multiply the auto- and cross-
correlations of the Compton-y field by the standard tSZ
spectral function at each frequency ν, i.e.,

gðνÞ ¼ TCMB

	
x coth

	
x
2



− 4



; ðA38Þ

where x ¼ hPν=ðkBTCMBÞ, with hP the Planck constant, kB
the Boltzmann constant, and TCMB the CMB temperature
today, for which we take TCMB ¼ 2.726 K.

2. Kinematic Sunyaev-Zel’dovich effect

In this work, we do not compute the kSZ power spectrum
within the halo model, but rather use simulated kSZ power
spectra from [77,78] for the late-time and patchy kSZ
contributions, respectively. As noted before, we do not
consider any cross-correlations between the kSZ effect and
other fields, as they are zero to first order due to the electron
velocity being as likely to be positive as to be negative.
To compute the postreionization (late-time) contribu-

tions to the kSZ effect, the authors of Ref. [77] used a
suite of periodic-box, high-resolution hydrodynamical,

TABLE V. Point source flux cut values (in mJy) for CIB
frequencies (in gigahertz) considered in this work. The Planck
frequency (100, 217, 353, 545 GHz) flux cut values come from
Table 1 in Ref. [55], while for the SO frequencies (93, 145,
280 GHz), we use the flux cut values from the SO forecast
paper [115]. The flux cut is implemented according to Eq. (A30)
for each frequency (in both auto- and cross-correlations involving
the CIB). The 545 GHz channel is not considered in our
forecasting calculations, but since we use this frequency in
comparison to data, we include it here as well for completeness.

Frequency (GHz) Flux cut (mJy)

93 7
100 400
143 350
145 15
217 225
225 20
280 25
353 315
545 350
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TREEPM-SPH simulations of the cosmic web with AGN
feedback. These simulations are the same as those from
which the pressure profile model for the Compton-y field
described above is obtained.
For the patchy reionization contributions to the kSZ

effect, the authors of Ref. [78] found the amplitude of the
kSZ signal at l ¼ 3000 by using a method calibrated
from radiation-hydrodynamic simulations at the epoch of
reionization (the past light cone spanning redshifts z ¼
5.5–z ¼ 20). The predictions were made in relatively large
volumes (compared to previous approaches) (L ≥ 2 Gpc
h1). They employed a semianalytic model for reionization
based on Ref. [119] and assumed the Nine-Year Wilkinson
Microwave Anisotropy Probe cosmology.
We obtain the total kSZ power spectrum by taking the

sum of the late-time and patchy contributions. The kSZ
SED is identical to that of the primary CMB blackbody.

3. Radio source contribution

In our modeled millimeter-wave sky, we also include a
contribution from Poisson-distributed radio point sources.
Following the Atacama Cosmology Telescope (ACT)
analyses in [120,121], we assume that the radio source
autopower can be modeled as a Poissonian with a fiducial
radio SED, which can be written as

Dradio
l ¼ As

	
lðlþ 1Þ
l0ðl0 þ 1Þ



2
	
νiνj
ν20



βs
; ðA39Þ

where—following [121]—we set the Poissonian ampli-
tude As, referenced at l0 ¼ 3000 at ν0 ¼ 150 GHz, to be
As ¼ 3.74 μK2 (the mean Poisson value of the radio power
of the deep ACT region, given in Table 7 of [121]) and
βs ¼ −0.5. We convert the predictions for the radio auto-
and cross-frequency power spectra from intensity units to
thermodynamic temperature units, as is done for the CIB
(see Appendix H).
In this work, we do not consider any cross-correlations

between the radio sources and other sky components, as
they tend to be smaller than the other contributions and
have only recently been modeled [122]. However, incor-
porating these additional components should be considered
in future forecasting work.

APPENDIX B: SPECIFIC MODELING CHOICES
AND COMPARISON TO DATA

In this appendix, we present the specific modeling
choices used for the forecasting calculations in our analysis,
particularly for the unWISE galaxy HOD, the two CIB
models considered, and the tSZ field. For the detailed
theoretical models and analytical expressions of these
components within the halo model, as well as other
components used in this work, we refer the reader to
Appendix A. We also describe the atmospheric and detector

noise models, as well as detailed computational settings
used to calculate our analytical theory predictions presented
in Appendix Awith CLASS_SZ code version 1.01 [102,103].
To assess the level of validity of our assumptions, we
compare the theory-predicted curves with measurements,
when possible.

1. unWISE HOD

As mentioned above, the halo occupation distribution of
the unWISE galaxies was already obtained in [60], but
only fitting angular power spectra up to l ¼ 1000.
Reference [60] constrained the HOD for each of the
unWISE samples (blue, green, and red) by jointly fitting
each sample’s autospectrum and its cross-correlation with
Planck CMB lensing from [25] (measured with NaMaster) in
the standard HOD model [66,71], with some modifications
following the DES-Y3 HOD analysis [108]. For our current
analysis, since our goal is to clean CIB and tSZ contami-
nation from CMBþ kSZ maps using the unWISE catalog
out to small scales, we need a more faithful HOD model on
scales much smaller than lmax ¼ 1000, where the kSZ
signal dominates.
Furthermore, there is an additional caveat in the treat-

ment of the shot noise in [60]. The authors concluded that
on the scales considered in that work, the Poissonian shot
noise contribution is effectively indistinguishable from the
one-halo term of Cgg

l and did not put any prior, forcing the
shot noise value to be close to its standard constant
Poissonian value, Cshot−noise

l ¼ 1=n̄g (where n̄g is the galaxy
density in sr−1; see Table I for the n̄g values of the unWISE
subsamples), allowing it to be negative. The best-fit model
for the blue sample indeed yielded a negative value of the
shot noise. Since in this work we want to use the unWISE
galaxy-galaxy autocorrelations on much smaller scales
where the shot noise of the survey is expected to dominate
over the signal, we refit those measurements using exactly
the same HODmodel as in [60] (see Appendix A 1 b for the
details regarding the HOD modeling), but putting a
Gaussian prior on the log of shot noise, logðASNÞ, centered
at its expected Poissonian value (corresponding to the log
of ASN ¼ 1=n̄g ¼ 8.93 × 10−8, 1.65 × 10−7, and 2.11 ×
10−6 for the blue, green, and red sample, respectively,
calculated for the values of n̄g from Table I), with standard
deviation of 0.2. We extend the analysis out to
lmax ¼ 4000, modify the shot noise prior, and update
the pixel window function treatment (described in
Appendix E). These are the only changes in modeling
the unWISE HOD between this work and Ref. [60].
The refitting procedure is performed as follows: for each

unWISE sample, we use the same Cgg
l -only data points as

in [60], which are already divided by the pixel window
function, but we use the data up to lmax ¼ 4000 (after
removing the lowest-l data point as in [60]), giving 39
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band powers of width Δl ¼ 100. These measurements are
fit to constrain four HOD parameters, described in
Appendix A: αs, σlogM, MHOD

min , M0
1. We also fit the

parameter λNFW, which quantifies the NFW truncation
radius rout and the shot noise amplitude, thus totaling
six parameters overall. The theoretical prediction is com-
puted with CLASS_SZ, and all other parameters, as well as
the likelihood, except the changes described in this section,
are kept the same as in [60], including a fixed Planck 2018
cosmology [31]. Since refitting this model with a full
Markov chain Monte Carlo method as performed in [60] is
very computationally expensive, we simply find the maxi-
mum-likelihood model using the Cobaya [123] minimizer
routine instead. This is performed separately for each of the
three unWISE samples.
The results of this procedure are shown in Fig. 7 in

comparison with the Cgg
l measurements. The theory curves are computed with the values of the best-fit parameters

from the minimization procedure, resulting in χ2 ¼ 1188,
842, and 72.9, for the unWISE blue, green, and red sample,
respectively. The obtained best-fit values for the six model
parameters fαs; σlogM;MHOD

min ;M0
1; λNFW; ASNg for each of

the unWISE samples are presented in Table VI. Formally,
the χ2 values of these fits are poor (with the red marginally
better than the other two samples). However, describing
Cgg
l accurately at this level of precision at small scales is a

challenging task. Looking at the model residuals in Fig. 7,
we consider the best-fit parameter values presented here
to be a plausible model of unWISE galaxy clustering.
However, a very detailed analysis is needed to build
a model that adequately describes it at this level of
precision. Whether the HOD approach (which is not a
first-principles, but widely used, clustering model) is the
best method to accurately do so is also left for future work.
To validate the use of the constrained HOD presented in
this section, we vary the HOD parameter values and study
its impact on the CIB-galaxy cross-correlations (which is
the driving factor of the CIB-removal methods presented in
this work). We find that they do not change the cross-
correlation significantly, compared to variations in the CIB
halo model (see Appendix B 5 for a comparison of the
CIB-galaxy theoretical predictions to measurements).
The best-fit shot noise amplitudes for the galaxy auto-

correlations determined in these fits are given in Table VI.
For cross-correlations between the unWISE samples, we
use the shot noise values from [25]. These values can
generally be nonzero due to galaxies in different samples
that live in the same host halo. The shot noise for the red-
blue cross-correlation is considered to vanish due to their
wide difference in redshift; for blue-green it is 6.22 × 10−9;
and for green-red it is 4.67 × 10−8 (note that there is a typo
in the Appendix of Ref. [25], where these values are given,
confirmed with the authors). The shot noise values for auto-
and cross-correlations of unWISE subsamples are summa-
rized in Table VII.

TABLE VI. Summary of best-fit values for the six HOD model
parameters fαs; σlogM;MHOD

min ;M0
1; λNFW; ASNg obtained by fitting

the measured unWISE galaxy-galaxy autocorrelations to the halo
model predictions, separately for each of the three unWISE
galaxy samples. See Appendix B 1 for more details on how these
values are obtained.

Parameter Blue Green Red

σlogM 0.02 0.03 0.07
αs 1.06 1.14 1.76
log10ðMHOD

min =ðM⊙=hÞÞ 11.69 12.23 12.56
log10ðM0

1=ðM⊙=hÞÞ 12.61 13.17 13.57
λNFW 1.80 0.94 1.02
ASN 0.87 × 10−7 1.53 × 10−7 28.8 × 10−7

FIG. 7. Comparison of the unWISE clustering measurements
Cgg
l from [25,60] along with the theory predictions for these

correlations computed with the unWISE HOD constrained in this
work (Appendix B 1). Top: the solid curves are the best-fit total
signal, the dotted curves show the best-fit one-halo contribution
to Cgg

l , the dashed show the best-fit two-halo contribution to Cgg
l ,

the dash-dotted black show the total best-fit lensing magnification
contribution, and the gray dash-dot-dotted show the best-fit shot
noise contribution. Bottom: residuals of the model at each bin.
From top to bottom: results for the unWISE blue, green, and red
samples (also color coded).
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2. H13 CIB model

In this subsection, we describe the first CIB model
considered in this work, which we refer to as the H13
model. The H13 CIB model [75] used the Herschel
multitiered extragalactic survey (HerMES) [73] data from
the SPIRE instrument aboard the Herschel Space
Observatory [74] to constrain the standard Shang et al.
halo model of the CIB emission [72] presented in
Appendix A 1 c. H13 was further used in the literature,
e.g., in the WebSky simulation suite [111]. We refer to this
CIB model as H13; we validate our predictions against
measurements from the WebSky simulations (which also
use this CIB model) since we do not have access to the data
or theory curves from H13.
We present the parameter values of the H13 model in

Table VIII, which approximately correspond to those in
Table Vof Ref. [75] and Sec. 3.2.2 of Ref. [111] (note that
there is a typo on page 13 of Ref. [111], confirmed with
the authors, where the δCIB parameter should have a value
of δCIB ¼ 0.3, not 2.4). The WebSky [111] CIB model
uses a redshift-dependent lower mass integral limit in
Eqs. (A2) and (A3) [124]. We use this redshift-dependent
lower mass limitMCIB

1 ðzÞ for all calculations involving the

H13 CIB model, as described in Appendix A 1.
Furthermore, the WebSky simulations assume that all
CIB-sourcing halos host a central galaxy, therefore
MCIB

min ¼ 0, which we also implement in our modeling.
There are, however, some differences between our
(unWISE-motivated) assumptions and the WebSky imple-
mentation that cannot be easily resolved: WebSky uses a
different mass definition (Δ ¼ 200ρ̄m) than we assume
(Δ ¼ 200ρc), as well as a different concentration-mass
relation from Duffy et al. [125].
To account for these changes, we refit the L0 parameter,

the overall free normalization of the infrared luminosity-
mass relation, to mitigate differences coming from a
different choice of the HMF or the mass definition than
the original WebSky implementation [111]. We obtain
L0 ¼ 5.06 × 10−7 JyMpc2=M⊙/Hz, which comes from
benchmarking the CLASS_SZ prediction to match the power
spectra of the WebSky [111] CIB maps using parameters in
Table VIII and other specifications described in this
section. We use the CIB flux cut values given in Table V.
For the CIB auto- and cross-correlations, we use the shot

noise values from the Planck collaboration CIB model
(given in Table 6 in Ref. [55]). For the SO frequencies (93,
145, 225, 280 GHz), the shot noise values are obtained via
interpolation in log space (after converting shot noise values
to μK2) in one dimension at each Planck experiment
frequency to obtain shot noise values for the Planck-SO
cross-frequency power spectra, followed by another one-
dimensional log-space interpolation for each SO frequency
to obtain shot noise values for the SO-SO auto- and cross-
frequency power spectra. These values are summarized in
Table IX.
In Fig. 8 (left panel), we show the H13 CIB autocorre-

lation predictions computed with CLASS_SZ using the
modeling choices discussed in this section (Table VIII) at
selected frequencies. In Fig. 12, we present the correlation

TABLE VII. unWISE galaxy shot noise values. The shot noise
values for the autocorrelations are obtained from fitting the
unWISE galaxy-galaxy data to the halo model prediction (see
Appendix B 1 for the description of this procedure), while the
values for the cross-correlations between the different unWISE
samples are taken from Ref. [25].

Sample unWISE blue unWISE green unWISE red

unWISE blue 0.87 × 10−7 0.06 × 10−7 0
unWISE green 0.06 × 10−7 1.53 × 10−7 0.47 × 10−7

unWISE red 0 0.47 × 10−7 28.8 × 10−7

TABLE VIII. CIB parameters of the H13 CIB model [75] (also used in the WebSky simulations [111]) and
P14 CIB model [55] considered in this work. The P14 values are identical to those in Table 9 in [55] (as well as
Table I in [112]), besides L0, the normalization of L-M relation [Eq. (A23)]—two CIB models considered in this
work (see Appendix B 2 for more details and parameter definitions and Appendix A 1 c for the theoretical
description of the CIB emission in the halo model).

Parameter Parameter description Value H13 Value P14

L0 (JyMpc2=M⊙=Hz) Normalization of L-M relation 5.06 × 10−7 7.0 × 10−8

αCIB Redshift evolution of dust temperature 0.2 0.36
T0 Dust temperature at z ¼ 0 20.7 K 24.4 K
βCIB Emissivity index of SED 1.6 1.75
γCIB Power-law index of SED at high frequency 1.7 1.7
log10ðMCIB

eff =M⊙Þ Most efficient halo mass 12.3 12.6
MCIB

min=M⊙ Minimum halo mass to host a galaxy 0 10
σ2L−M Distribution of halo masses sourcing CIB emission 0.3 0.5
δCIB Redshift evolution of L-M relation 1.28 3.6
zp Plateau redshift of L-M relation 2 No zp
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coefficients for the H13 CIB model (left panels) and each of
the unWISE samples for our predictions at each of the
frequencies used in this work.

3. P14 CIB model

The second CIB model we consider in our work is from
the Planck 2014 CIB paper [55]. The authors of Ref. [55]
fit the Planck nominal mission CIB power spectrum
results to the Shang et al. CIB model [72], presented in
Appendix A 1 c. Their constrained CIB model was further
used in the literature, e.g., in Ref. [112], to forecast
improvements on CIB modeling by including CMB
lensing data, or in Ref. [80] to model the inverse-
Compton scattering of the CIB, analogous to the tSZ
effect. We refer to this CIB model as P14.
We summarize the parameters of the P14 CIB model in

Table VIII, which we use to predict the CIB auto- and cross-

correlations in this work. We validate our analytical pre-
dictions for the P14 model against the CIB power spectra
fromMcCarthy andMadhavacheril [112] that uses the same
Planck 2014 model (curves obtained from the authors).
Similar to the H13 CIB model, we refit L0, the overall free
normalization of the L-M relation, to mitigate differences
coming from a different choice of the HMF or the mass
definition than the original Planck 2014 CIB paper [55]
(which uses the HMF from [107], the concentration-mass
relation from [125], andΔ ¼ 200ρ̄m mass definition, as well
as a slightly different Planck 2013 cosmology). In fact,
Ref. [55] does not quote an exact L0 value, while Ref. [112]
uses L0 ¼ 6.4 × 10−8 JyMpc2=M⊙=Hz. In this work, we
use L0 ¼ 7.0 × 10−8 JyMpc2=M⊙/Hz for the P14 model.
We use the same CIB shot noise and flux cut values as for
the H13 CIB model, given in Tables Vand IX, respectively.

4. Battaglia et al. [76] Compton-y

In this subsection, we present the comparison of our
prediction of the Compton-y (tSZ) power spectrum with the
B12 [76] pressure profile and data. As described in
Appendix A, we use the B12 pressure profile, which
was also used in the WebSky simulation suite [111].
The Compton-y power spectra are computed within the
halo model, as described in Appendix A 1 d, using the
default parameters. Specifically, we assume the AGN
feedback B12 pressure profile parameters (Table 1 in
Ref. [76]), which we summarize in Table X.
In Fig. 9, we compare our predictions for the Compton-y

autopower spectrum to data. We show the Compton-y
measurements from Planck 2015 [126] (orange dots with
error bars), ACT 2020 [121] at l ¼ 3000 (blue triangle),
and the South Pole Telescope (SPT) 2021 [8] at l ¼ 3000
(red triangle). It is a well-known issue that the B12 pressure
profile tends to overpredict the power at higher l for a
CMB-preferred cosmology, as can be seen in Fig. 9 for the
ACT and SPT measurements (particularly the latter).
Note that the galaxy—and CIB—tSZ cross-correlations

are also included in our theoretical modeling. These play an

TABLE IX. CIB shot noise values for auto- and cross-frequency (in gigahertz) power spectra in Jy2=sr. The Planck frequency (100,
143, 217, 353, 545 GHz) shot noise values are taken from Table 6 in Ref. [55], and the SO frequency (93, 145, 225, 280 GHz) shot noise
values are obtained via interpolation in log space (after converting shot noise values to μK2)—see text for details. We note that we do not
use the 545 GHz frequency in our final analysis; however, we include it here to increase the accuracy of interpolation.

Frequency (GHz) 93 100 143 145 217 225 280 353 545

93 0.10 0.12 0.34 0.36 1.22 1.35 2.46 4.41 9.72
100 0.12 0.15 0.42 0.44 1.50 1.66 3.02 5.40 12.00
143 0.34 0.42 1.20 1.25 4.30 4.75 8.54 15.00 35.00
145 0.36 0.44 1.25 1.31 4.49 4.96 8.92 15.69 36.58
217 1.22 1.50 4.30 4.49 16.00 17.75 32.59 59.00 135.00
225 1.35 1.66 4.75 4.96 17.75 19.69 36.18 65.57 150.50
280 2.46 3.02 8.54 8.92 32.59 36.18 66.85 122.05 286.25
353 4.41 5.40 15.00 15.69 59.00 65.57 122.05 225.00 543.00
545 9.72 12.00 35.00 36.58 135.00 150.50 286.25 543.00 1454.00

FIG. 8. Comparison of the two CIB autocorrelation predictions
(including shot noise) used in this work for the H13 CIB model
(solid lines) and the P14 CIB model (dashed lines) at 217, 353,
and 545 GHz. The notable difference on large scales between the
two models arises from the fact that CIB measurements can have
significant Galactic dust contamination, which can affect the
derived modeling and interpretation.
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important role in the de-(CIBþ tSZ) method, where the
LSS tracers are used to remove both CIB and tSZ
contamination. In the top panel of Fig. 10, we show
correlation coefficients between the Compton-y field and
each unWISE sample. The galaxy-galaxy autocorrelations
include the shot noise contributions (given in Table VII).
As expected, the blue sample yields the largest correlation
coefficient with the tSZ effect (reaching about 50%), which
matches our qualitative expectation, as the tSZ redshift
kernel peaks at redshift z < 1, which is also where most of
the blue sample galaxies are distributed (see Fig. 1). The
correlation coefficient for the red sample and the Compton-
y field is the lowest, reaching only about 20%, as the two
fields do not overlap in redshift significantly. While the
galaxy-tSZ correlations do not reach values as high as those
for the galaxy-CIB, they are non-negligible, illustrating that
the unWISE galaxies do partially trace out the tSZ field.
Including samples with higher number density at low

FIG. 10. Top: correlation coefficients of the Compton-y field and the unWISE galaxy samples, blue (solid blue), green (dashed green),
and red (dotted red). Bottom: correlation coefficients of the Compton-y field and the two CIB models, H13 (left) and P14 (right) for the
eight frequency channels considered in this work. All curves are computed with the analytical halo model predictions for the auto- and
cross-correlations presented in Appendix A 1 using CLASS_SZ. Both the CIB and galaxy autocorrelations include shot noise
contributions (given in Tables VII and IX).

FIG. 9. Comparison of the Compton-y autocorrelation mea-
surements from Planck 2015 [126] (orange dots with error bars),
ACT 2020 [121] (at l ¼ 3000), and SPT 2021 [8] (at l ¼ 3000),
along with the theoretical predictions computed using the
Battaglia et al. [76] pressure profile (solid lines) used in this
work. See Appendixes A 1 d and B 4 for details.

TABLE X. Values of the AGN feedback B12 [76] pressure profile parameters used in this work, described in
Sec. A 1 d. All B12 parameters assumed in this work take their default for the Δ ¼ 200ρc mass definition values as
presented in Table 1 in Ref. [76].

Parameter Parameter description XΔ αy ωy

P0 Amplitude of the pressure profile 18.1 0.154 −0.758
xc Core scale of the pressure profile 0.497 −0.00865 0.731
βy Shape of the pressure profile 4.35 0.0393 0.415
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redshifts, where much of the tSZ signal originates, would
help to increase these correlations.
In the bottom panel of Fig. 10, we show correlation

coefficients between the Compton-y field and the CIB
emission for the two CIB models considered in this work,
H13 (left) and P14 (right), for the eight frequency channels
from 93 to 353 GHz. The correlations for the H13 model on
average reach higher values (over 40%) than for the P14
model. For the P14 model, the y and CIB fields are fairly
independent, except at high l values.

5. CIB × unWISE with Lenz et al. [57] data

To assess the validity of our assumptions for the two CIB
model choices used in this work, we compare the CLASS_SZ

predictions for the cross-correlations of CIB with unWISE
galaxies with measurements made using the CIB maps
from Ref. [57]. We compute the CIB-unWISE cross-power
spectra with NaMaster [127] using the unWISE galaxy
overdensity maps described in Sec. VI A and the Lenz
et al. [57] CIB maps with fsky ¼ 18.7%, that is, the NHI <
2.5 × 1020 cm−2 threshold (see Fig. 15 in [57]). We
consider the CIB maps at 353 and 545 GHz (note that
we do not use the 545 GHz channel in our actual analysis in
this paper, but due to the lack of CIB maps at lower
frequencies, we consider it here as a useful sanity check).

We also compute the cross-correlation with the Planck
generalized needlet internal linear combination (GNILC)
CIB maps at the same frequency channels, downloaded
from the Planck Legacy Archive,8 although the method of
removing Galactic dust may be more robust in Ref. [57].
The results of this analysis at 353 GHz are shown in

Fig. 11 for both CIB maps, along with the CLASS_SZ

predictions computed with the CIB models considered in
this work and the unWISE HOD presented in Appendix B 1
(an analogous plot for 545 GHz is shown in Fig. 22).
First, we note that the difference in the two measurements

using the Lenz et al. [57] CIB maps and the Planck GNILC
CIB maps is effectively an estimate of the residual fore-
ground contamination in these two CIB maps. The devia-
tions are largest at low l, which is most likely due to
residual Galactic dust, which correlates with large-scale
systematics in the unWISE maps (e.g., contamination from
stars in the Milky Way, as well as fluctuations in the
selection function of the galaxies due to Galactic dust).
Second, the two predictions computed with the H13 and
P14 CIB models fully encompass the measurements, with
H13 (P14) predicting a cross-correlation larger (smaller)

FIG. 11. Comparison of the CIB-galaxy cross-power spectrum measurements using the unWISE galaxies and CIB maps from
Lenz et al. [57] (dots) and the Planck GNILC CIB maps (crosses) at 353 GHz, along with the theoretical predictions for these cross-
correlations computed using the unWISE HOD constrained in this work (Appendix B 1) and the two CIB models considered, H13 and
P14 (solid and dashed curves, respectively). Clockwise from top left: results for the unWISE blue, green, and red samples. The
measurements are encompassed by the two CIB models, which validates our choice to consider both in our work. The differences in the
data points at low l are likely due to differences in residual Galactic contamination in the two CIB maps. See Fig. 22 for the same
comparison at 545 GHz.

8https://irsa.ipac.caltech.edu/data/Planck/release_2/all-sky-maps/
foregrounds.html.
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than that observed. This validates our assumptions to
consider both models in this work, so as to bracket the
range of possibilities. To obtain close agreement between
these measurements and the theoretical model, one would
have to refit the measurements to constrain the CIB and
unWISE halo model parameters (simultaneously with the
autospectra); we leave this detailed analysis for future work.
Note that in principle the CIB-unWISE cross-correlation

should also include the shot noise contribution, as both
signals are sourced (partially) by the same discrete objects
(galaxies). However, there is no assessment of this contri-
bution to date, and the two CIB models considered in this
work, as seen in Fig. 11, encompass the observations with a
reasonable margin. Thus we ignore this contribution to
the CIB × unWISE model for the purposes of this work.
To obtain an estimate of the shot noise contribution in
the CIB × unWISE cross-correlation, one would have to

carefully fit those measurements to a theoretical prediction,
which is beyond the scope of this work.
In Fig. 12, we show galaxy-CIB correlation coefficients

for the unWISE blue, green, and red samples, where all
components are computed with the analytical halo model
predictions for the auto- and cross-correlations presented in
Appendix A 1 using CLASS_SZ for the two CIB models
considered in this work, H13 and P14. The CIB-CIB and
galaxy-galaxy autocorrelations include the shot noise con-
tributions (given in Tables VII and IX, respectively). From
Fig. 12, we see that the H13 (left) CIB model predicts a
higher correlation coefficient between the CIB and the
unWISE galaxies, reaching almost 90% correlation at low
l, while the P14 CIB model predicts a maximal correlation
of about 50%. We thus conclude that the H13 CIB model is
more optimistic than P14.

6. Detector and atmospheric noise

We consider auto- and cross-frequency power spectra for
the 93, 145, 225, and 280 GHz channels from Simons
Observatory9 [6] and the 100, 143, 217, and 353 GHz
channels from the Planck experiment [see Table 7 of
Ref. [128], Table 6 of Ref. [129], and Eq. (2.32) in
Ref. [130] ]. The noise power spectrum for each frequency
channel is shown in Fig. 13, and the parameters for thewhite
noise contributions are given in Table XI. We model the
Planck experiment noise as uncorrelated white noise. For
SO, we take into account both white noise at high multi-
poles (for the SO “goal” noise levels) and the atmospheric
contribution at low multipoles, which is non-negligible
(using the official SO noise model). The combination of
SO and Planck experiment frequency channels allows us to
obtain high SNR at both low and high l: for a ground-based

FIG. 12. Correlation coefficients of the CIB field and the
unWISE galaxy samples for the two CIB models considered in
this work, H13 (left) and P14 (right) (see Appendixes B 2
and B 3) for (from top to bottom) unWISE blue, green, and
red. All curves are computed with the analytical halo model
predictions for the auto- and cross-correlations presented in
Appendix A 1 using CLASS_SZ. Both the CIB and galaxy auto-
correlations include shot noise contributions (given in Tables VII
and IX, respectively). Results at 143 GHz are omitted for clarity.

FIG. 13. Noise power spectra from the Planck (solid curves)
and SO (dashed curves) experiments used in our calculations. For
the Planck experiment noise curves, a cap is applied at high l to
avoid numerical overflow due to very high noise. For SO,
atmospheric noise is present at low l. For simplicity, we only
include noise autospectra and ignore cross-correlations due to
atmospheric noise for SO.

9https://github.com/simonsobs/so_noise_models.
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telescope such as SO, atmospheric noise is present, domi-
nating at low l, while for the Planck satellite, the noise
dominates at high l due to the coarse angular resolution of
the instrument. We note that we only include frequency-
frequency noise autospectra in our models, ignoring fre-
quency-frequency cross-correlations due to atmospheric
noise (for SO).

APPENDIX C: ADDITIONAL PLOTS
FOR THE H13 CIB MODEL

In this appendix, we provide additional plots using the
H13 CIB model. First, to verify the removal of tracer
correlation from the cleaned maps and to assess the relative

cleaning of each tracer sample, Fig. 14 shows the correlation
coefficients of the cleaned maps from various methods with
the unWISE blue, green, and red samples, i.e.,

rT
clean;ga

l ≡ CTclean;ga

l =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Cgaga

l CTcleanTclean

l

q
;

where ga represents one of the unWISE samples (blue,
green, or red). We note that this plot assumes the H13 CIB
model. For all three samples, the baseline methods of
standard ILC and tSZ-deprojected ILC, shown as solid
curves in shades of red, display significant correlation with
the unWISE overdensity field, as the tracers are not used in
those methods and there is no tailored optimization for CIB
or tSZ contaminant removal. Notably, there is also a small
dip in the correlation of the blue and green samples with the
cleaned map from an ILC that deprojects both the CIB and
tSZ signals. This is because we have assumed some
effective CIB SED for this method, but in reality, the
CIB SED is not well defined since the CIB decorrelates
across frequencies. The idealized (solid curves in shades of
green) methods exhibit near-zero correlation with each of
the tracer samples, as expected since the CIB and tSZ
contaminants have been removed, so there is no remaining
signal that is correlated with the tracers.
Our new methods (dashed and dotted curves in shades of

blue and purple), for the most part, display near-zero
correlation with the unWISE overdensity field. However,
for the ILC with zero-tracer-correlation constraint using

FIG. 14. Correlation coefficient of the cleaned map with the unWISE blue, green, and red samples, for each method considered in this
work, using the H13 CIB model. Baseline methods are shown as solid curves in shades of red and yellow. Idealized methods are shown
as solid curves in shades of green. Our new methods are shown as dashed or dotted curves in shades of blue and purple. The asterisk (*)
indicates an idealized method that cannot be applied to actual data and is included in this work only for comparison purposes.

TABLE XI. Properties of the detector noise at each frequency
used in our sky model. We note that atmospheric noise is also
present for SO, which leads to a significant nonwhite component
at low multipoles.

Frequency (GHz)
White noise
(μK · arc min)

Beam FWHM
(arc min)

Planck, 100 77.4 9.69
Planck, 143 33.0 7.30
Planck, 217 46.8 5.02
Planck, 353 153.6 4.94
SO, 93 5.8 2.2
SO, 145 6.3 1.4
SO, 225 14.9 1.0
SO, 280 37.2 0.9
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gCIB (dashed cyan curves), there is residual correlation of
the cleaned map with the blue and green samples. This is
because we have optimized for CIB removal but not for tSZ
signal removal in this method, and the tSZ signal is
significantly correlated with the blue and green samples,
as shown in Fig. 10. However, each individual galaxy
overdensity sample is not fully cleaned since, at each

frequency, we remove an optimally weighted linear combi-
nation of the samples to remove the most CIB contami-
nation at that frequency.
Additionally, we show ratios of the autospectra of a few

of our methods in Fig. 15. These ratios are discussed in
detail in Sec. VII. Finally, we show cross-spectra of the
cleaned maps with the CIB in Fig. 16.

FIG. 16. Cross-power spectra (in μK2) of the cleaned maps with the H13 CIB at six frequencies, for each cleaning method, plotted as
DTclean;CIB

l ¼ lðlþ 1ÞCTclean ;CIB
l =ð2πÞ. The asterisk (*) indicates an idealized method that cannot be applied to actual data and is included

in this work only for comparison purposes. Our new methods (dashed and dotted curves in shades of blue and purple) decrease the cross-
spectra of the cleaned maps with the CIB from those of the baseline methods (solid curves in shades of red and yellow) toward those of
the idealized methods (solid curves in shades of green). Results for 143 and 225 GHz are omitted for concision.

FIG. 15. Ratios of autospectra of final cleaned maps from Fig. 3 for both the H13 and P14 CIB models. We consider the ratio of the
cleaned map autospectra from the de-CIB method (applied to a tSZ-deprojected ILC map) and the tSZ-deprojected ILC without de-
CIBing (solid blue); an ILC with the tracers g as additional frequency maps and the de-(CIB þ tSZ) method applied to a standard ILC
map (solid orange); an ILC with the tracers g as additional frequency maps and standard ILC (dotted green); an ILC with the tracers g as
additional frequency maps and an ILC with an additional constraint requiring zero cross-correlation of the cleaned map with gCIB (dash-
dotted red); and an ILC with deprojected tSZ signal and an additional constraint requiring zero cross-correlation of the cleaned map with
gCIB and an ILC with both the CIB and tSZ signals deprojected (dashed purple).
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APPENDIX D: RESULTS FOR P14 CIB MODEL

In this appendix, we present the same evaluation metrics
as in Sec. VII but for input spectra generated using the P14
CIB model. Figure 17 shows the correlation coefficient of
the cleaned map from each method with the unWISE blue,
green, and red samples.

To assess how well the various methods perform in
cleaning the tSZ and CIB signals, Fig. 18 shows the cross-
spectra of the cleaned map with the CIB at each frequency,
and Fig. 19 shows the correlation coefficient of the cleaned
map with the CIB at each frequency. Similarly, Fig. 20
shows the cross-spectra and correlation coefficient of the

FIG. 18. Cross-spectra (in μK2) of the cleaned map with the CIB at six frequencies, for each method as labeled, for the P14 CIB model.
The spectra are plotted asDTclean;CIB

l ¼ lðlþ 1ÞCTclean ;CIB
l =ð2πÞ. For clarity, we do not show results for 143 and 225 GHz, which are very

similar to those for 145 and 217 GHz, respectively. The asterisk (*) indicates an idealized method that cannot be applied to actual data
and is included in this work only for comparison purposes.

FIG. 17. Correlation coefficient of the cleaned map with the unWISE blue, green, and red samples, for each method considered in this
work using the P14 CIB model. The asterisk (*) indicates an idealized method that cannot be applied to actual data and is included in this
work only for comparison purposes.
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cleaned map with the tSZ signal (in dimensionless
Compton-y units). Finally, Fig. 21 assesses the bias-
variance trade-off of the different methods.

APPENDIX E: UNWISE PIXEL WINDOW
FUNCTION TREATMENT

In this appendix, we describe the treatment of the pixel
window function in the unWISE galaxy clustering mea-
surements used in this work to constrain the HOD.

The NaMaster-obtained unWISECgg;data
l data points used in

the analysis in [25,59,60] are already divided by the pixel
window function (PWF) of the Nside ¼ 2048 HEALPix map,
which was not accounted for in the previous HOD analysis
in Ref. [60] (this, however, would not have a significant
effect on the results of that paper, as the considered scales
are well below those where the PWF is significant).
However, for our small-scale analysis, we need to include
it in our modeling. The Cgg;data

l galaxy-galaxy data points
that we have on hand and which were used in [60] were

FIG. 20. Left: cross-spectra of the cleaned map with the tSZ field (in dimensionless Compton-y units), plotted as lðlþ 1ÞCTclean;y
l =ð2πÞ

(in μK). Right: correlation coefficient of the cleaned map with the tSZ field. The asterisk (*) indicates an idealized method that cannot be
applied to actual data and is included in this work only for comparison purposes. Both plots assume the P14 CIB model.

FIG. 19. Correlation coefficient of the cleaned map with the CIB at six frequencies, for each method as labeled, for the P14 CIB model.
For clarity, we do not show results for 143 and 225 GHz, which are very similar to those for 145 and 217 GHz, respectively. The asterisk
(*) indicates an idealized method that cannot be applied to actual data and is included in this work only for comparison purposes.
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divided by the square of the PWF, after subtracting the
fiducial 1

n̄g
value of the shot noise (which should not be

corrected by the PWF [131]), and then adding back that 1
n̄g

value again. These Cgg;data
l data points are thus of the form

Cgg;data
l ¼

	
Cgg;measured
l −

1

n̄g



P−2
l þ 1

n̄g
; ðE1Þ

where Cgg;measured
l are the power spectra measured directly

from the Nside ¼ 2048 unWISE maps and Pl is the pixel
window function for maps of Nside ¼ 2048 computed with
HEALPY [100,101]. Given that the measured power spectra
should be modeled as the sum of the shot noise contribution
and the theoretical power spectra prediction multiplied by
the square of the pixel window function, the Cgg;data

l that we
have on hand should be written as

Cgg;data
l ¼ Cgg;theory

l þ ASNP−2
l þ 1

n̄g
ð1 − P−2

l Þ; ðE2Þ

where Cgg;theory
l are the theory predictions for the galaxy-

galaxy power spectra (including the lensing magnification
contribution), here computed with CLASS_SZ, and ASN is the
shot noise amplitude, which for us is a free parameter. This
correction was the only change between the likelihood used
in [60] and the one in this work used to refit the unWISE
Cgg;data
l data points.

APPENDIX F: CIB-GALAXY
CROSS-CORRELATION

In Fig. 22, we show the comparison of the measured CIB-
unWISE cross-correlations for CIB maps from [57] (dots)
and from Planck GNILC CIB maps (crosses) at 545 GHz
with the theoretical predictions for this cross-correlation
computed with the unWISE HOD (see Appendix B 1) and
the two CIB models considered in this analysis, H13 (solid
orange lines) and P14 (dashed purple) (this is the same as
Fig. 11, but for 545 GHz). The 545 GHz frequency channel
is not included in any of the CIB-removal methods
presented in this paper, but we show it here as a useful
check of the validity of our assumed CIB and unWISE
modeling.

APPENDIX G: CIB-CIB CORRELATION
COEFFICIENTS

In this appendix, we present the correlation coefficients of
the CIB at different frequencies. In this work we include four
frequency channels from the Planck experiment (100, 143,
217, 353 GHz) and four from SO (93, 145, 225, 280 GHz).
In Fig. 23, we show the CIB correlation coefficients for six
of those frequencies (we omit plots for 143 and 225 GHz)
for the two CIB models, H13 (top) and P14 (bottom).
As expected [55–57], the correlation coefficients

between the CIB field at different frequencies are very
high, often close to 1, especially for neighboring frequen-
cies. These high correlation coefficients allow us to
approximate the CIB as a component with a well-defined

FIG. 21. Bias-variance trade-off for different methods, as assessed in terms of trade-offs among the noise penalty, CIB correlation, and
tSZ correlation, shown for the P14 CIB model. The mean DT̂ T̂

l over multipoles 2000 ≤ l ≤ 10000 is plotted against the mean absolute
Tclean × CIB or Tclean × Compton-y correlation coefficient, also computed over multipoles 2000 ≤ l ≤ 10000. Correlation coefficients
are shown for three select CIB frequencies as well as the Compton-y field.
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SED, which underlies some of our cleaning methods (see
Appendix H). However, from Fig. 23, we can also conclude
that the H13 CIB model is more sensitive to the flux cut
values, which are significantly lower for SO frequencies
than for Planck frequencies (see Appendix A 1 and Table V
for discussion and flux cut values)—compare, e.g., 353 ×
100 GHz (Planck only frequencies) and 353 × 93 GHz
(Planck × SO frequency). The P14 model (bottom plot) is
not as sensitive to flux cut values, which likely implies P14
predicts fewer bright sources than H13.

APPENDIX H: CIB SED AS A MODIFIED
BLACKBODY

In this appendix, we estimate the true SED of the two
CIB models presented in this work, H13 and P14.
First, we give the conversion from specific intensity

units, which are used for the CIB emission in CLASS_SZ, to
CMB thermodynamic temperature units, in KCMB or
μKCMB. To convert from specific intensity units to thermo-
dynamic temperature units, we take a derivative of the
Planck formula with respect to temperature,

dBνðTÞ ¼
2h2ν4ex

c2kBT2ðex − 1Þ2 dT; ðH1Þ

where

x ¼ hPν
kBTCMB

: ðH2Þ

In Table XII, we list the exact conversion factors from
(Jy=sr) to (μK) for the frequencies considered in this work.
Second, we want to approximate the CIB SED as a

modified blackbody, to use in constrained ILC calculations.
Following Ref. [7], the CIB SED as a modified blackbody
can be written as

fCIBðνÞ ∝
ν3þβCIB

ehPν=ðkBTCIBÞ − 1

 
dBνðTÞ
dT

����
T¼TCMB

!−1

; ðH3Þ

where βCIB, the spectral index, and TCIB, the effective dust
temperature, are free parameters. As in Ref. [7], we take
βCIB ¼ 1.2 and TCIB ¼ 24 K (note that these do not
correspond to modified blackbody parameters describing
any individual CIB source, but rather an approximation of
the SED of the full CIB field). Then the full CIB power
spectrum at some frequency can be approximated by10

FIG. 22. Same as Fig. 11, but for the CIB at 545 GHz. Comparison of the CIB-galaxy cross-power spectrum measurements using the
unWISE galaxies and the CIB maps from [57] (dots) and the Planck GNILC CIB maps (crosses) at 545 GHz, along with the theoretical
predictions for these correlations computed using the unWISE HOD constrained in this work (Appendix B 1) and the two CIB models
(see Appendixes B 3 and B 2), P14 and H13 (solid and dashed curves, respectively). Clockwise from top left: results for the unWISE
blue, green, and red samples. The measurements are encompassed by the two CIB models, which validates our choice to consider both in
our work. Note that the 545 GHz frequency channel is not used in any of the CIB-cleaning methods presented in this work.

10This assumes that the decorrelation of CIB across frequen-
cies is very small.
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CIBðν; n̂Þ ¼ fCIBðνÞaCIBðn̂Þ; ðH4Þ

where aCIBðn̂Þ is to the CIB what the Compton-y field is to
the tSZ field, allowing the CIB to be approximately
deprojected in the ILC procedure similar to the tSZ field.
To estimate the CIB SED, in Fig. 24 we plot a

normalized CIB autopower spectrum versus frequency ν
for the eight frequency channels considered in this work
for various l values (brown curves with dots) and compare
it with the modified blackbody used in the CIB depro-
jections computed following Eq. (H3) (black solid curve).
We normalize all the autopower spectra at 225 GHz, that
is, Cνν

l =C
225×225
l . For the H13 CIB model, the assumed

parameter values of the modified blackbody SED from

FIG. 23. Correlation coefficients of the CIB field between six frequencies considered in this work (we omit plots for 145 and 225 GHz)
for the two CIB models, H13 (top) and P14 (bottom) (see Appendixes B 2 and B 3). The H13 model is highly sensitive to the flux cut
values, which are significantly lower for SO frequencies than for the Planck frequencies (see Appendix A 1 and Table V); compare, e.g.,
353 × 100 GHz (Planck-only frequencies) and 353 × 93 GHz (Planck × SO frequency). This sensitivity to flux cut values is not as
evident for the P14 model, which likely implies P14 predicts fewer bright sources. All curves are computed with the analytical halo
model predictions for the auto- and cross-correlations presented in Appendix A 1 using CLASS_SZ and include shot noise contributions
(given in Table IX).

TABLE XII. Conversion factors from (Jy=sr) to (μK) for the
frequencies considered in this work, computed using Eq. (H1).

Frequency
(GHz)

Conversion factor
(Jy=sr μK−1)

93 213.55
100 238.81
143 380.00
145 385.47
217 483.82
225 482.90
280 429.38
353 296.88
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Eq. (H3) (βCIB ¼ 1.2 and TCIB ¼ 24 K) agree quite
well with the model predictions, and we use those values
in the CIB deprojections for the H13 model in the ILC.
For the P14 model, there is a significant offset between
the model predictions and the assumed parameter values

of the modified blackbody SED from Eq. (H3);
therefore we refit those parameter values by hand and
obtain βCIB ¼ 1.45 and TCIB ¼ 20 K. We proceed with
those values for the ILC CIB deprojections for the
P14 model.
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