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Abstract

Energy decomposition analysis (EDA) is a useful method to unravel an intermolecular inter-
action energy into chemically meaningful components such as geometric distortion, frozen
interactions, polarization, and charge transfer. A further decomposition of the polarization
(POL) and charge transfer (CT) energy into fragment-wise contributions would be useful to
understand the significance of each fragment during these two processes. To complement the
existing exact pairwise decomposition of the CT term, this work describes formulation and
implementation of a non-perturbative polarization analysis that decomposes the POL energy
into an exactly fragment-wise additive sum based on the absolutely localized molecular or-
bital energy decomposition analysis (ALMO-EDA). These fragment-wise contributions can
be further decomposed into chemically intuitive molecular orbital pairs using complementary

occupied-virtual pairs (COVP) analysis. A very useful phase convention is established for
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each COVP such that constructive interference of occupied and virtual corresponds to elec-
tron flow into that region, whilst destructive interference corresponds to electron outflow. A
range of model problems are used to demonstrate that the polarization process is typically
a collective behavior of the electrons that is quite different from the charge transfer process.
This provides another reason in addition to their different distance-dependence on fragment

separation for separating these two processes in EDA.

1 Introduction

Quantum mechanically based electronic structure calculations of interaction energies are like
numerical experiments: they can yield precise values for observable energy differences, but
do not explain why those differences are small or large. To fill the gap, energy decomposition
analysis (EDA) methods' ™ aim to provide chemical insights about intermolecular interac-
tions by breaking the interaction energies into physically meaningful terms such as elec-
trostatics, dispersion interaction, Pauli repulsions, induced electron polarization and charge
transfer.” ' These partitions provide a link between the quantum mechanical calculations
and chemical interpretation by revealing the dominant contributions to intermolecular in-
teractions, or, chemical bonds. Not only can one better understand the interacting system,
but this can also facilitate rational materials design, by guiding modifications such as chem-
ical substitutions to get desired functional outcomes. Though the EDA components are not
uniquely defined, they can nevertheless be designed to satisfy suitable properties such as
being basis function independent, demonstrating correct asymptotic behavior, and corre-
sponding to Fermionic quantum mechanical energies.!! These considerations are discussed
in detail in a recent overview of EDA.®

The charge transfer (CT) term corresponds to the energy decrease of the interacting
system due to inter-fragment electron delocalizations. When several fragments are placed

close to each other, the electrons of one fragment can delocalize to other fragments to de-



crease the energy of the system.!'? This is a key step in the formation of chemical bonds with
partial ionic character'® and the dative (or donor-acceptor) contribution to non-bonded in-
teractions.1®1* By contrast, the polarization (POL) process describes charge rearrangements
within each fragment in response to the local electric fields and filled orbital interactions
associated with the presence of other fragments.!! It is quite common to combine POL
and CT within an EDA; as exemplified by the orbital rearrangment (ORB) term of the ex-
tended transition state! - natural orbitals for chemical valence (ETS-NOCV) approach,? or
the localized MO (LMO)-EDA method. ! The induction (IND) terms of symmetry-adapted
perturbation theory (SAPT)!!7 also naturally contain both POL and CT.

If one wishes to separate POL from CT, one quite natural approach is to apply a Hilbert-
space constraint in which the orbitals of a given fragment can only mix with virtual orbitals
associated with the same fragment. This selective mixing retains fragment block-diagonal
structure of the molecular orbital (MO) coefficient matrix.'®??* One example is using just
the atomic orbitals (AOs) of each fragment to provide its virtuals. However, a problem with
using the whole virtual spaces of fragments is its unsatisfactory behavior in large atomic or-
bital (AO) basis sets, where the fragment subspaces become linearly dependent. *1:12:23:24 Thig
problem was solved by keeping only the fragment electric-field response functions (FERF)!!
in the virtual spaces, which eliminates the subspace linear dependence issue while maintain-
ing the ability to describe fragments’ orbital response to the external multi-poles. Either
type of fragment-specific relaxation can be accommodated with the self-consistent field for
intermolecular interactions (SCFMI) method'® 2 or generalizations of SCF-MIL '* Within
variational EDA, performed within either Hartree-Fock or Kohn-Sham density functional
theory (DFT), SCFMI was first used in the block-localized wavefunction (BLW) EDA 2527
to separate POL and CT. The same approach is used in the absolutely localized MO EDA
(ALMO-EDA),?2%2% where the ALMOs refer to the fragment localized orbitals.

There are also other methods that have been proposed to separate POL from CT. The

pioneering Kitaura-Morokuma (KM) EDA73 defined the polarized state as the product of



the polarized fragment wavefunctions. However, this does not correspond to a valid antisym-
metric wavefunction, and thus violates Pauli’s exclusion principle. The constrained density
functional theory (CDFT) approach constructs the polarized state by minimizing the system
energy while requiring the real-space population on a certain fragment to be a specified inte-

r 31,32

ge Within SAPT, there have been suggestions to manipulate the atomic or molecular

3334 or by regularizing the

basis sets to suppress excitations that are of charge transfer type,
nuclear potential to suppress tunneling induced charge transfer.?*36 CDFT has also been
used within SAPT to separate POL and CT.!%24 The natural energy decomposition analysis
(NEDA) treats the polarization together with the electrostatic component as the potential
energy contribution.3” A variational scheme that has been recently developed is the valence
bond EDA (VB-EDA) scheme, where the polarization component is described as orbital
relaxations from monomers’ orbitals to supermolecule’s orbitals. 38

With a well-defined separation of POL and CT, it is natural to further analyze these
terms to characterize their separate contributions to intermolecular interactions. Within the
ALMO-EDA, a perturbative CT analysis (CTA) was proposed® in terms of complementary
occupied-virtual orbital pairs (COVPs). This analysis has proved quite useful, and, more
recently, the perturbative restriction was removed leading to an exact COVP analysis for
CT.% Alternatively, the ETS-NOCYV scheme? is widely used to analyze the union of CT and
POL, leading to the chemically insightful NOCVs and their contribution to ORB. It is also
possible to use the NOCVs to connect any pair of states*' and for CT, this yields results
that are closely related to the non-perturbative ALMO-CTA. 40

The purpose of this paper is to present a polarization analysis within the ALMO-EDA
framework. The objective of this analysis is to decompose the polarization energy, AFEpor,

exactly into a sum of contributions from each fragment, X, of a molecular complex or

supersystem:

AEpoL = Y  AEfoy, (1)

The charge rearrangement associated with the polarization process can likewise be exactly



decomposed into a sum of fragment contributions:

AQror = Y AQhor (2)

Of course polarization is a many-body process,*? so the sum of one-body contributions from
individual fragments is an effective description that allows a simple overall view of the coupled
many-body POL process. The many-body expansion itself can be condensed into effective
contributions in much the same way.43

The POL process connects a starting state, which corresponds to the frozen orbitals of
each isolated fragment,** to the final polarized state, in which the fragment orbitals relax
in the presence of each other through SCFMI. The FRZ — POL path mixes occupied (7)
and virtual (a) orbitals on fragment x by a matrix with elements X7 . X% contains the
generators of the unitary transformation matrix connecting the end-points. There is no
explicit mixing of orbitals on different fragments to ensure that CT is separated from POL:
the many-body effects arise by coupling between degrees of freedom on different fragments to
minimize the POL energy via SCF-MI. By singular value decomposing the fragment-blocked
matrices X*, we obtain POL-specific complementary occupied virtual orbital pairs (COVPs)
belonging to each fragment. These COVPs give the most compact possible description of
the POL-induced energy lowering and charge rearrangments.

The remainder of the paper is organized as follows. The theory necessary to define the
contributions discussed above is presented in Sec. 2. To explore the character of the POL
process and illustrate the usefulness of our ALMO-PA, we then analyze a series of examples
of increasing chemical complexity. First, we examine the toy model of a hydrogen atom in a
uniform electric field, which is largely an analytical example. Then we consider the polariza-
tion of a helium atom by a lithium cation, as a function of inter-atomic distance. Followed
by the above is the Ne-Ar™ cluster at various inter-atomic distance. Two hydrogen bonded

systems are then examined: water-chloride, and the water dimer. Finally the interaction



between a sodium cation and a polycyclic aromatic hydrocarbon radical is studied.

2 Theory

2.1 Notation

In this section, we will introduce the notation used in the following derivations. We use Latin
letters x,y, z, w, v to denote fragments, letters i, j, k, [, m,n to label occupied molecular or-
bitals, letters a, b to label virtual molecular orbitals, letters p, g, r, s to label general molecular
orbitals, and Greek letters a, 3, to label atomic orbitals. We denote molecular orbitals as
|1)) and atomic orbitals as |w). o and v are the total number of occupied and virtual MOs,
while n and NV are the total number of MOs and AOs. Ny denotes the number of fragments.
The AO overlap matrix is defined as S,3 = (wa|wp), the MO overlap matrix is defined as
ors = (U |hs), and the occupied MO overlap matrix is defined as (0,)4i,; = (Vuilthy;). Since
the ALMOs from one fragment are not guaranteed to be orthogonal to those from another
fragment, we also need the biorthogonal ALMO basis functions,*® which are denoted with

superscripts
n

|¢m> = Z(U_l)ys,mrw}ys)? (3)

ys
It can be easily shown that (™" |1ys) = 6,,,0,5. We used real orbitals in this paper, although

the generalization to complex orbitals can be similarly derived.

2.2 Summary of results

This ALMO polarization analysis is able to naturally separate the energy transfer and elec-
tron rearrangements of the POL process into fragment-wise additive terms. This is achieved
by connecting each fragment’s density matrix from the FRZ state to the POL state with a

unitary transformation U® such that PS?)L = U(Q’)P(FIP){ZU(‘”)T expressed in each fragment’s



orthonormal MO basis. The unitary transformation is parameterized as

o (xi)

T
Sx&) o

ov

UC = exp (X[, ) = exp o |, (4)

where the rectangular matrix X% is of dimension o x v, which are the number of occupied

and virtual orbitals of fragment x. The amount of charge transferred during polarization is

defined as?®?

AQ = Tr{pPOL} — Tr{pPOLPFRZ} = Tr{pPOLQFRZ}7 (5)

where Prryz and Ppor, are the density operators of the FRZ and POL states, while QFRZ is
the virtual space projector of the FRZ state. Through a parameterization of the energy and
charge, we can decompose the charge transfer AQ) and the energy transfer AE = Epor,— Erry

as

= > m{ P (X50.) b= >0 (6)
AE = ZTr{Feff ( ) } ZAE(”") (7)

where P2T@) and F27®) are the effective density operator and effective fock operator of each

fragment, whose exact expressions will be shown later.

2.3 Non-perturbative energy transfer analysis

The total energy along a linear path beteween the frozen state (A = 0) and the polarized

state (A = 1) can be parameterized as

B = E[XD0), X0, XO0), ] = B AXELaX@B X, ©)



This parametrization of the energy in terms of X* is justified since unitary transforma-

tions within the fragments’ occupied space do not change the total density, thus, once each

fragment’s density is specified, the total density is determined, so is the energy. Using the

fundamental theorem of line integrals, the polarization energy can therefore be decomposed

as (see also ref. 46)

ap= | OEW 4 = /;ax(ﬂﬂ POL) X
x| S o).
S (54).}

In the orthonormal MO basis of fragment x, an effective Fock operator is defined as:

E 1
Fe@ — / OE[X ]d/\ / Fee () d.
0 (9X 0

Using the chain rule, we obtain

FE E OP P
Fae?(w)()\) _ 0 = 0 0 z?/a’) _ Faﬁa—?ﬁ)7
oX 0P ox!” axX\

(10)

(11)

(12)

(13)

where P = P(X) denotes the total density matrix after we rotate each fragment’s MOs by

the corresponding X, and F = F(X) is the Fock matrix of the rotated system. The matrix

elements of P(X) are

P(X)ap = (W P(X)]w) = (@& (X)) 000 (X)L (05 (X))

(14)

(15)



where C'(X) is the MO coefficient matrix after rotation, and ,,(X) is the overlap matrix of

the rotated occupied MOs. Thus,

-1
8Xl.(:) aXi((f) OO(X)yl,zk;C<X)B7zk (16>
a001)()(>;ll,zl<:
+C( >a’ylaX—i(j)C(X)ﬁ’2k (17)
OC(X)p,zk
1 7Z
+ C(X)a,yZUOO(X)yl,zk aXi(;) (18)
Using the equality*” %)2” = U(X)i0as — U(X) a0, we have
IC(X)a i _ 9 ) | _
aXi(;) - aXi(:) [C(O)a,yppr,yl] - _5wy51iC(X)a,ya’ (19)

where C'(0) is the MO coefficient matrix of the FRZ state (with no rotation). Similarly,

OC(X) s,k

e = b (X (20)

To evaluate Eqn.(17), we take partial derivative on both sides of 7,,(X)0o,(X)™! = I, which

gives
0000(X) ;l}zk

ox @

80'00 (X)wm,vn

= —O'OO(X)_l aX(x)

yl,wm

UOO(X);;,zk (21)

The matrix element of o,,(X) is

Too(X )wmn = (W8 (X)W (X)) = UL, (0§ (0)| UL, 1087(0)) = UL a0 (0)upugUS
(22)



Notice if w = v, the occupied MO overlap matrix is identity and its derivative is 0. To get

non-zero derivative, we must have w = x,v # x or w # x,v = x, S0

aO-oo()()wm wn aU:l(Jg)Im aUx?IC xn
ZO T — S (1 = Ge) 2 (0 aprog UL (1= G ) 00 UL 0(0) pe
ox ( )aXma 7(0)zp,0Ugon + )02 Upraom (0)uwp X
(23)
= _6101‘57712(]3; za (O)QTPW(IUUZ]) vn + 5w$5vx5szxp za¥ (O)SCP Uqug un (24)
- 571355711Uwp wm (O)wpyquUx?; xa + 6UJ$5U$6WUwp wm (O>wp7$qUx:t§ za (25)

After simplification, we get

OP(X)ap

ox @ = —C(X)asa [UOO(X)_lc’(O)(X)T}

- [C(O)(X)O'OO(X)_I] C(X)B,xa (26)

i, ,Ti

+ [COX)000(X) 7], ,, [T a(0) U (X) o (X)COX)T], (27)

+ [0V X)00o(X)UX) ™o (O IU L, [00o(X)TCOX)T 0 (28)

where C)(X) is the MO coefficient matrix of the rotated occupied MOs, ¢(0)@®) is the

FRZ state overlap matrix between MOs of fragment 2 and all MOs, and U(X )~ is a block

diagonal matrix whose blocks are the first occupied number of columns of U(X)® of each
fragment, and its structure is shown below
01 02 ONy
o+v [(UD 0 0 0
09 + ¥y 0o U® o0 0
UX)=o = : (29)
. 0 0 0
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After the contraction with the Fock matrix, we get

OP(X)ap

@0y = F(X),
(A) = F(X)ag ox

at

Finally, the effective fock matrix is obtained from a numerical integral using a 5-point Gauss-

Lobatto quadrature.“°

2.4 Non-perturbative charge decomposition analysis

By definition, the polarization charge transfer is AQ) = Tr{pPOLQFRZ}. Define Q[X (\)] =

Tr{P(X)QFRZ} = QXWM), XB(\), XA(N),..] = Q [)\XI(D%L,)\XPOL,AXPOL,... , and

similar to the energy difference, we have

AQ = / 9O 4 /Z X x) p0L> X (33)
—22 / X(x) A] (X630, (34

- (36) ) e

where in the orthonormal basis of fragment =z,

1
P / Zi_[ Ly = / P () da. (36)
0 ia 0

Expand Q[X] in AO basis, we get

0Q|X 0 OP(X),
a)([gz)] T X @ [P(X)SQrrz5],, = ﬁ (SQFRzS) 45 - (37)

i

P () =

at
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This looks exactly the same as the expression for the effective fock matrix, and we just need

to replace F(X) with SQprzS to get

PN = 2 [UDTo(0) U (X) 000 (X) 2O (X) T SQrraSC @ (X)000(X) L (38)

—C(X)"SQrraSC(X)00o(X) '], i (39)

Finally, the effective density matrix is obtained using the same numerical integration proce-

dure.

2.5 Fragment-wise complementary occupied-virtual pairs (COVPs)
analysis

From Eqgs. 7, one can see that the polarization energy and charge flow of each fragment
have contributions from o, occupied orbitals coupling to v, virtual orbitals, and generally no
occupied-virtual pairs can be omitted. However, it is obvious that the rotations of occupied
space and virtual space of each fragment will not change the fragment polarization energy or
electron flow. This invariance can be utilized to optimally compress the orbital representation
of the polarization process by singular value decomposition. Define a set of rotated occupied

and virtual orbitals

Z rj, :cz|¢$] (40)

Z xb meb (41)

Since this does not change the fragment polarization energy and charge transfer, we have

AE® = 3L B (Wl (X531)  futa) (42)
AQW = 3 (| Pallut bWl (X631)  [¥h): (43)

ia
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Notice that under the new basis, the matrix element of )A(P(;QL is

<wm‘ ( POL) ov Z i :Bj wx]| (XI()%)L) |,l/}$b> wbaca = [U(x)TXo(i)V(w)]m,ma (44>

If we rotate the occupied space and virtual space using the left and right orthonormal
matrices in the singular value decomposition (SVD) of (1| ( l(pch> V), ( P3L> N will
be represented by a rectangular diagonal matrix with at most min{o,, v, } non-zero entries.

The min{o,, v, } pairs of the corresponding occupied and projected virtual orbitals ob-
tained in this way are called the complementary occupied-virtual pairs (COVPs), and they
give the most compact description of the polarization energy and charge transfer of fragment
x during the polarization process. It is worth noticing that both the occupied and virtual
COVPs thus constructed for the POL analysis are still localized on each fragment, and are
non-orthogonal to the polarization COVPs on other fragments (just as the ALMOs are).
This is in contrast with the COVPs of the CT analysis,*>% which can delocalize to other
fragments due to their orthogonalization tails.

The interpretation of the COVPs is that electrons move from the occupied orbital to the
virtual orbital, and electron density decreases in regions where the COVPs are out of phase,
while the electron density increases in regions where the COVPs are in phase. To achieve
the above convention of interpretation, in practice, we multiply all the operators of Eq. (42)
and (43) by -1 and construct the COVPs by doing the SVD of — (Xf;’gL)ov. It is obvious
the expressions of the energy transfer and charge transfer associated with each COVP are

unchanged, but this practice allows us to interpret the COVPs as described before, and the

reasoning is shown in the next subsection.

2.6 Analysis of the COVP phase and electron flow on a toy model

To understand the relationship between the COVP phase and the direction of electron flow

40

during polarization (the same reasoning can be applied to the CT process® as well), we
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analyze a simple toy model of the polarization of a hydrogen atom in a uniform electric field,
as shown in Fig. 1. Let us assume the electric field is weak and oriented along the z axis,
E = EZ and that the H atom is located at the origin of the coordinate system. Therefore,
the total Hamiltonian is

H=Hy—ji-E, (45)
where Hy is the non-relativistic H atom Hamiltonian. The field-induced perturbation is

~

o=

=

B=— (—e%> - E% =eBx, (46)

where e is the magnitude of electron charge, and 7 is its position.

1s 2p.

E=FE3

»

Figure 1: H atom in uniform electric field.

It is sufficient to allow a single virtual orbital to describe polarization, and by symmetry,
referring to Fig. 1, a |2p,) orbital is suitable to polarize a |1s) ground state H atom. Our
model Hilbert space will therefore be 2-dimensional: {|1s),|2p.)} The frozen wavefunction

corresponding to the isolated H atom fragment is simply:

Wrrz) = [45)) = |1s), (47)

We assume the phases of |1s) and |2p,) are as indicated in Fig. 1.

The first order correction to the wavefunction under the perturbation is

0 (ibx| Hy|15) o (2p.215)
=) ") = eE——"|2p.). 4
) ,; oo LOREES sl L1 (48)
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With positive numerator and negative denominator, the coefficient of |2p.) is negative.

Therefore our normalized perturbed wavefunction (which is the POL state) is of the form

[poL) = cosf|1s) —sinf|2p,), (49)

where 6 € (0,7/2). This suggests the polarized state shifts in the —Z direction, which is
expected since the electron is attracted towards the positive field direction.
The density operators of these two states, Prry = |Yrrz) (Yrrz| and Prop, = [YpoL) (YpoL|

have the following matrix representations:

[1s)  |2p2)
Prrg= s (1 0 (50)
12p.) \ O 0
1s) 12p-)
Ppop = 118) cos® 0 —sinf cos (51)

|2p.) \ —sin@ cos @ sin? 0
By the relationship Ppor, = U(X)Pyg,U(X)", it’s easy to see that

cosf sinf
UX) = (52)

—sinf cosf

From the definition, U(X) = exp(X), so we have

0 6
X = (53)
—9 0

Thus the ov block of X is simply X,, = 6. Its trivial SVD gives the occupied COVP as
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|1s) and the virtual COVP as |2p,) (no compression is possible). However the phases are
significant. Comparing the COVPs (or the original orbitals), we can see electrons move from
the region where COVPs are in phase to the region where COVPs are out of phase.

Since this is not an intuitive convention, we instead construct the COVPs using —X,,.
As the singular values are by definition always positive, the overall minus sign will be incor-
porated in either the occupied or the virtual COVPs, which will change their relative phases.
With this phase convention for the COVPs, electrons move from the region where COVPs
are out of phase to the region where COVPs are in phase. This convention will facilitate

chemical interpretation.

3 Computational details

Isolated fragment SCF calculations were first performed, after which the block diagonal MO
coefficient matrix and the density matrix Prry of the frozen state were constructed using
the occupied orbitals and DQ-FERFSs of each fragment.!! We then ran SCF-MI calculations
to obtain the polarized state and the density matrix Ppor,. The generator X of the unitary
transformation connecting FRZ and POL states was obtained by minimizing the cost function
C = ||ProrL — U(X)PFRZU(X)THi as in reference 40. For UHF calculations, the above
procedures were performed for the o and 3 spin separately, since the density matrices do
not couple orbitals with different spins.

The polarization analysis algorithm was implemented in a development version of the Q-
Chem quantum chemistry program.® The wB97X-D functional*® with the def2-TZVPD basis
set 9951 were used for geometry optimization and vibrational mode analysis. wB97X-D /aug-
cc-pVTZ52%4 single point calculations were used for the energy decomposition analysis unless
otherwise specified. Geometries of all molecules were confirmed to be local minima on the
potential energy surface by confirming that the Hessian matrix has no negative eigenvalues.

All the COVPs were plotted with isosurface value of £0.07 a.u., and all the molecular figures

16



were plotted using IQmol. The occupied and virtual COVPs were plotted in transparent solid

and wire-frame style respectively. All plots were generated using Matplotlib.?®

4 Results and discussion

4.1 He-—Li"

We first consider the interaction between a He atom and a Lit cation, which has an equi-
librium distance of 1.92 A. At large distances, this inter-molecular interaction is expected to
be polarization dominated due to the large difference between the first ionization energies
(IE) of He (24.6 €V)®® and Li (5.4 €V),%” which makes the electron transfer from He to
Li™ unfavorable. We performed a series of EDA calculations with the inter-atomic distance
The_14+ increasing from 1.8 A to 6.0 Awith increment of 0.3 A. From Figure 2(a) and 2(b),
it is obvious that the total energy decreases of the POL and CT processes obtained from
ALMO EDA agree very well with those obtained by direct subtraction, which confirms that
the 5-point quadrature used to construct the effective Fock matrices is satisfactory. Both
POL and CT energies approach 0 as ry,_p;+ increases, and the magnitude of AFEpqy, re-
mains dominant over AFEcr (Figure 2(c)), indicating the polarization dominant nature of
this inter-molecular interaction. The polarization energy is all due to the polarization of He,
as one would expect, and Figure 2(d) shows the slope of the log-log plot of the polarization
energy with respect to distance plot is very close to —4, which is the correct asymptotic

behavior of a charge-induced dipole interaction.
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Figure 2: (a) Energy decrease in the POL process obtained from Epor, — Errz (AESSE
in red line) and ALMO EDA (AEA5MO in blue dots) as a function of rge_r3+. (b) Energy
decrease in the CT process obtained from Ect — Epor, (AEEE in red line) and ALMO EDA
(AESEMO in blue dots) as a function of ry,_p;+. (c) Percentage of AEpor, and AEcr out of
AFpor, + AEcr in the relaxation from FRZ to CT as a function of ry,_1;+. (d) log-log plot
of the magnitude of the polarization energy with respect to distance.

The POL energy at all distances can be described by a single COVP with 100% energy
contribution, such as the one at rg. 1+ = 3.9 A system shown in Figure 3. It is clear that
this COVP describes the local charge flow from the He 1s orbital to its virtual 2p, orbital
that is oriented towards the LiT. Moreover, the relative phases of the 1s orbital and the
2p, orbital indicates the electrons flow from left to right due to the electrostatic attraction

exerted by the positively charged LiT. The compact description of the polarization of He
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by only one COVP is due to the fact that there is only one occupied molecular orbital (for

restricted SCF calculation) in He.

Figure 3: The COVP of the POL process of the He — Li" system at ry, 3+ = 3.9 A.

4.2 Ne — Ar"

We consider the interaction between a Ne atom and an Ar™ cation, which has an equilibrium
distance of 2.9 A at the level of HF /aug-cc-pVTZ. The reason for choosing HF as the
electronic structure method is that this problem is expected to be self-interaction sensitive
due to the presence of an odd hole (on Ar). Due to the larger IE of Ne (21.6 ¢V)®" than Ar
(15.8 V), we expect this inter-molecular interaction to be CT dominated at short distances,
and POL dominated at large distances. From Figure 4(a) and 4(b), it is obvious that the
total energy contributions of the POL and CT processes obtained from ALMO EDA agree
very well with those obtained by direct subtraction, which again confirms the effectiveness
of our POL and CT decomposition methods. Figure 4(c) shows that CT contributes more
than POL at short distances, while at larger distances POL dominates the binding process,

as expected.
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Figure 4: (a) POL energy decrease, EpoL — Frrz (AESE: red line) and ALMO EDA
(AESEMO: blue dots) as a function of 7ye_ac+. (b) CT energy decrease obtained from
Ecr — Epor, (AESE: red line) and ALMO EDA (AEAMO: blue dots) as a function of
TNe—art- (€) Percentage of AEpor, and AEcr out of AEpor, + AEct in the relaxation from
FRZ to CT as a function of ry,_s,+. (d) log-log plot of Epor, vs r (e) log-log plot of Epor,
of Ne vs r (f) log-log plot of Epor, of Ar"™ vs r; the red dashed line is the best linear fit in

panels (d)-(f). 20



The different distance dependence (polynomial versus approximately exponential) of POL
and CT is visually evident (examined in more detail for the HoO--- Cl interaction below).
Figure 4 (d) shows the polarization energy roughly agrees with the r—* distance dependence
of charge - induced dipole interaction, as is the polarization energy of Ne in Figure 4 (e).
The fact that the slope is larger in magnitude than -4 indicates additional short-range con-
tributions that decay more rapidly — for instance due to overlap effects. Likewise, Figure
4(f) shows the very rapid decay of weak polarization effects on Ar* due to interaction with
the (polarized) Ne atom.

To illustrate the details of the binding process of this cluster, we show the EDA and
COVP analysis results at the distance of 2.8 A. EDA results of Table 1a shows that POL
energy is the dominant contribution to binding energy, and table 1b shows two significant
COVPs that contribute 60% of the POL energy. Figure 5 indicates the polarization is
achieved by electrons moving from the 2p, orbital of Ne into its empty 3d.> orbital, and the
phase convention shows the result of polarization of Ne is an increased electron density at the
end closer to Ar™ and a decreased electron density at the opposite end due to the electron
static attraction of the positively charged Ar™. Relatively weak polarization despite the
strong perturbation of an unscreened charge reflects the high cost of changing the principal
quantum number in the POL process. Table 1c shows two significant COVPs in the CT
process that contributes 80% of the CT energy, and figure 5 shows the dominant COVP
demonstrates donation of electrons from the 2p, orbital of Ne into the empty 3p, orbital of
Art, while the smaller COVP shows donation of electrons from the 2p. orbital of Ne into

the empty 3d.2 orbital of Ar™, which is lower in energy.
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Table 1: (a) Energies (in kJ/mol) and amounts of transferred charge (in me~) calculated
using ALMO EDA. A E¢e pawi corresponds to the sum of energy decreases due to electrostatic
interaction and Pauli repulsion, A Fg;g, corresponds to the dispersion energy, and AFEjy is the
total interaction energy. AFEpor, and AFEcr are calculated using the non-perturbative EDA
method. (b, c¢) Significant COVPs of the POL and CT process, as well as their associated
energy decrease (in kJ/mol), amounts of transferred charge (in me™) and their contributions
in percentage.

‘ AFBgeipani AFgisp AFEpor AQpror, AEct AQct AFiy
3.02 -1.53 -4.88 1.37 -1.86 1.30 -5.25
(a) EDA results

‘Pair Donor Acceptor AE AFE/AEpoL(%) AQ AQ/AQpor(%)

al Ne Ne -1.33 27.22 0.41 29.54
£l Ne Ne -1.64 33.56 0.57 41.25

(b) Significant COVPs of POL process

‘Pair Donor Acceptor AE AE/AEct(%) AQ AQ/AQctT(%)

a2 Ne Art -0.26 14.22 0.08 6.51
B2 Ne Art -1.21 65.32 1.18 90.44

(c) Significant COVPs of CT process

COVP ay COVP 3,

Figure 5: Plots of significant COVPs of Ne-Ar" in the POL and CT process.
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4.3 H,O0 -Cl"

We next consider the interaction between a HoO molecule and a Cl~ anion. The structure
was optimized at the RIMP2/cc-pVDZ level and frequency analysis was performed at the
same level of theory to confirm that a minimum was found. EDA calculations at HF /aug-
cc-pVTZ was then performed on different structures obtained by increasing the distance
between the O atom and Cl~, where the minimal distance at about 3.1 A corresponds to
the equilibrium geometry. Figure 6 (a) shows agreement between the POL energy obtained
from our EDA method and direct energy subtraction. Subplot (b) shows a roughly 1/r*
distance dependence of the POL energy, which is the correct asymptotic behavior of the

charge-induced dipole interaction (i.e. polarization of water by Cl™).
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Figure 6: (a) Energy decrease in the POL process obtained from Epor, — Eprz (AESS in
red line) and ALMO EDA (AEAEMO in blue dots) as a function of r, the distance between
O and CL. (b) log-log plot of the polarization energy and r, the red dashed line is the best
linear fit. (c) log-log plot of the polarization energy of C1~ and r, the red dashed line is the
best linear fit. (d) log-log plot of the polarization energy of HyO and r, the red dashed line
is the best linear fit.

By contrast, subplot (c¢) shows that the distance dependence of the POL energy con-
tribution from Cl~ is about 1/r%9. This is expected since the polarization of Cl~ is due
to the external dipole moment generated by the HyO molecule, and the leading dipole-
induced dipole interaction has an asymptotic behavior of 1/7%. Subplot (d) indicates that

the polarization energy of the HyO molecule is asymptotically 1/r%, which is correct for the

charge-induced dipole interaction and is the main contribution to the POL energy of this sys-
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tem. Therefore, this example demonstrates that our polarization analysis gives the correct
asymptotic distance dependence of not only the total POL energy, but also the contributions

from each fragment.

4.4 H->0 dimer

It is well known that the hydrogen-bonding in the water dimer weakens the OH bond of
the proton donor and thus causes an elongation of its bond length and a red shift in the
stretch frequency.?¥ 2 We use a water dimer in vacuum as an example to understand the
weakened OH bond using the POL and CT analysis of ALMO EDA. Our calculations show
that a free water molecule has an OH bond length of 0.958 A. In the water dimer, the proton
donor OH bond lengths by ~ 1% to 0.967 A, while the other three OH bonds remain almost
unchanged. The main EDA results are summarized in Table 2, showing that POL is almost
as important as CT in terms of energetic contributions, and a similar number of electrons

are rearranged.

Table 2: Energies (in kJ/mol) and amounts of transferred charge (in me™) calculated using
ALMO EDA. AFEqeipau; corresponds to the sum of energy decreases due to electrostatic
interaction and Pauli repulsion, AFEyi, corresponds to the dispersion energy, and AE;, is
the total interaction energy. AFEpo;, and AFEcr are calculated using the non-perturbative
EDA method.

H AFBgeipaui AFgisp AFpor AQpror, AEct AQct ABy H
-2.59 -5.49 -5.36 2.73 7.7 295 -21.20

Fragment-wise EDA was then performed to reveal the directions of the energy and charge
transfer. To distinguish the two water molecules, we denote the proton donor as “HD”
and the proton acceptor as “HA”. Table 3a summarizes the POL analysis and Table 3b
summarizes the CT analysis. The fragment-wise energy and charge decomposition indicates
that the polarization of the proton acceptor accounts for 75% of the energy decrease during
the POL process. In the CT process, nearly all the energy decrease is due to the electron

flow from the proton acceptor to the proton donor, in the opposite direction of the proton
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transfer.

Table 3: Fragment-wise energy decrease (in kJ/mol) and the amount of transferred charge
(in me™), and their contributions in percentage in the POL and CT process.

H Fragment AFE AE/AFEporL(%) AQ AQ/AQpoL(%) H

HD -1.47 27.43 0.96 35.16
HA -3.89 72.57 1.77 64.84

(a) Fragment-wise energy and charge decomposition for the POL process.

H Donor Acceptor AE AE/AEct(%) AQ AQ/AQcr(%) H

HD HD -0.08 1.03 0.01 0.34
HD HA -0.50 6.44 0.19 6.44
HA HD -7.17 92.28 3.48 117.97
HA HA -0.02 0.26 -0.73 -24.75

(b) Fragment-wise energy and charge decomposition for the CT process.

To obtain additional insight, we must perform COVP analysis as summarized in Tables
4a and 4b. Figure 7 illustrates the details of the electron rearrangement. There are two
significant COVPs for the POL process, one pair for each of the two water molecules. For
the more polarizable water (HA), COVP 1 describes the polarization of the oxygen lone
pair electrons towards the donor proton, as a result of electrostatic attraction towards the
partially positively charged hydrogen. We can thus clearly identify COVP 1 as achieving
energy lowering by electrical polarization.

COVP 2 is only 1/3 the strength, but its character is at least equally interesting. It
describes the polarization of the OH ¢ bond of the proton donor, which is a hybridization
of the oxygen 2p orbital and hydrogen 1s orbital. The relative phases of the occupied and
virtual orbitals indicates that electrons move away from the proton acceptor along the OH
bond. There are two synergistic reasons that we can identify for this behavior. First, is
increasing the polarity of the O—Hp bond to increase the electrostatic induction. Second, is

relief of the Pauli repulsion exerted by the adjacent oxygen lone pair of the proton acceptor.
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Table 4: Significant COVPs of the POL and CT process, as well as their associated energy
decrease (in kJ/mol), amounts of transferred charge (in me~) and their contributions in
percentage.

‘Pair Donor Acceptor AE AFE/AEpoL(%) AQ AQ/AQpoL(%)

1 HA HA -3.24 60.50 1.47 53.97
2 HD HD -1.07 19.89 0.71 26.18

(a) Significant COVPs of POL process

Pair Donor Acceptor AFE AE/AEcr(%) AQ AQ/AQcr(%)
3 HA HD -6.90 88.84 3.41 115.73
(b) Significant COVPs of CT process

COVP 1 COVP 2 COVP 3

Figure 7: Plots of significant COVPs of water dimer in the POL and CT process.

The charge transfer process is compactly described by one COVP, which shows electron
transfer from the proton acceptor to the proton donor (Table 4b). Consistent with previous
analysis, 3 COVP 3 of Figure (7) clearly shows electron transfer from the oxygen lone pair
of the proton acceptor to the O—Hp ¢* anti-bonding orbital of the proton donor. This is
the main origin of the weakened OH bond, as indicated by its much larger energy decrease
(than associated with POL on the proton donor water, which is the only other candidate).

The dominance of CT in O—Hp bond weakening has also been clearly identified using the

adiabatic EDA. 12:62
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4.5 Complex of the 9-fluorenyl radical with Na™

Polycyclic aromatic hydrocarbons (PAHs) in their neutral, ionized, hydrogenated and de-
hydrogenated forms have been proposed as potential sources for the unidentified infrared
(UIR) emission bands of some carbon-rich interstellar sources as well as the diffuse interstel-
lar visible absorption bands (DIBs).%¢7 With a delocalized 7 electron framework, they are
also far more polarizable than non-conjugated organic molecules, and therefore are also of
interest for their non-linear optical properties and singlet fission.%% From the standpoint
of intermolecular interactions, this means that the POL process can be quite important in
stabilizing complexes. With this in mind, we studied the interaction of a 9-fluorenyl radical
(FR) with a sodium cation on top of its five-membered ring. Since the isolated PAH has
no significant electrical moments, this will serve as an example of polarization-dominant
inter-molecular interaction.

ALMO-EDA results (Table 5) indicate that the POL process is indeed the dominant
factor in relaxing the two fragments, while the CT energy is of negligible importance. This
is expected based on the innocent character of the Na* cation, in contrast to the Li* ion,™
and we shall not consider CT further here. Relative to the water dimer, we see that the
polarization energy lowering is ~ 15 times larger than the water dimer, and more than 4 times
larger than in the chloride-water complex. The COVP analysis of the polarization process
(Table 7) clearly demonstrates that the polarization of FR cannot be compactly described
by only a few of the COVPs, and the energy decrease as well as the amount of transferred
charge are distributed among the six COVPs listed in Table.6, which only accounts for about

sixty percent of the total energy and transferred charge of the POL process.
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Table 5: Energies (in kJ/mol) and amounts of transferred charge (in me™) calculated using
ALMO EDA. AFE e pau; corresponds to the sum of energy decreases due to electrostatic
interaction and Pauli repulsion, AFEy;, corresponds to the dispersion energy, and AE, is
the total interaction energy. AFEpo;, and AFEcr are calculated using the non-perturbative
EDA method.

H AE1ele+l:'auli AEvdisp Al?l:'OL AC2POL AFJCT AC2CT AEint H
-25.12 -14.15  -79.98 44.20 -2.09 0.54 -121.34

The fragment-wise energy and charge decomposition (Table 6) shows that the polarization
process is solely due to the polarization of FR. This is unsurprising given that Na%t is not
polarizable. More surprisingly, FR exhibits nearly equal contributions from the a and
spins. This is quite interesting as one might have expected significantly larger polarization
in one spin sector over the other due to the presence of an odd electron (or hole). Conversely

the lack of such a difference is consistent with FR being a relatively stable organic radical.

Table 6: Fragment-wise energy decrease (in kJ/mol) and the amounts of transferred charge
(in me™), and their precentage contributions in the POL process. The subscripts o and
denote the a and [ electronic space, respectively.

AFE, AFE AQa AQ
Fragment AE, AEJSOL AEﬁ AEPZL AQO‘ AQpoL AQ'B AQPgL
FR -39.49 49.37 -40.43 50.55 20.72 46.88 23.45 53.05
Nat -0.03 0.04 -0.04 0.05 0.01 0.02 0.01 0.02

Turning to the COVP analysis summarized in Table 7, it is evident that the polarization
of FR cannot be compactly described by only a few COVPs. The energy decrease as well
as the amount of transferred charge are distributed among the six COVPs listed in Table 7,
which only accounts for about 60% of the total energy and transferred charge of the POL
process. POL is clearly a collective property of the 7 system, rather than belonging to one

or two more polarizable orbitals.
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Table 7: Significant COVPs of the POL process, as well as their associated energy decrease
(in kJ/mol), amounts of transferred charge (in me~) and their contributions in percentage.
« and  denote the COVPs of a and f electronic space, respectively.

‘ Pair Donor Acceptor AFE AE/AFEpon(%) AQ AQ/AQpoL(%) ‘
o1 FR FR -9.46 11.82 5.62 12.71
Q9 FR FR =17 9.71 4.72 10.68
Qs FR FR -5.81 7.26 3.51 7.95
51 FR FR -9.20 11.51 7.73 17.49
Ba FR FR -8.61 10.76 5.11 11.57
B3 FR FR -7.60 9.50 4.53 10.24

COVP 3 COVP s

Figure 8: Isosurface plots of the 6 most significant COVPs of 9-fluorenyl radical and Na™ in
the POL process.

Figure 8 shows the significant COVPs of the POL process. The COVPs are mostly
localized around the five-membered ring, above which the Na™ is located. This behavior is
expected since the five-membered ring is closer to Na™ compared to other atoms of FR, so
that the electrons in this region feel a stronger electric field exerted by Nat and are easier
to polarize. Another interesting observation is that all the COVP virtuals are located above
their paired occupied orbitals, closer to the Na®. Together with the paired phases, this

clearly describes the electrons moving closer to the Na™ during the POL process due to the
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electrostatic attraction from Na™.

4.6 H30" — (H,0); cluster

To demonstrate the capability of our polarization decomposition method to deal with clusters
with more than two fragments, we show results for a H3O" — (H,0)j5 cluster, which is a simple
model for solvated proton. We used the optimized structure from a previous publication ™
where the geometry is optimized at the wB97X-V /def2-SVPD level. The EDA calculation
was performed at the wB97X-D/def2-TZVP evel.

@ AER 1 = —9.4 kJ/mol
AFEpor, = —23.4 kJ/mol

| ' AE2,; = —23.7 kJ/mol
I
I
4 AFE}5; = —23.3 kJ/mol
- ’ AFE$o;, = —11.5 kJ /mol

AER o = —8.2 kJ/mol

Figure 9: Structure of the H;0" — (Hy0)j5 cluster with labels for each fragment (fragment 0 is
the hydronium cation while the other 5 fragments are water molecules) and the polarization
energy decomposed to each fragment. The blue dashed lines depicts the hydrogen bonding.

The H30" — (Hy0);5 cluster shown in Figure 9 is symmetric about the plane defined
by the fragments 0, 4 and 5. Each of the water molecules 1, 2 and 3 is coordinated to
a hydrogen atom of the hydronium cation to form a hydrogen bond. Together they form
the so-called Eigen cation, H3O"(H,0)3 which is the first solvation shell of the solvated
hydronium cation. Water 4 forms two hydrogen bonds with water 1 and 3, while water 5

forms two hydrogen bonds with water 2 and 4, and they are part of the second solvation
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shell of the solvated hydronium cation. The polarization of the hydronium cation is largely
due to the Pauli repulsion from the lone pairs of water molecules 1, 2 and 3, and its energy
contribution is not very large since water molecules do not have permanent charge. The
polarization energy of water molecules 1, 2 and 3 are roughly equal and quite large (~ 24
kJ/mol), since they are closest to the positively charged hydronium cation and have very
similar chemical environments. Though both water molecules 4 and 5 are part of the second
solvation shell, their contributions to the polarization energy are different and water molecule
4 polarizes more than water molecule 5. This is because water molecule 4 feels the induction
from the solvated proton from two short paths 0 — 1 — 4 and 0 — 3 — 4, and one long path
0 — 2 — 5 — 4; while for the water molecule 5, the induction effect is transmitted from one
short path 0 — 2 — 5 and two long paths 0 — 1 —4 — 5 and 0 — 3 — 4 — 5. As induction
decreases strongly with distance, it is reasonable that water molecule 5 should polarize less

than water molecule 4.

COVP 1 COVP 2
AE = —14.4 kJ /mol AE = —5.8 kJ/mol

Figure 10: Two most significant COVPs for the polarization of water molecule 1.

Figure 10 shows the two most significant COVPs for the polarization of water molecule
1. It is clear that the most important COVP 1 describes the polarization of the oxygen
lone pair while COVP 2 describes the polarization of the mixture of oxygen 2p orbital and

hydrogen 1s orbitals of water. Remembering the significance of phase, we see that both of
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these orbitals are polarizing towards the positively charged hydronium cation. The COVPs
of other water molecules look similar to those of water molecule 1, with different directions
depending on the direction of the hydrogen bond. This example shows how the POL analysis
provides quantitative information about the chemical environment of each water molecule

in a many-fragment complex.

5 Conclusion

In this paper, we presented a non-perturbative energy decomposition analysis based on
absolutely localized MOs (ALMOs) that can exactly unravel the energy decrease and charge
rearrangements during the polarization (POL) process'! into additive contributions from
each molecule (or fragment) in a complex. The energy lowering, AFEpqy, is the energy
change associated with on-fragment relaxation from isolated fragment orbital (the frozen
state; FRZ) subject to a fragment block-diagonal MO coefficient matrix via the SCF-MI
procedure.'®2! In order to ensure a polarized state with a valid complete basis set limit,
fragment electric response functions (FERFs)!! are used as the polarizing virtual orbitals of
the frozen state for each fragment.

The computational cost of the polarization analysis is fairly small compared to the effort
required to optimize the absolutely localized MOs (ALMOs) that define the polarized state.
The additional work is associated with 3 additional Fock matrix constructions to perform the
5-point quadrature in Eq.30 (the end-points are already available), as well as some relatively
inexpensive linear algebra steps that scale cubically with the size of each fragment. Therefore
the POL analysis can be routinely performed as part of an ALMO-EDA calculation, similarly
to the corresponding charge-transfer analysis.

The resulting polarization analysis yields individual relaxation energies for each fragment
that sum exactly to AFpor. Given that polarization is well-understood to be a many-body

process,*? how is this possible? The answer is that our polarization analysis yields an exact
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effective one-body picture of the true many-body (polarization) process. One way to see

how this is possible is to consider a rearrangement of the many-body expansion (MBE):

Ejor = ZE + ZAEZ] + Z AE;j, + Z AEBj + - (54)

1<j 1<j<k 1<j<k<l

- Z (E; + AEST) (55)

This rearrangement can be viewed as a further condensation of the effective two-body inter-
actions, AEfjﬂ. We are implicitly resumming many-body contributions (captured through

SCF-MI) to allow us to evaluate the effective changes in 1-body energies due to polarization:

AEST = ZAEZJ + Z AEg, + > AEju+- (56)
];éz ]<k7£z j<k<l7ﬁz
1
=5 AE] (57)
JFi

The one-body viewpoint is natural here because orbital relaxations corresponding to polar-
ization occur on a single fragment. Other exact fragment-wise decompositions also exist. ™

In addition, we implemented a complementary occupied virtual orbital pair (COVP) anal-
ysis that can further disentangle the energy decrease and charge transfer of the polarization
process on a given fragment into contributions from important occupied-virtual pairs. In
addition we established a very useful and general phase convention for COVPs. This phase
convention allows intuitive connection between occupied and virtual orbital pairs: a region
with constructive interference (same sign) corresponds to electron flow into that region, while
regions with destructive interference (opposite sign) correspond to electron outflow.

A set of model examples, including the chloride water dimer, the water dimer, and
one PAH complexes revealed interesting aspects of the polarization process that appear

to be quite general. Specifically, we found that the polarization process cannot usually

be compactly described by only one or two COVPs as in CT interactions. We presented
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examples where POL involves more than six COVPs with comparable contributions. These
results demonstrate the polarization process as a complex and rather collective behavior
of the electrons of each fragment in response to the fields and overlaps generated by other
fragments. The most important COVPs typically correspond to the expected electrical
induction, where electron pairs on one fragment are attracted to local sources of positive
charge, or orient away from local sources of negative charge. We also found evidence for
COVPs that correspond to relief of Pauli repulsions that may be present when forming a
supersystem wavefunction from the frozen orbitals of the fragment. In repulsive regions of
a potential energy surface these contributions can contribute to AFEpor,. While we have
concentrated on analyzing the distance dependence of the polarization contributions from
entire fragments, it is also possible to examine the behavior of the individual COVPs as long
as they can be followed. In principle, different COVPs could exhibit different decay behavior
if they correspond to different mechanisms, such as electrical induction versus relief of Pauli
repulsions.

In terms of limitations, the POL analysis reported here works well to provide insight
into the relative contributions of each fragments to AEpor,, and the key polarizing orbitals.
However, its success depends on the ability to separate a given complex into chemically
meaningful fragments: this dependence on reference state is important to bear in mind for
this analysis, as well as for EDA in general. As examples, the framework described here is
not natural for intramolecular polarization, or for a system such as F~---H* ... F~ where

the most appropriate fragments change with geometry.
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