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�is study investigates mechanisms that generate regularly spaced iron- rich bands in 
upland soils. �ese striking features appear in soils worldwide, but beyond a gener-
alized association with changing redox, their genesis is yet to be explained. Upland 
soils exhibit significant redox fluctuations driven by rainfall, groundwater changes, or 
irrigation. Pattern formation in such systems provides an opportunity to investigate the 
temporal aspects of spatial self- organization, which have been heretofore understudied. 
By comparing multiple alternative mechanisms, we found that regular iron banding in 
upland soils is explained by coupling two sets of scale- dependent feedbacks, the general 
principle of Turing morphogenesis. First, clay dispersion and coagulation in iron redox 
fluctuations amplify soil Fe(III) aggregation and crystal growth to a level that negatively 
affects root growth. Second, the activation of this negative root response to highly crys-
talline Fe(III) leads to the formation of rhythmic iron bands. In forming iron bands, 
environmental variability plays a critical role. It creates alternating anoxic and oxic 
conditions for required pattern- forming processes to occur in distinctly separated times 
and determines durations of anoxic and oxic episodes, thereby controlling relative rates 
of processes accompanying oxidation and reduction reactions. As Turing morphogenesis 
requires ratios of certain process rates to be within a specific range, environmental varia-
bility thus modifies the likelihood that pattern formation will occur. Projected changes 
of climatic regime could significantly alter many spatially self- organized systems, as well 
as the ecological functioning associated with the striking patterns they present. �is 
temporal dimension of pattern formation merits close attention in the future.

environmental variability | iron dynamics | pattern formation | soil mottles | Turing instability

Redoximorphic features are observed in soils worldwide (1, 2). During anoxic periods, 
reduced iron [Fe(II)] moves in soil pore water and when oxidized to Fe(III), forms redox-
imorphic features often characterized by the distinct presence (orange) or absence (gray) 
of Fe(III) (3) (Fig. 1). While redoximorphic features mostly occur in soils that are fre-
quently �ooded, in drier upland soils, tiger- stripe- like patterns, alternating between hori-
zontal Fe- depleted gray bands and Fe- oxide- rich orange bands, have been reported (4–7) 
(Fig. 1A and SI Appendix, Table S1). �e mechanisms responsible for these patterns remain 
unknown. Regular patterns, however, are commonplace in many ecosystems, and several 
theories have emerged to explain them (8–11). Most notably, rhythmic banding also forms 
in dryland vegetation (8, 12, 13) and in rocks and weathering minerals (14, 15). �e 
former has been explained by Turing instability (16) and the latter by the Liesegang 
mechanism (14). Here, we investigate the mechanisms forming regular iron bands, an as 
yet unexplained phenomenon in soils around the world (4–6), through the lens of Turing 
morphogenesis. �is framework of pattern formation involves an inhibitor and an activator 
(16). �e activator promotes local increases in both itself and the inhibitor, whereas the 
inhibitor acts to inhibit and reduce concentrations of the activator. Classic Turing patterns 
emerge with di�erential movement of the activator and inhibitor and have been investi-
gated in many ecosystems (11, 17–21).

Environmental variability has rarely been considered previously in spatially self- organized 
systems. Temporal dynamics of the environment likely plays a pivotal role in iron band 
formation in upland soils. Upland soils undergo signi�cant redox �uctuations driven by 
rainfall, groundwater table changes, or irrigation (22, 23) and redox conditions in turn 
dictate soil biogeochemistry. Environmental variability creates conditions for distinct 
processes, e.g., reduction and oxidation, to occur at the same site, over the timescales 
relevant to pattern formation, although separated in time. Environmental variability fur-
ther determines the duration of the temporal windows, thereby controlling rates of various 
pattern- forming processes relative to each other averaged over a given period. Since for-
mation of regular patterns often requires a speci�c ratio of process rates (12, 16), envi-
ronmental variability can thus alter the likelihood of pattern formation. In the context of 
Turing morphogenesis (16), the activator increases the concentrations of itself and of the 
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inhibitor, both of which then di�use along concentration gradi-
ents. Regular patterns can emerge only when the inhibitor di�uses 
faster than the activator. Such di�erences in di�usion rates repre-
sent the essence of Turing morphogenesis and scale- dependent 
feedbacks (SDFs)—the activator increases its own concentration 
locally (short- range positive feedback) while the inhibitor inhibits 
the expansion of the activator distally (long- range negative feed-
back). �e temporal dimension of pattern formation is thus crucial 
but has been heretofore rarely investigated.

We examined the mechanism forming regular iron bands in soils. 
Our study site is at the Calhoun Experimental Forest, South 
Carolina. At this site, coarse- textured and porous A and E horizons 
overlie kandic Bt- horizons that are dominated by kaolinite and Fe 
and Al oxide minerals. �e study area receives an annual rainfall of 
~1,270 mm. Rainfall periodically exceeds evapotranspiration and 
leads to low oxygen concentrations, especially in the Bt horizons, 
where perched water tables emerge during the winter and early 
spring. With su�cient organic reductants present, microbial 
decomposition can locally consume the dissolved oxygen and 
prompt a switch to respiration via Fe(III) reduction with subsequent 
release and mobilization of highly soluble Fe(II) in the aqueous 
phase (4, 7). A pattern of alternating gray and orange horizontal 
bands, with bandwidth of ~1.6 cm (Fig. 1 A and D), is located 
between the soil depths of 1.0 and 1.8 m (in the Bt horizons). �e 
gray bands are low in Fe(III) but are rich in clay- sized minerals 
(kaolinite) and soil organic carbon (SOC) (SI Appendix, Table S2) 
and harbor abundant �ne roots and hyphal networks of mycorrhizal 
fungi. In contrast, the orange bands are high in Fe(III) and low in 
clay- size particles and SOC, with no signs of root growth or ecto-
mycorrhizal hyphae. �e crystallinity of Fe(III) minerals in the 
orange bands is much higher than that in the gray bands. A thor-
ough description of geochemical properties of the redox bands at 

our study site is provided elsewhere (4, 7). Here, using generalized 
Turing morphogenesis models, we show that iron bands in upland 
soils are generated by coupling two sets of SDFs and that redox 
�uctuations play an indispensable role in their formation.

Results

Mechanisms of Pattern Formation. We constructed models 
consisting of two modules. �e �rst module captures soil water 
dynamics (“Soil Water Dynamics” in Methods), which are driven by 
historical rainfall and evapotranspiration records and simulates soil 
moisture �uctuations, potential redox oscillations, and hydrodynamic 
�ow. �e second module describes soil biogeochemical changes, 
involving root growth (source of organic matter, OM), chemical 
reactions among Fe(II), Fe(III), O2, and OM and their transport, 
and changes of clay content. Repeated redox �uctuations induce 
evolution of phases of Fe(III) crystallinity and clay dispersion/
coagulation during iron redox oscillations (24–27). �ese processes 
constitute core pattern- forming feedback that we describe in more 
detail below. While also belonging to reactive transport models 
(28–30), models in this study focus on Turing morphogenesis—
they incorporate scale- dependent feedbacks (SDFs) consisting of an 
inhibitor, an activator, and their relative transport rates. We compared 
three categories of mechanisms (Fig. 2): a) SDFs with the long- range 
negative feedback realized by threshold- dependent root responses 
to highly crystalline Fe(III), coupled with another SDFs mediated 
by clay dispersion/coagulation (Movie S1). We also examined 
whether each set of SDFs alone is su�cient to form iron bands 
(Movies S2 and S3); b) SDFs with the negative feedback realized 
by monotonic root growth responses to soil moisture (Movie S4);  
and c) a template e�ect of root structure, i.e., iron banding formed 
following the pre- existing root spatial structure, without invoking 
any SDFs (Movie S5).

A B C

D E F G

Fig. 1. Variations of iron redox patterns in soils. (A) Our study site with extensive regular patterns; (B) A site nearby (~4,000 m) our study site showing narrow, 
irregular redox patterns; (C) A site nearby (~400 m) our study site without any patterning. The close- up views of pattern zones in A and B are presented in D and 
E. (F) rhizosphere creates an oxidized orange zone in wetland soils, while (G) rhizosphere creates a reduced gray zone in upland soils. Patterns shown in A–E are 
all from the Calhoun Long- term Soil Experiment Forests in South Carolina.
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Threshold- dependent SDFs form regular bands. Fluctuations in 
soil moisture induce changes in soil redox, thereby generating a 
repeating alternation of oxidizing and reducing conditions. Such 
redox oscillations that bias periods of oxidation can promote 
precipitation of Fe(III) of increasing crystallinity (24). Over repeated 
redox oscillations of this type, Fe(III) can cement into plinthite- like 
material (31–33) that is common in soils in the study region. While 

roots possess an array of morphological and chemical adaptations 
to penetrate soils (34, 35), hard and brittle plinthite- like material 
forms a barrier to root penetration (36, 37). At our study site (4) and 
other sites (5) with similar iron bands, the crystallinity of goethite in 
orange bands is signi�cantly higher than in gray bands (38), with the 
ratio of ammonium- oxalate extractable Fe and dithionite- extractable 
Fe falling in the range for plinthite and ironstone concretions. 

Fig. 2. The 昀椀ve hypothesized mechanisms of iron banding formation, their corresponding model representations, and di昀昀erences in their model predictions. 
In the second column, two stacked boxed represent two layers (microsites) of soils in the vertical direction, starting with the upper layer containing slightly less 
organic matter (OM) and the lower layer containing slightly more OM. In the third column, the terms that are modi昀椀ed in the baseline model are highlighted in gray.
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Previous work (4) shows that i) �ne roots grow exclusively in the 
gray bands and ii) SOC in the gray bands is much younger than 
SOC in the orange bands (based on radiocarbon dating), further 
supporting the absence of recent root growth in the orange bands. 
Based on these observations, we use a threshold- dependent scaler, 
fFe (III ) (between 0 and 1; unitless; Fig. 2), to describe the e�ect of 
Fe(III) on root growth, GB (g m−3 d−1):

 
[1]

fFe (III ) =

⎧⎪⎨⎪⎩

1, [Fe(III)]≤ [Fe(III)]ng

H 2
BFe

H 2
BFe

+

�
[Fe(III)]−[Fe(III)]ng

�2
, [Fe(III)]> [Fe(III)]ng

,

 

 [2]

where [Fe(III)]ng   denotes the threshold Fe(III) content (mol m−3), 

above which root growth is negatively a�ected. While aggregation 
of [Fe(III)] does not increase its crystallinity per se, in repeated 
precipitation/dissolution sequences, increases in Fe(III) aggregation 
and in crystallinity often coincide (24, 39), especially in sequences 
favoring slow oxidation in the presence of crystalline iron phases 
(38), such as exist in our study site (39). HBFe (mol m−3) is the half- 
saturation constant regulating the e�ect of Fe(III) on root growth. 
Here, we assume that root growth, GB, is a�ected by dissolved 
oxygen [O2L] (mol m−3) and mechanical impedance by highly 
crystalline Fe(III) aggregates (40, 41) (Eq. 2). �e term [B] (g m−3) 
is root biomass density, k0 (d

−1) is the root growth rate constant, and 

kg (d
−1) is that part of growth a�ected by [O2L]. Reactive transport 

of [O2L] is modeled in Eq. 16 (Methods).
In addition to growth (GB), changes of [B] are a�ected by 1) 

respiration, RB, 2) OM deposition from root residues, MB (RB is 
a�ected by [O2L] and [B]; MB is proportional to [B]; see Eqs. 12 
and 13 in Methods), and 3) biomass expansion to neighboring 
locations, often approximated by a di�usion process (42, 43):

 
[3]

where Db is the biomass di�usion coe�cient (m2 d−1). Importantly, 
the accrual of B also produces OM (changes of OM are modeled 
by its accumulation via MB and its loss to O2 and Fe(III) oxidation; 
see Eqs. 14 and 15 in Methods). OM can reduce Fe(III) in the 
soil, when O2 is depleted:

 [4]
Fe(II) di�uses from the rhizosphere and along the way can be 
readily oxidized in the presence of O2:

 
[5]

 

 [6]

where DFe(II)   is the di�usion coe�cient (m2 d−1) of Fe(II). �e term 
qL is the advection of soil water (m d−1), supported by solving the 
Richards equation in the soil water dynamics module (Eqs. 19–23  

GB =

(

k0 + kg

[

O2L

]

[

O2L

]

+HBO2

)

[B]fFe (III ),

�[B]

�t
= GB − RB −MB +Db

�
2[B]

�z2
,

Fe(OH)3(s) +
1

4
CH2O + 2H+

→ Fe2+ +
1

4
CO2 + 2

3

4
H2O,

Fe2+ +
1

4
O2 + 2

1

2
H2O→ Fe(OH)3(s) + 2H+,

�[Fe(II)]

�t
=RFe(III)−RFe (II )+

�
(

qL[Fe(II)]
)

�z

+DFe(II)
�
2[Fe(II)]

�z2
,

in Methods). Rate of Fe(II) oxidation, RFe(II) (mol m−3 d−1), is mod-
eled using kinetic laws as a function of Fe(II) and O2L (Eq. 10 in 
Methods). Fe(III) reductive dissolution, RFe(III)   (mol m−3 d−1), is 
complex and a�ected by many factors such as competitive and 
synergistic e�ects of ion adsorption on the mineral surface (44). 
Such surface processes are particularly important for kinetics of 
rock weathering, as signi�cant evolution of exposed mineral 

surface area occurs over the course of weathering. We instead focus 
on processes driven by repeated redox oscillations in biologically 
active soils and assume that the Fe(III) reduction rate is a�ected by 
the availability of O2L, OM, and Fe(III) (45–47). Fe (III) reduction 
is negligible until O2L becomes scarce (~0.02 mol m−3) (48). Rate 
of reduction is further enhanced by soil water content (SI Appendix, 
Fig. S1) (49), as moisture can stimulate the activity of Fe(III)- reducing 
microorganisms (50) and increase the ratio of rapidly reducible 
Fe(III) to total Fe(III) in the soil (51, 52). At our study site, micro-
sites of higher moisture are associated with lower Fe(III) crystallinity 
(SI Appendix, Fig. S2) (4). Fe(III) reduction rate often scales with 
the crystallinity of the iron phases, with the less- crystalline Fe(III) 
phase being more available for microbial reduction (45, 50, 53). 
Based on these lines of evidence, we modeled the rate of Fe(III) 
reduction by means of kinetic laws as follows:

 

[7]

where Se is normalized volumetric water content (see “Soil Water 
Dynamics” in Methods). k1 is the constant of the OM reductive 
rate (d−1). HsFe3 and HsO2 are the half saturation constants  
(mol m−3) regulating the e�ect of Fe(III) and O2L on the reduction 
rate, respectively.

In this model, roots act as the activator (Fig. 3A)—they simul-
taneously increase the concentration of themselves (Eq. 2) and of 
Fe(II), by supplying OM for reducing Fe(III). Fe(II) is the precursor 
of the inhibitor for root expansion: Fe(II) becomes the inhibitor 
when oxidized and when Fe(III) reaches the threshold of aggrega-
tion and crystallinity described in Eq. 1 and starts to inhibit root 
growth. According to Turing instability, if the rate of root expansion 
is slower than the di�usion of Fe(II) (Db < DFe(II )), regular patterns 
can form. However, we found that the model did not produce any 
such pattern (SI Appendix, Fig. S3A). �is is because the aggrega-
tion and crystallinity of Fe(III) phases must reach a high level before 
they can inhibit root growth. �e ambient Fe(III) level of our sys-
tem and most upland soils is far below that level. �us, processes 
that can amplify the spatial heterogeneity of Fe(III) deposition are 
required before the banded patterns may form.
Amplifying heterogeneity. Redox oscillations not only alter Fe(III) 
crystallinity, but they also induce clay dispersion/coagulation  
(24–27). Microsites of higher clay content can retain more moisture 
than those with lower clay content (SI Appendix, Fig. S4) and 
hence are more likely to restrict O2 di�usion and become anoxic 
and conducive for Fe(III) reduction. Fe(III) reduction leads to a 
transient increase in pH (Eq. 4), which can enhance the dispersion 
of silt- sized kaolinite clay particles (25), further increasing clay 
content. Consequently, in these microsites, clay content continues 
to increase while Fe(III) continues to decline by Fe(III) reduction. 
As Fe(II) di�uses along the concentration gradient, it is more 

RFe (III ) = 4k1[OM]
[Fe(III)]

[Fe(III)] +HsFe3
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likely to be oxidized in microsites with lower clay contents because 
these microsites retain less moisture and will likely have higher O2 
partial pressures. Fe(II) oxidation produces H+, lowers the pH, and 
triggers changes in the surface charge of the kaolinite clays that 
promote coagulation, reducing clay content (26). Consequently, 
in these microsites, clay content continues to decline while Fe(III) 
continues to accumulate, aggregate, and increase in crystallinity. 
�ese e�ects of clay content on soil water retention and moisture 
are supported by our �eld data (SI Appendix, Fig. S2) and are 
described in our model by having �s   (saturated soil water content) 
and �r   (residual water content) in the soil water dynamics module 
as functions of the evolving clay content (Eqs. 19–23 in Methods). 
�e e�ect of soil moisture on Fe(III) reduction rate is captured 
by the term Se in Eq. 7. Wide shifts in kaolinite clay content 
by dispersion and coagulation accompanying iron reduction 
and oxidation have been well understood and established  
(25, 26, 54–56). Speci�cally, at our study site, soils with 1 mol 
m−3 lower Fe(III) correlate with a 0.0566% higher clay content 
(SI  Appendix, Fig.  S5). We used this empirical relationship to 
describe clay changes in a redox dynamic system:

 
[8]

 

 

[9]

where Dc is the clay di�usion coe�cient (m2 s−1). It is important 
to note that clay dynamics are complex, a�ected by many variables, 
such as colloid type and size, surface properties, soil pore size, OM 
loadings, solution pH, and ionic strength (54, 57). Hence, the 
value of the constant in Eq. 8 likely varies with the system. 
However, the essence of the amplifying mechanism is the negative 
correlation between changes in clay and Fe(III) content. When 
this relationship is negative, as has been well established in the 
literature (25, 54–56) and observed at our site (4), the speci�c 
value of the constant, within a reasonable range, will unlikely 
change our result on the mechanism of pattern formation. Eq. 8, 
phenomenologically, but e�ectively captures clay dynamics during 
iron redox cycles in redox dynamic systems.

With clay dispersion/coagulation during iron redox oscillations 
amplifying Fe(III) heterogeneity, Fe(III) aggregation eventually 
reaches the threshold that negatively a�ects root growth. �e model 
that couples the clay- mediated augmentation with threshold-  

dependent SDFs reproduces all aspects of iron banding in the �eld, 
including a) spatial patterns, including the spatial extent of the 
pattern zone, width of orange and gray bands, and their spatial 

�[CC ]

�t
= − 0.0566

�[Fe (III )]

�t
+Dc

�
2[CC ]

�z2
,

d [Fe(III)]

dt
= − RFe(III) + RFe(II),

A

B

Fig. 3. (A) Schematic of the two- phase mechanism underlying redox pattern formation in upland soils—the initial amplifying scale- dependent feedback (SDF) 
phase and later threshold- dependent SDF phase. Soil redox oscillations play an indispensable role in both phases. (B) Distinct timescales of key pattern- forming 
processes.
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regularity (Fig. 4); b) pro�les of Fe(III) and OM and the O2 pro�le 
during dry and wet periods (Fig. 4); c) time- series of O2 and soil 
water content (SI Appendix, Fig. S6); and (d) concentration con-
trasts of Fe(III), OM, biomass, clay, and soil water content between 
gray and orange bands (Fig. 4). �e model slightly overpredicted 
Fe(III) and underpredicted OM in orange bands (SI Appendix, 
Table S2), likely because with the increase of Fe(III) in orange 
bands, the di�usion coe�cient of Fe(II) might reduce, but this e�ect 
was not incorporated in our model due to lack of data. �e model 
predicts that it takes ~900 y for patterns to form.
Amplifying SDFs alone form regular bands. Clay- mediated Fe(III) 
augmentation itself forms SDFs, with clay as the activator and Fe(II) 
the inhibitor (Fig. 3A). Pattern formation requires clay migration 
(di�usion in Eq. 8) to be slower than Fe(II) di�usion. However, 
using the model variant with the amplifying SDFs only (removing 
fFe (III )   in Eq. 2 to turn o� the threshold- dependent SDFs), we 
found that formation of iron bands requires Dc to be at least six 
orders of magnitude lower than DFe(II ) (SI Appendix, Table S3). 
Such a dramatic di�erence in di�usion rate should be expected 
since Fe(II) exists primarily as a dissolved aqueous ion, and the clay 
particles are upward of 50 nm. �e requirement of such a large 
di�erence in the mobility of clay and Fe(II) by this model variant 
is caused by the large di�erence in the durations of processes to 
augment Fe(III) heterogeneity and of those to smooth out the 
heterogeneity. Clay coagulation and dispersion augment Fe(III) 
heterogeneity during rapid pH changes in iron redox oscillations. 
However, Fe(III) reduction is limited to conditions of soil anoxia 
and Fe(II) oxidation is rapid during subsequent soil drying 
when O2 is high (58). Consequently, processes that increase the 
heterogeneity of clay and Fe(III) operate for only a brief period in a 
year or even in several years, while di�usion of clay colloids, which 

smooths out the heterogeneity, operates continuously (Fig. 3B). 
�is model variant predicts pattern formation time of ~ 7,000 y, 
an order of magnitude longer than the time estimated by other 
mechanisms (Fig. 2). �e very small Dc produced bandwidth ~1/3 
of the width observed in the �eld. While the model can produce 
bandwidths comparable to those observed by increasing Dc, at 
larger Dc, for patterns to still form, a climate much wetter than 
our study area is required (longer duration of processes to create 
heterogeneity). �is model predicts a higher OM in orange bands 
than in gray bands, opposite of the �eld observation (SI Appendix, 
Fig. S3C). Combined, our modeling suggests the observed iron 
bands are unlikely to be formed by this mechanism.
Monotonic SDFs form regular bands. We further tested the SDFs 
realized by a monotonic root growth and soil water relationship 
model, i.e., higher moisture stimulates root growth while lower 
moisture limits growth (Fig.  2). For this model variant, we 
removed Se in Eq. 7 to turn o� the amplifying SDFs and replaced 
fFe (III ) with Se2 in the root growth function (Eq. 2)—i.e., instead 
of threshold- dependent growth response to crystalline Fe(III), we 
assume monotonic root responses to soil moisture. In this model 
variant, roots acts as the activator—they increase themselves and 
produce the inhibitor Fe(II) by reducing Fe(III) with OM. Fe(II) 
oxidation induces clay coagulation, reducing clay content and 
soil water retention, and inhibiting root growth (captured by the 
new Se2 in Eq. 2; Fig. 2). �is model variant reproduces Fe(III) 
and clay patterns; however, it predicts enriched SOM in the gray 
bands compared to the ambient level (SI Appendix, Fig. S3D). 
Such an enrichment is not observed in the �eld.
Root template e昀昀ect forms regular bands. Last, we tested whether 
the iron bands are a mere manifestation of the pre- existing root 
spatial structure (Fig. 2). For this model variant, we removed fFe (III )  
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Fig. 4. Comparison between modeled and observed soil redox patterns. (A) Photo shows the regular iron banding at the study site at the Calhoun Experimental 
Forest. (B–E) blue lines denote modeled Fe(III) concentration (B), OM content (C), dissolved oxygen (DO) content under the oxic condition (D) and under the anoxic 
condition (E). Points in each plot denote 昀椀eld measurements from the study site, with dark brown denoting data from orange bands, and light yellow denoting 
data from gray bands. Open black circles represent bulk samples. (F) is the close- up view of the redox pattern between 1.3-  and 1.5- m soil depth (A). (G–J) are 
close- up view between 1.2 and 1.5 m soil depth of the modeled Fe(III) concentration (G), OM content (H), soil water content (I), and clay content (J). (G–J): layers 
of high Fe(III) show low OM, low soil water, and low clay content, while layers of low Fe(III) show high OM, high soil water, and high clay content. The DO pro昀椀le 
in the oxic condition (D) and volumetric water content (I) are model results after 30 d of exposure to aerobic conditions.D
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in Eq. 2 and Se in Eq. 7 and set regularly spaced root distribution 
as the model initial condition. �e steady- state pattern can mimic 
the regular root distribution in the initial condition (SI Appendix, 
Figs. S3E and S7), only under the condition of zero root biomass 
expansion (i.e., Db = 0 in Eq. 3).

Conditions for Pattern Formation. With our preferred model 
(redox amplifying heterogeneity + threshold- dependent SDFs), we 
found that the iron bands are more likely to occur during relatively 
dry conditions and in soils with an intermediate clay content, 
i.e., rainfall < 3,500 mm y−1 and clay content between 40% and 
80% (Fig. 5). Climatic and soil conditions of sites from di�erent 
parts of the world with similar iron bands fall within this domain 
(Fig. 5). Our modeling predicts that wet conditions and high clay 
content both accelerate Fe leaching and sandy soils will be overly 
well oxygenated, all reducing the likelihood of patterning. Model 
results further indicate that low clay content can be compensated 
for by high rainfall (Fig. 5).

Under the climatic condition of our site, our preferred model 
estimates that ~900 y is required to form regular iron bands. Given 
that the rainfall regime forcing the model is at the ~4- y recurrence 
interval, the actual pattern formation takes ~3,600 y. A longer 
pattern formation time is required in drier regions where the like-
lihood of wet conditions that can induce soil anoxia is lower. We 
found that pattern formation time increases exponentially with 
the decline of annual rainfall (SI Appendix, Fig. S8).

Consequences of Pattern Formation for Soil Carbon. Iron 
banding formation a�ects both the storage and �uxes of SOC. 
We found that formation of iron bands reduced SOC storage 
between 1.0 and 1.8 m of soil depths (pattern formation zone) 
by 24%. Results of our preferred model show that Fe(III) serves 
as an important electron accepter between December and May, 
when the evaporative demand is low (Fig. 6A). �e model predicts 
that in a wet year (annual rainfall at the 70% percentile in 1951 
to 2021), 10 to 50% of SOC could be oxidized by Fe(III) and the 
remainder by O2 (Fig. 6B). Pattern formation creates the spatial 
segregation of SOC in gray bands and Fe(III) in orange bands. 
As a result, roughly, a potential capacity of ~1.72 t C ha−1 y−1 
decomposition by Fe(III) is lost (0.43 t C ha−1 y−1 is estimated to 
be decomposed by Fe reduction for 20 cm soil depth according 

to ref. 58), comparable to the net primary productivity, 2 to 4 t 
C ha−1 y−1, for our system (58).

Discussion

Mechanism Forming Redox Bands. �e most plausible 
mechanism forming regular iron bands in upland soils is the 
coupling of two sets of SDFs—clay coagulation and dispersion 
during iron redox oscillations augment Fe(III) aggregation and 
crystallinity (amplifying SDFs) to the level that suppresses root 
growth, triggering the threshold- dependent SDFs (Fig. 2). Plants 
possess an array of approaches to improve their root penetration 
in soils and small- particle, low- crystallinity Fe(III) in soil does 
not restrict root growth (34, 35). However, when Fe(III) develops 
into plinthite- like aggregates, they do become a barrier for root 
growth. Such threshold- dependent responses are common in nature 
(59–61), suggesting that coupled SDFs shown in this study might 
be generalizable to many spatially self- organized systems.

�e amplifying SDF model mediated by clay coagulation and 
dispersion alone can also form iron bands; however, predicted 
bandwidth and patterns of OM and Fe(III) do not match �eld 
observations (SI Appendix, Fig. S3C). Similarly, while the SDF 
model realized by monotonic root responses to soil moisture can 
also form iron bands, this model overpredicts gray- band OM 
(SI Appendix, Fig. S3D), because of the hypothesized positive root 
responses to high moisture. If we assume no such positive 
responses, but only an inhibitory e�ect by moisture below a certain 
level, i.e., a threshold- dependent, instead of monotonic, response, 
the model would no longer overpredict OM. However, in that 
case, no pattern forms because volumetric soil water content in 
our study area is high, ranging between ~38% and 43% at 0.5- m 
depth year around (SI Appendix, Fig. S6). At such a high moisture 
level, root growth is unlikely inhibited by water availability (62), 
resulting in the lack of the inhibitor in Turing instability. �is 
mechanism however can likely form iron bands in drier soils, 
where growth is water limited, as it has for regular vegetation 
patterns in drylands (12, 43).

�e root template hypothesis is unlikely (Fig. 2). For iron bands 
to be a mere re�ection of preexisting root structure, it requires i) a 
regularly spaced root system; and ii) the same root pattern persisting 
long enough to allow band formation. Neither condition is likely 
in most soils. Root distributions do not show a regular structure 
that mirrors the observed patterns (SI Appendix, Fig. S9). Even if 
such regular structure existed, roots are highly dynamic (63) so as 
to allow plants to rapidly adjust root structure to shifting soil con-
ditions and to compete for limited resources (64). Furthermore, 
while our study site is dominated by the same pine species, iron 
band patterns are very patchy across the landscape, indicating that 
drivers other than plants are important. Nevertheless, root structure 
commonly creates irregular redoximorphic features. For instance, 
wetland plants transport O2 to their roots (65, 66), forming orange 
iron plaque on the root surface (“mottles”) (4, 5, 67) (Fig. 1F), 
while the rhizosphere of upland plants can turn soil gray (3) 
(Fig. 1G). Formation of such redoximorphic features templating 
root structure is rapid (3, 67), consistent with our model results 
indicating that the root template mechanism forms patterning in 
a much shorter period than do other mechanisms (Fig. 2).

Rocks can exhibit rhythmic precipitate bands, i.e., Liesegang 
bands (or rings) (68). �ey result from a dissolved reactant di�using 
from one end of a system into a reservoir of another dissolved reac-
tant, with the precipitate bands progressively forming in the wake 
of a propagating reaction front (14). While looking like Liesegang 
bands, soil iron bands are unlikely formed by this mechanism. 
Wetland soils may contain a reservoir of dissolved Fe(II) (69).  

Fig. 5. Model- predicted domain of soil texture and annual rainfall to have 
regular iron redox bands in upland soils. The dark- brown polygon in the center 
delineates the domain predicted by the model where regular iron bands can 
emerge, with the locations of stars indicating the corresponding annual rainfall 
and clay content at the three sites where regular iron redox bands have been 
reported (SI Appendix, Table S1).D
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When O2 di�uses from the air–soil interface into saturated soils, 
Fe(III) bands might form. However, in addition to O2 di�using 
from the upper boundary, hydrophyte roots transport O2 to roots 
and part of O2 di�uses from the rhizosphere to soils throughout the 
system. �ese processes likely interrupt the band- forming reaction 
front. For upland soils, concentration of dissolved Fe(II) is typically 
low (58) and the highly dynamic redox cycling can frequently inter-
rupt the propagation of the precipitation front.

Why Regular Iron Bands Might Be Rare? While iron redoximorphic 
features are common in soils, regular iron banding is rare. �is 
likely has to do with the intricate coordination of climatic, soil, 
and ecological conditions required for regular pattern formation. 
Upland soils are often well aerated. Even in subtropical forests 
such as our study site, the marked seasonality of rainfall and 
temperature restricts anoxic conditions to relatively brief periods 
in winter/spring of wet years, when evapotranspiration is low and 
organic acid production is high from the previously years leaf- 
fall (58, 70) (SI Appendix, Fig. S6). In addition, soil moisture is 
sensitive to local factors, e.g., topography (51); hence, regular 
patterns can be patchy across a landscape. For example, no iron 
banding appears in a soil pit just 400 m from our site (Fig. 1). 
While anoxic conditions are more common in wetter regions, 
prolonged anoxic periods might accelerate Fe leaching, especially 
in soils with rich organic acids (71), limiting pattern formation. 
Moreover, while redox �uctuations can increase Fe(III) crystallinity, 
as is the case at our study site evidenced by �eld measurements  
(4, 39) and experiments (38), redox �uctuations can also decrease 
Fe(III) crystallinity under conditions favoring the formation of 
short- range- ordered Fe(III) oxides (24, 27, 52, 72), for instance, 
high OM content, a low concentration of crystalline Fe minerals, 
and a fast oxidation rate (27, 52). Iron banding is likely therefore 
to be limited to areas where Fe(III) crystallinity and aggregation 
increases during redox �uctuations. �is is more likely to occur 
in predominately oxic environments in regions of the soil with 
low OM and a high abundance of crystalline Fe(III) phase (38).

Furthermore, the formation of rhythmic iron bands requires the 
vertical alignment of soil water, clay, Fe(III), and root pro�les. At 
our site, iron bands start at 40 to 50 cm below the depth where clay 
and Fe(III) content begin to rapidly increase (Fig. 4). �is is also 
the soil depth where anoxic conditions develop due to a perched 
water table in the winter months of wet years (SI Appendix, Fig. S6). 
Clay accumulations often occur between 0.3 and 3 m depths (73), 
a range determined by parent material, soil development, hydrologic 
regime, and land use (74–76). Similarly, Fe concentration depth 
pro�les are sensitive to many factors, e.g., groundwater table, 
topography- driven surface �ow (77). Importantly, iron band 

formation requires organic reductants, i.e., root proliferation, at 
deep soil layers (> ~1 m) to overlap with the high- clay, high- Fe zone. 
At our site, �ne roots of loblolly pine are present even at 4- m depth 
(74). At further deeper soil depths, low decomposable OM limits 
Fe(III) reduction. Overall, B horizons are the most likely zone for 
iron banding formation, and all reported iron bands occur in B 
horizons (4–6) (SI Appendix, Table S1).

Role of Environmental Variability. Environmental variability is 
common to ecosystems worldwide; however, its role in spatial self- 
organization remains understudied. Environmental oscillations 
have been shown to be critical in pattern formation via the 
phase separation principle (78–80). �is study exempli�es the 
signi�cance of temporal variability in Turing morphogenesis. 
Redox �uctuations induce clay dispersion/coagulation and alter 
Fe(III) crystallinity (24, 25, 81, 82). �e environmental regime 
further dictates temporal intermittency of di�erent pattern- 

forming processes and their relative rates over a given period, 
thereby determining the likelihood of pattern formation. In our 
study, the expansion of roots (an activator) operates continuously, 
while Fe(III) reduction and the transport of Fe(II) (an inhibitor) 
occur only intermittently. �us, the formation of iron bands 
requires that root expansion be at least three orders of magnitude 
slower than Fe(II) di�usion (Fig. 7). In a drier climate, an even 
smaller Db is requisite. Root extension of Pinus taeda at our site 
is slow compared to that of many subtropical trees (83). We 
estimated its root di�usion coe�cient to be ~1.8 × 10−11 m2 s−1 
using the method in ref. 42 with reported P. taeda root extension 
rates (84). �is estimate is very close to our model calibrated value 
(SI Appendix, Table S3).

To conclude, this study illustrates the critical role played by 
environmental variability in forming soil iron redox bands. 
Environmental variability prevails in ecosystems worldwide, 
directly controlling the operation of a wide range of chemical and 
physical processes and the timing and rates of many biological 
processes (e.g., phenology, life cycle). Given the signi�cant role of 
temporal dynamics in pattern formation, projected changes in 
climatic variability might substantially alter many self- organized 
systems and shape the ecological functioning associated with the 
striking spatial patterns they display.

Methods

Modeling Redox Reactions in Upland Soils. We constructed a reactive trans-
port model coupling soil water dynamics and soil redox reactions to investigate 
the mechanism of redox pattern formation. The upper boundary is the soil–air 
interface. We set the lower boundary at the soil depth of 4 m because the regional 
groundwater table is >5 m and redox patterns occur at soil depth <2 m. Model 

A B

Fig. 6. (A) Model predicted a reduction of ~30% in the soil organic carbon (SOC) storage capacity in the pattern formation zone (between 1.0 and 1.8 m of soil 
depths) over the 900- y pattern forming period. (B) Model- simulated percent of SOC oxidized by O2 vs. by Fe(III) by month in a representative wet year at the 
Calhoun Experimental Forest (South Carolina). Monthly rainfall and evaporation rate (cm per month) are aggregated from the daily rate monitored at the study 
site between July 1, 2018, and June 30, 2019.
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spatial resolution is 2 mm with a time step of 1 h, to capture the fine- scale spatial 
pattern and rapid chemical processes, respectively. The part of the model describ-
ing soil redox reactions includes six state variables, Fe(III), Fe(II), root biomass B, 
organic matter OM, clay, and oxygen, including dissolved oxygen O2L and gaseous 
oxygen O2G. Model parameters, their definitions, dimensions, and values are 
provided in SI Appendix, Table S3.

Rate of Fe(III) reduction is described in Results (Eq. 7), and Fe(II) oxidation 
rate, R

Fe(II) (mol m−3 d−1) is as follows:

 
[10]

where [Fe(II)] is the concentration of Fe(II) (mol m−3); kapp is the constant of Fe(II) 
oxidation rate (d−1). Changes in Fe(II) is affected by chemical reactions, advection, 
and diffusion, as described in Eq. 6. DFe(II) is the diffusion coefficient (m2 d−1) of 
Fe(II) in soil pore water, which varies with soil water content, �

L
 (85):

 

[11]

where D10 is the molecular diffusivity of Fe(II) and �
s
 is saturated soil water con-

tent. �
s
 varies in space and time, with evolution of clay content, which is modeled 

in the Section “Soil Water Dynamics” below.
Change of root biomass density [B] (g m−3) (Eq. 3) is affected by 1) root growth, 

GB (Eq. 2), 2) root respiration, RB, 3) deposition of root residues, MB, and 4) expan-
sion to neighboring locations. Root respiration RB (g m−3 d−1) is assumed to be 
linear decay, affected by dissolved oxygen (86, 87):

 
[12]

where kr is respiration rate constant (d−1). H
BO2

 is half- saturation constant to 
 regulate the effect of O2L on respiration (mol m−3). Deposition of root residues, 
MB (g m−3 d−1), is assumed to be a second- order function of biomass (88):

 
[13]

where kd is root deposition constant (d−1) and KB (g m−3) is the carrying capacity of 
root biomass density, which decreases exponentially with soil depth (SI Appendix, 
Fig.  S9). Notice that root biomass, B, is a lumped variable including roots,  
mycorrhizal fungal symbionts, and microbes, all contributing to the SOM pool (89).  

We assume that deposition of B is the primary source of SOM. The change of 
SOM is described as:

 
[14]

where M
om

   is molar mass of SOM, assuming 30 g mol−1 for the generic formula of 
CH2O. Rate of Fe(III) reduction, RFe(III), is described by Eq. 7. Rate of SOM oxidation 
by O2, R

OMO
 (mol m−3 d−1), is described as follows:

 
[15]

Soil O2 includes O2 in dissolved form (O2L) (mol O2 per m3 soil water) and in gas-
eous form (O2G) (mol O2 per m3 soil void space). Soil O2 is affected by O2 diffusion 
in gas form and in dissolved form, advection of dissolved O2, root respiration, and 
oxidation of SOM and Fe(II):

 

[16]

 

 

[17]

where D
1L

 and D
1G

 are diffusion coefficients (m2 s−1) of O2L and O2G. D1L varies with 
soil water content (Eq. 17). �

G
 represents soil gas content (m3 m−3). �

G
 changes 

in space and time and is modeled in the Section “Soil Water Dynamics” below. 
D1L0 is the molecular diffusivity of O2L. At 25 °C [O2L] = 0.0318 [O2G], according 
to Henry’s law.

Initial Conditions, Boundary Conditions, and Numerical Solutions. It is 
not feasible to obtain the true initial condition of system. We assume that nearby 
sites in the same study area without redox patterns provide a good proxy for the 
initial condition. We use empirical measurements from these sites to initialize the 
model. Initial conditions for SOM are described by an exponential decay function 
of soil depth parameterized by field observations (SI Appendix, Figs. S9 and S10):

 

[18]

where r is a random number between −0.5 and 0.5 to include stochasticity in 
the initial SOM and �   controls the magnitude of stochasticity. We assume that 
SOM consists of 5% living (B) and 95% non- living parts (OM). Initial Fe(II) was 
set to be zero everywhere in the model domain. Initial O2L is 0.273 mol m−3 
everywhere, in equilibrium with the atmospheric O2. The initial Fe(III) and clay 
contents follow an empirical hump- shaped function with the peak at depth ~1.2 m,  
informed by field measurements (SI Appendix, Fig. S10). Fe(III) is ~45 mol m−3 
in shallow soil layers (<0.4 m), and between 438 and 500 mol m−3 at the depth 
between 0.6 and 1.5 m. Between 0.4 and 0.6 m and below 1.5 m soil depth, 
Fe(III) is at the intermediate level (SI Appendix, Fig. S10). In natural environments, 
the structure, solubility, and reactivity of Fe(III) minerals vary greatly (38, 90), and 
the same is true for OM (91). For our purpose, we modeled Fe reactions without 
considering diverse forms of Fe(III) and OM. As such, in the model, Fe(III) and OM 
are allowed to be depleted in chemical reactions.

For the soil–air interface upper boundary, we set a constant 0.273 mol m−3 for 
O2L, and a constant 0 for Fe(II), by assuming that Fe(II) is instantaneously oxidized 
by atmospheric O2. Based on empirical measurements, a constant 1,162 g m−3 
root biomass density (B) was used for the upper boundary (4) and a constant 
zero was used for the lower boundary (SI Appendix, Fig. S9). For Fe(II) and O2L, 
we used a constant zero flux as the lower boundary. The model is solved by the 
implicit finite difference method. An iterative method is used to address nonlinear 
dynamics (48).
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Fig. 7. E昀昀ect of di昀昀usion coe昀케cients of root biomass (Db) and of Fe2+ (D10) 

on the width of the regular iron bands in upland soils. The dash- line polygon 
delineates the area where bandwidth (average width of an orange band or a 
gray band, ~1.6 cm) is representative of that at our study site.
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Soil Water Dynamics. We modeled soil water flux ( qL ) and water content ( �
L
 ) 

dynamics by numerically solving the unsaturated flow equation—the mixed form 
Richards equation:

 
[19]

where h is pressure head (m) and K is hydraulic conductivity (m s−1). K is estimated 
following (92):

 
[20]

 

 

[21]

where Ks is saturated hydraulic conductivity (m s- 1), l is a pore connectivity param-
eter (93), α, m, and n are semi- empirical fitting parameters of soil water retention 
curve (m = 1- 1/n). Ks, α, and n are sensitive to soil texture, and soil texture, 
specifically clay content, evolves via clay dispersion/coagulation during iron redox 
oscillations. We allow Ks, α, and n to be a function of the evolving clay content 
(SI Appendix, Text S1). As such, our model captures the evolution of soil texture, 
which then affects soil water flux and content.

The Richards equation was solved using a mass- conservative finite difference 
method (94, 95). Due to the nonlinear nature of this equation, we employed Picard 
iteration and dynamic time step to ensure convergence of the solution at every time 
step. We applied daily rainfall and evapotranspiration observed between July 1, 
2018, and July 1, 2019, at our study site as the climatic forcing (Fig. 6B). The year 
2018- 2019 was chosen because anoxic conditions occurred only in this year based 
on continuous field monitoring of soil water content and O2 between 2016 and 
2020 (SI Appendix, Fig. S6). This year’s rainfall and evapotranspiration rates were 
repeated yearly in our simulations. A flux equal to the observed evapotranspiration 
minus rainfall depth is imposed as the dynamic upper boundary. When the calcu-
lated head (h) at the soil–air interface is > 0, the model assumes the existence of 
surface runoff during heavy rainfall periods, in which case, the upper boundary 
switches to a constant head of 0. We used free drainage (i.e., �h∕�z = 0 ) for the 
lower boundary condition and h = −1 m as the initial condition.

Solution of this model describes dynamic pressure head h of each computa-
tional grid. We used Eqs. 21 and 22 to solve dynamic Se and �

L
, respectively. 

Darcy’s law was used to estimate spatially and temporally varying qL:

 
[22]

 

 

[23]

where �
r
 is residual water content. �

r
 and �

s
 vary with soil texture—in our study, 

evolving clay content (SI Appendix, Text S1).

Numerical Experiments. To distinguish among alternative hypotheses of pat-
tern formation, we tested five model variants (Fig. 2). 1) To test the mechanism of 
coupled amplifying SDFs and threshold- dependent SDFs, we ran the full model 

described above. 2) To test whether the amplifying SDFs alone can generate iron 
banding, we turned off processes describing threshold- dependent root responses 
to Fe(III), by removing fFe(III) in Eq. 2. 3) To test whether the threshold- dependent 
SDFs alone can produce iron banding, we turned off the amplifying SDFs by 
removing Se  in Eq. 7; 4) To test the mechanism of monotonic SDFs based on 
root responses to soil moisture, we turned off both the amplifying SDFs and 
threshold- dependent SDFs, by removing Se  in Eq. 7 and replacing fFe(III) in Eq. 2  
with Se2. Lastly, 5) to test the hypothesis that the iron banding is caused by a 
preexisting root structure, we prescribed regularly distributed root biomass and 
SOM as model initial conditions (SI Appendix, Fig. S7). The carrying capacity KB 
is set to the initial distribution of SOM, to allow the root biomass to maintain 
the same regular distribution over time. All SDFs were turned off in the model, 
and the root diffusion term was removed from the biomass equation (Db = 0 in 
Eq. 3). For each mechanism, we determined the pattern formation time. Pattern 
formation time is defined as the time it takes to form relatively stable patterns with 
Fe(III) content in the gray bands reaching the observed value in gray bands at our 
study site (138 mol m−3; SI Appendix, Table S2). Simulated patterns, including 
vertical distributions of Fe(III), B, OM, and clay content, are compared with the 
patterns observed in the field to determine the most plausible mechanism. Lastly, 
to test the effect of climatic and soil conditions on the emergence of regular iron 
bands, we manipulated annual rainfall regime and soil clay content in the model 
(SI Appendix, Text S2).

Estimating the E昀昀ect of Regular Iron Band Formation on Soil Carbon 
Storage. We first digitized photos of iron band patterns at our site (Fig. 1D) to 
quantify the width of gray and of orange bands. Then, we calculated the total 
carbon storage in the pattern formation zone (between 1.0 m and 1.8 m) by 
multiplying the width by the measured band- specific SOC content. This calculated 
carbon storage was compared with the carbon storage in the same zone from a 
nearby site without iron banding. This allows us to infer the percent reduction in 
carbon storage attributable to pattern formation. Furthermore, with the model, 
we compared the difference of total carbon in the initial condition and in the 
steady state to calculate the percent change in carbon storage by pattern forma-
tion. Since we used the SOC measured at the site without banding as the model 
initial condition, we expect that the percent change of carbon storage between 
the initial condition and the steady state to be statistically similar to the percent 
change between the sites with and without banding.

Data, Materials, and Software Availability. There are no data underlying 
this work.
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