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A B S T R A C T

This article presents a three-step kernel framework for regression of the functional form of differential equations
(DEs) and learning their solution operators. Given a training set consisting of pairs of noisy DE solutions
and source/boundary terms on a mesh: (i) kernel smoothing is utilized to denoise the data and approximate
derivatives of the solution; (ii) This information is then used in a kernel regression model to learn the functional
form of the DE; (iii) The learned DE is then used within a numerical solver to approximate the solution of the
DE with a new source term or initial data, thereby constituting an operator learning framework. Numerical
experiments compare the method to state-of-the-art algorithms. In DE learning our framework matches the
performance of Sparse Identification of nonlinear Dynamical Systems (SINDy) while in operator learning the
method has superior performance compared to well-established neural network methods in low training data
regimes.

1. Introduction

Differential equations (DEs) are ubiquitous in natural sciences such
as physics [1], social sciences [2], biology [3] and engineering [4,5].
To some extent, DEs are the main subject of interest in the emergent
field of Physics Informed Learning (PIL) [638] where machine learning
(ML) is leveraged for the simulation or inference of physical processes
and phenomenon. Traditionally, DEs are designed or discovered by
experts based on mathematical and physical intuition, a process that
relies on human expertise, data, and mathematical analysis. Once the
DE is accepted as a model it is often solved using computer algorithms
to simulate a real-world process of interest. Recent advances in ML
along with the abundance of data have given rise to the idea of
automating this workflow, thereby promising computer programs for
learning a DE from limited and noisy data and solving the learned
equations to predict the state of a physical system under previously
unseen conditions. The goal of this paper is to present an example
of such a workflow based on recent advances in the theory of kernel
methods. Our proposed method is simple to implement, accurate, and
robust to noise as demonstrated by a comprehensive list of numerical
benchmarks.

Consider a generic nonlinear DE of the form

þ(Ė, u) = f (Ė), Ė * 
, and ð(Ė, u) = g(Ė), Ė * )
,
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1 Equivalently, one can also cast the problem of learning the boundary operator ð although we will not consider this setting in this article for brevity and
will always assume that the boundary/initial data is known.

defined over a compact domain 
 ⊂ RD for D e 1 with boundary
)
 with solution u ∶ 
 ³ R, forcing/source term f ∶ 
 ³ R, and
boundary/initial data g ∶ )
 ³ R. Assume that the boundary/initial
data g is known and suppose we have access to limited (and possibly
noisy) training data of the form (ui(X), f i(X))I

i=1
where (ui, f i) are

solution and source pairs that solve the DE and we used the shorthand
notation u(X) = (u(Ė1),& , u(ĖJ )) for a fixed set of observation points
X = {Ė1,& , ĖJ } ⊂ 
 (see Section 2 for our detailed setup). Given
this limited and noisy data we consider two problems: (a) Learn the
DE, that is, find an approximation to the map þ that describes the
nonlinear relationship between x and the pertinent partial derivatives
of the solution u.1; (b) Learn the solution operator of the DE, that is,
given a new forcing f̃ provide an approximation to the corresponding
solution þ−1f̃ using only the training data. Problem (a) is often referred
to as equation learning or discovery and goes back, at least, to the seminal
works [9,10] but it is broadly the subject of interest in the field of
inverse problems [11] as well. More recently, it is often tackled by
the Sparse Identification of nonlinear Dynamical Systems (SINDy) algo-
rithm of [12] and its subvariants. Problem (b) is reminiscent of standard
problems in numerical solution of DEs. However, the modern twist in
our setting is that the true DE is assumed to be unknown and we only
have access to limited information regarding samples of its solutions
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ui corresponding to some source terms f i. In this light, problem (b)
is often referred to as the operator learning problem where one aims to
learn/approximate the infinite-dimensional solution operator þ−1. In
PIL this problem is often cast as regression of an operator between
two infinite-dimensional function spaces with the DeepONet algorithm
of [13] and the Fourier Neural Operator (FNO) approach of [14] (and
their variants) considered as state of the art; see also [15] for a recent
competitive method using operator valued kernel regression.

To this end, our main contributions are three-fold:

(1) We present a three-step kernel method for learning (ordinary or
partial) DEs and their solution operators from noisy and limited
data: Step (i) kernel smoothing is utilized to denoise the training
data and compute pertinent partial derivatives of the solution.
This allows us to accommodate input data that are provided on
unstructured grids; Step (ii) kernel regression is used to learn the
functional form of the DE and provide the approximate map þ ;
Step (iii) a kernel DE solver is used to numerically approximate

þ
−1
f 2 with the new source term of interest f 2 in order to

approximate the true solution þ−1f 2. Our proposed framework
is not only simple but it inherits the desirable robustness and
stability properties of kernel methods and is amenable to kernel
learning strategies such as cross validation (CV) or maximum
likelihood estimation of hyper-parameters.

(2) Our three-step kernel approach for DE and operator learning
is a special instance of an abstract, three-step approach that
includes existing methods such as SINDy and PDE-FIND [16] but
also extends their applicability in two directions: (a) our kernel
approach for gradient estimation in Step (i) enables SINDy to
deal with training data that are observed on irregular and in-
consistent grids; (b) SINDy can be used in place of our kernel
approach to Step (ii) in order to extend its applicability to
operator learning tasks.

(3) We present a set of numerical experiments and benchmarks
that demonstrate the superior performance of our three-step
approach to operator learning in the low data regime where
only a small data set of solution and forcing pairs are available.
We intuit that this superior performance is due to the fact that
our approach makes explicit use of the fact that the operator
of interest is the solution map of a DE rather than a generic
map between two function spaces as is often considered in the
operator learning literature [13,14,17,18]

1.1. Review of the relevant literature

Below we present a review of the relevant literature to our work
focusing on discovering/learning of DEs, operator learning, and varia-
tional DE solvers that are used in Step (iii) of our framework.

Discovering/learning DEs: Identifying the parameters of a DE is a
well-known inverse problem; see the works of [19,20] on parameter
identification of ordinary differential equations (ODEs) as well as the
book of [11] and the article of [21] for examples involving PDEs.
Such problems are also encountered in optimal control of PDEs [22].
However, these classic problems were considered under the assumption
that the expression of the DE is known up to free parameters that need
to be identified from experimental data.

Equation discovery/learning is a more recent problem attributed
to [9,10] who used symbolic regression to discover underlying phys-
ical laws from experimental data. Compared with the aforementioned
inverse problems, the goal here is to discover the functional form of the
DE, that is the nonlinear relationship between the partial derivatives
of the solution as well as possibly free parameters, from experimental
data. DEs that describe real world physical systems involve only a few
terms and often have simple expressions. Based on this philosophy, re-
cent approaches to equation learning try to learn a DE from a dictionary
of possible terms/features along with a sparsity assumption to ensure

only a few terms will be active. Perhaps the best known example of such
an approach is the SINDy algorithm of [12,16] and its many extensions
and variants; see [23] and references therein. Other authors have also
considered similar approaches [24,25] based on the idea of imposing
sparsity structures on the terms involved in the learned DE. In this light,
the main difference between the aforementioned methods is in the way
they impose the requisite sparsity assumption and how they solve the
resulting optimization problems.

Compared to the feature map perspective of SINDy-type methods,
our approach employs a kernel perspective towards learning the DE.
As a result, we give up the immediate interpretability of the learned
equation in favor of richer and more flexible features that can be tuned
using CV and a more convenient computational framework that is also
able to deal with variable coefficient DEs; feature based methods often
cannot deal with variable coefficients without strong prior knowledge
injected in the their dictionaries. Our method can also be combined
with the kernel mode decomposition approach of [26] to extract the
dominant features of the learned DE, thereby making our approach
more interpretable via a post-processing step although we do not
pursue this direction here. Finally, due to its simple mathematical for-
mulation, our method is amenable to mathematical analysis and opens
the door for analyzing the accuracy and robustness of the estimator þ
from the perspective of kernel methods and optimal recovery, providing
a new perspective for the theoretical analysis of equation learning. Such
theoretical questions have attracted attention very recently [27,28]
although many open questions remain. Another closely related ap-
proach to our framework is the PDE-Net of [29,30] which, put simply,
parameterizes þ via a convolutional neural network. In Section 4 we
comment on how our abstract framework can be extended to include
PDE-Net as well.

Finally we note that a similar kernel based approach to our method
has been developed in the series of papers [31336] aimed at the
discovery, data assimilation, and extrapolation of dynamical systems.
The main difference between those works and ours is that our method is
aimed at wider families of DEs and in particular PDEs and distinguishes
between the equation learning step and operator learning.

Operator Learning: Approximation or learning of the solution maps of
DEs is a vast area of research in applied mathematics and engineering.
In the setting of stochastic and parametric PDEs, the goal is often
to approximate the solution of a PDE as a function of a random or
uncertain parameter. The well-established approach to such problems
is to choose or find appropriate bases for the input parameter and the
solution of the PDE and then construct a parametric, high-dimensional
map, that transforms the input basis coefficients to the output coeffi-
cients. Well-established methods such as polynomial chaos, stochastic
finite element methods, reduced basis methods, and reduced order
models [37341] fall within this category. A vast literature exists on
this subject and the theoretical analysis of these methods has been
extensively researched; see for example [42347]. More recent neural
net based methods such as DeepONets [13], and FNO [14,17,48] also
fall within the aforementioned category of methods where the main
novelty appears to be the use of novel neural network architectures that
are flexible and expressive, and allow the algorithm to learn and adapt
the bases that are selected for the input and outputs of the solution
map. See also the recent paper [15] for a comparison between these
methods and a competitive kernel ridge regression approach based on
the theory of operator valued kernels.

In contrast to the aforementioned methods, our three-step frame-
work takes a different path towards operator learning. First, we use
equation learning to approximate the functional form of the DE from
the training data set, which is a much easier problem than direct ap-
proximation of the solution map. We then approximately evaluate the
solution map by solving an variational problem that solves a ‘‘nearby’’
DE. To this end, our method is making explicit use of the knowledge
that the operator of interest is the solution map of a DE. It is therefore
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natural that our method is able to achieve better accuracy (since it is
biased towards DE problems) but this higher accuracy comes at a higher
computational cost since we still need to solve a DE every time we wish
to evaluate the learned operator. Depending on the DE at hand and
the desired accuracy, this may be an expensive calculation. In contrast,
neural net operators are very efficient to evaluate although they may
be more expensive and challenging to train.

Solving PDEs with Gaussian Process/Kernel methods: Finally, we
mention that the key to our operator learning framework is the exis-
tence of flexible, meshless, and general purpose nonlinear DE solvers
such as the kernel method of [49] or the physics informed neural nets
(PINNs) of [50] that allow us to ‘‘solve’’ DEs which, in general, may
be ill-posed. This is crucial for us since the DE learning algorithms in
Step (ii) do not impose any constraints that ensure the learned DE þ is
in fact well-posed in the classical sense, i.e., these equations may not
have solutions at all or may not be uniquely solvable. Additionally, the
learned DEs may involve high order or stiff terms that cannot be tackled
using classic numerical solvers such as finite differences and finite
elements or may require expert intervention and specialized solvers.
Methods such as the kernel solver of [49], allow us to overcome these
difficulties since the solution of the equation is naturally regularized via
a reproducing kernel Hilbert space (RKHS) norm penalty that provides
numerical stability. We also note that the use of kernel methods and
Gaussian Processes (GPs) for solving DEs has been an active area
of research over the last decade; see for example [51356]. Although
the overwhelming majority of the research in this direction appears
to be focused on the case of linear DEs. Some notable exceptions
are [49,57,58].

1.2. Outline of the article

The article is organized as follows: Section 2 introduces our setup
for nonlinear DEs and outlines our approach for equation and operator
learning; Section 3 presents our numerical experiments; while Section 4
presents our concluding discussions. The appendix contains additional
details of the setup of our experiments.

2. Methodology

Below we outline the details on our proposed approach for learning
DEs and their solution operators. We start with the setup of the problem
and our notation followed by abstract three-step framework for equa-
tion and operator learning that encompasses other families of methods
SINDy and PDE-Net. Next we outline a simple kernel implementation
which is used in our numerical experiments later. We only consider the
case where the DE operator þ is unknown while the boundary operator
ð and the data g are assumed to be given. However, the resulting
approach can easily be extended to learn boundary conditions as well.

2.1. Setup for nonlinear DEs

Suppose D e 1 and let 
 ⊂ RD be a compact and simply-connected
domain with boundary )
. Consider the multi-index � = (�1,& , �D) *

ND (i.e., a d-dimensional vector of non-negative integers).2 For a
smooth function u ∶ 
 ³ R we define the partial derivatives )�u ∶=

)
�1
x1
)
�2
x2

& )
�D
xD
u (see [59] for details regarding the multi-index notation

in theory of DEs) and further consider two collections of multi-indices
{�1,& ,�P } ⊂ NP and {�1,& , �B} ⊂ NB for integers P ,B e 0. Finally
we defineMP ∶= max1didP ‖�i‖1 andMB ∶= max1didB ‖�i‖1. In the rest
of the article we have in mind DEs of the form

þ
(
Ė, )�1u(Ė),& , )�P u(Ė)

)
= f (Ė), Ė * 
, (1a)

2 Henceforth we use bold letters to denote d-dimensional vectors of integers
or reals for d e 2

ð
(
Ė, )�1u(Ė),& , )�B u(Ė)

)
= g(Ė), Ė * )
, (1b)

where, overloading our notation from Section 1, we defined þ ∶ RJP ³

R and ð ∶ RJB ³ R, with JP = D + P and JB = D + B, are
nonlinear functions that define the functional relationships between
Ė = (x1,& , xD) and values of u and its partial derivatives in the interior
and boundary of 
. The functions f ∶ 
 ³ R, often referred to as
a forcing/source term, and g ∶ )
 ³ R, the boundary condition,
constitute the data of the PDE. In most practical problems, MB d MP

and max{MP ,MB} denotes the order of the PDE.
For example consider the one-dimensional second order PDE

−)x
[
a(x))xu(x)

]
+ u3(x) = f (x), x * (0, 1), u(0) = u(1) = 0, (2)

where a * C1(
) is a spatially varying coefficient, for example, drawn
from a random field. We assume this coefficient along with its first
derivative can be evaluated but in general it may have a complicated
or unknown form. We can read that ð(x, u(x)) � u(x). Expanding
the differential operator on the left hand side of the PDE we get
þ
(
x, u(x), )xu(x), )

2
xu(x)

)
= −)xa(x))xu(x) − a(x))2xu(x) + u3(x). Thus,

defining the new variables đ = (s1,& , s4) � [x, u(x), ux(x), uxx(x)] * R4

and Ē = (t1, t2) � [x, u(x)] * R23 we can write þ(đ) = −ax(s1)s3−a(s1)s4+

s3
2
and ð(Ē) = t2. Throughout the rest of the article we will assume that

whenever a DE is discussed, it is well-defined and has a unique strong
solution in the classical sense, that is, defined pointwise.

2.2. An abstract framework for learning DEs and their solution operators

Suppose a set of mesh/observation points X = {Ėj}
J
j=1

⊂ 
 is fixed

and let {u(i), f (i)}I
i=1

be pairs of solutions and forcing terms for the DE
(1) with the same boundary conditions. Our training data consists of
noisy observations of the pairs (u(i), f (i)) at the points X, that is,

R
J - ē(i) = u(i)(X) + �(i), R

J - Ą (i) = f (i)(X), �(i) < N(0, �2
ă
I).

At this point we may assume that the noise variance �2
ă
is known but

we will treat it as a hyper parameter later. We propose the following
abstract three-step framework for learning þ and the corresponding
solution operator of the DE:

Step (i): Smoothing the Training Data and Estimating Derivatives.
Consider a Banach space ö that is continuously embedded in CMp (
)

Then solve the regression problems

u
(i)

= argmin
v*ö

‖v‖r
ö
+

1

�2
ă

‖v(X) − ē(i)‖2
2

(3)

for i = 1,& , I and r > 0. Proceed to compute the partial derivatives
)�j u

(i)
(X) for j = 1,& , P , i.e., the pertinent partial derivatives of the

smoothed solutions involved in (1) evaluated at X; note that this is
well-defined thanks to our assumption that ö ⊂ CMP (
).4

Step (ii): Learning the Functional Form of the DE. Define the set of
vectors

đ
(i)
j =

(
Ėj , )

�1u
(i)
(Ėj ),& , )�P u

(i)
(Ėj )

)
* R

JP , (4)

for i = 1,& , I . Now consider another Banach space ö2 that is con-
tinuously embedded in C0(RJP ), so that pointwise evaluation is well-
defined, and approximate the function þ via the optimal recovery
problem5

þ = argmin
ÿ*ö2

‖ÿ‖ö2 s.t. ÿ(đ
(i)

j
) = f (i)(Ėj ), i = 1,& , I, j = 1,& , J . (5)

3 The entries si, ti simply denote the values of x as well as u and its partial
derivatives evaluated at x. This compact notation will be useful later on.

4 If one wishes to learn the boundary operator ð then the )�j ū(i) should also
be computed at a set of boundary collocation points.

5 One can also formulate a regression problem analogous to Step (i) if the
f (i)(X) are believed to be noisy.
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Step (iii): Operator Learning by Solving the Learned DE. The goal
of operator learning is to predict the solution of a DE given a source
term from a training data set of solution and source pairs. To this end,
Consider a new pair of solution and source term (ũ, f̃ ), that did not exist
in the training data set {u(i), f (i)}I

i=1
. Then our goal is to predict ũ given

f̃ , but since þ is unknown, we propose to formulate the following DE
where, once again, we assumed the boundary conditions are known:

þ
(
Ė, )�1u(Ė),& , )�P u(Ė)

)
= f̃ (Ė), Ė * 
,

ð
(
Ė, )�1u(Ė),& , )�B u(Ė)

)
= g(Ė), Ė * )
.

(6)

Note that þ is the function given by (5) and the resulting DE is not
guaranteed to be well-posed. Henceforth we think of ‘‘solving’’ this DE
simply as finding a function û that (approximately) minimizes the resid-
ual of (6). To do so, take new sets of collocation points {Ė̃1,& , Ė̃

J̃

} ⊂ 


in the interior of 
 and {Ė̃
J̃
+1

,& , Ė̃
J̃
} ⊂ )
 on the boundary )
. These

new collocation points are independent of the observation points X and
will only be used to solve (6). Choose parameters r, �þ , �ð > 0 and
approximate ũ by solving the optimization problem6

û ∶= argmin
u*ö

‖u‖r
ö
+

1

�2
þ

J̃
1
j=1

|þ (
Ė̃j , )

�1u(Ė̃j ),& , )�P u(Ė̃j )
)
− f̃ (Ė̃j )|

2

+
1

�2
ð

J̃1
j=J̃
+1

|ð (
Ė̃j , )

�1u(Ė̃j ),& , )�B u(Ė̃j )
)
− g(Ė̃j )|2.

(7)

The above formulation is at the heart of ML inspired DE solvers
of [49,50] and can be viewed as finding a minimum norm solution
û by imposing the DE and boundary conditions using Lagrange mul-
tipliers rather than exact equality constraints (see [49] for a detailed
discussion).

Remark 2.1. We also note that Eq. (7) is the only place in our
three-step framework where the boundary operator ð appears. Here
we are imposing the boundary conditions using a variational/penalty
technique which often requires careful tuning of the parameter �ð.
However, depending on ð one may be able to choose ö in such a
way to impose the boundary conditions more accurately as is often
done with standard numerical PDE solvers such as imposing natural
boundary conditions in finite element methods or Dirichlet boundary
conditions in finite difference solvers.

2.3. Brief review of representer theorems for kernel regression

Before proceeding further we give a brief review of representer
theorems in RKHSs that will be utilized to implement a kernel in-
stance of the abstract framework of Section 2.2. For brevity we only
discuss pertinent results from the literature and refer the reader to the
Refs. [60363] for in-depth treatment of the theory of RKHSs and kernel
methods.

Consider a simply connected set � ⊆ RD. We say that a function
Ą ∶ � ×� ³ R is a Mercer kernel if it is continuous in both arguments,
symmetric, that is Ą(ė1, ė2) = Ą(ė2, ė1), and positive definite, that is, for
any collection of points Y = {ė1,& , ėJ } ⊂ � the matrix [Ą(Y , Y )]ij =

Ą(ėi, ėj ) is positive definite. We writeöĄ to denote the RKHS associated
to Ą with its norm denoted by ‖ ç ‖Ą .

Now for N * N let � = (�1,& , �N ) be a vector of N-bounded linear
functionals �j ∶ öĄ ³ R defining a vector valued bounded linear map
� ∶ öĄ ³ RN and consider regression problems of the form

minimize
v*öĄ

‖v‖2
Ą
+

1

�2
‖ôċ�(v) − č‖2

2
, (8)

6 One can take u in a different space than ö if prior knowledge of its
regularity is available but without such knowledge it is reasonable to assume
that is belongs to the same function class as the solutions in the training set.

where ô ∶ RN ³ RO is a nonlinear map, č * RO is a fixed vector
of observations, and � > 0 is a regularization parameter. It follows
from [49, Prop. 2.3] that every minimizer v of problem (8) is of the
form

v(ė) = Ą(ė,�)Ą(�,�)−1Ę, (9)

where Ą(ė,�) ∶ � ³ ö
⊗N
Ą

is a row vector field on � with entries
[Ą(ė,�)]j = �j (Ą(ė, ç)) for j = 1,& , N , i.e., we fix ė and apply �j
to Ą(ė, ç) as a function of its second argument, and Ą(�,�) * RN×N

is a symmetric matrix with entries [Ą(�,�)]ij = �i([Ą(ç,�)]j ). Finally
Ę * RN is a vector that solves the optimization problem

minimize
Ę*RN

ĘTĄ(�,�)−1Ę +
1

�2
‖ô (Ę) − č‖2

2
. (10)

Eq. (9) is often referred to as a representer formula for (8) as it states
that the minimizers of the latter equation are represented by the finite
dimensional vector Ę.

In the particular case where N = O and ô = Id one can solve for
Ę exactly and substitute in (9) to obtain the well-known representer
formula for kernel regression

v(ė) = Ą(ė,�)
(
Ą(�,�) + �2I

)−1
č. (11)

Furthermore, letting � ³ 0 we obtain

v(ė) = Ą(ė,�)Ą(�,�)−1č, (12)

which is the representer formula for the minimizers of the kernel
interpolation problem

minimize
g*öõ

‖g‖õ s.t. �(g) = č. (13)

2.4. Implementation of the three-step framework using kernels

We now present a simple, flexible, and efficient implementation of
the framework of Section 2.2 by choosing ö and ö2 to be RKHSs. The
resulting algorithm relies heavily on the representer formulae discussed
above.

Step (i): Let ă ∶ 
 × 
 ³ R be a Mercer kernel with RKHS öă that
is assumed to be continuously embedded in CMP (
). A simple choice

would be the popular RBF kernel ă (Ė1, Ė2) = exp

(
−1

2l2
ā

‖Ė1 − Ė2‖22
)

whose RKHS consists of infinitely smooth functions although one can
choose any other family of Mercer kernels with sufficiently smooth
RKHSs; see for example [64]. Consider the regression problem (3) with
ö � öă and r = 2. We can solve this problem by applying formula
(11) with � = (�1,& , �J ) to obtain the minimizers

u
(i)
(Ė) = ă (Ė, X)

(
ă (X,X) + �2

ă
I
)−1

ē(i), (14)

where ă (Ė, X) =
(
ă (Ė, Ė1),& ,ă (Ė, ĖJ )

)
is viewed as the row vec-

tor field with entries ă (ç, Ėj ) and ă (X,X) * RJ×J is a kernel ma-
trix with entries ă (X,X)ij = ă (Ėi, Ėj ) and �2

ă
> 0 is the regu-

larization/nugget parameter. Since we assumed öă is continuously
embedded in CMP (
), then for any multi-index �j we can directly
differentiate this formula to get

)�j u
(i)
(Ė) = )�jă (Ė, X)

(
ă (X,X) + �2

ă
I
)−1

ē(i), (15)

where )�jă (Ė, X) =
(
)�jă (Ė, Ė1),& , )�jă (Ė, ĖJ )

)
, the entries of which

can be computed offline using analytic expressions or automatic differ-
entiation as they do not depend on the data ē(i) and only depend on
the kernel ă , the points Ėj , and the multi-indicies ���j .

Step (ii): With formula (15) at hand we compute the vectors đ
(i)
j

following (4). We then choose another Mercer kernelù ∶ RJP ×RJP ³ R

with RKHS öù; once again the RBF kernel would be a convenient
choice although a polynomial kernel of the form ù(đ, đ2) = (đT đ2 +

1)b for some integer b * N was found to be very effective in our
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experiments in Section 3. We then formulate the optimal recovery
problem (5) with ö2 � öù. Let us write S ∶= {đ1,& , đIJ } ={
đ
(1)

1
,& , đ

(1)

J
, đ

(2)

1
,& , đ

(2)

J
,& , đ

(I)

1
,& , đ

(I)

J

}
and Ą ∶= (Ą (1),& , Ą (I)) denot-

ing the column vector obtained by stacking the Ą (i)’s. Then applying
Eq. (11) once more we have,

þ(đ) = ù(đ, S)
(
ù(S, S) + �2

ù
I
)−1

Ą , (16)

where, analogous to Step (i), we write ù(đ, S) =
(
ù(đ, đ1),& ,ù(đ, đIJ )

)
regarded as a row-vector field and ù(S, S) * RIJ×IJ with entries
ù(S, S)ij = ù(đi, đj ). Furthermore, we introduced the artificial regu-
larization/nugget parameter �2

ù
> 0 that improves the conditioning of

ù(S, S).

Step (iii): Finally we consider problem (7) and, following [49], we take
ö � öă and r = 2. Let �̃j denote the pointwise evaluation operator at
Ė̃j and define the maps �̃

i
j
= �̃jċ)

�i , for i = 1,& , p and j = 1,& , J̃


as well as  ̃ i
j
= �̃jċ)

�i , for i = 1,& , q and j = J̃
 + 1,& , J̃ ; note that

the �̃i
j
and  ̃ i

j
are well-defined bounded linear operators on öă due to

our assumption that öă is continuously embedded in CMP (
). Further
define the vector valued maps �̃j ∶= (�̃1

j
,& , �̃

p
j
) and  ̃ j ∶= ( ̃1

j
,& ,  ̃

q
j
).

We can now rewrite (7) as

minimize
u*öă

‖u‖2
ă

+
1

�2
þ

J̃
1
j=1

||||þ
(
Ė̃j , �̃j (u)

)
− f̃ (Ė̃j )

||||
2

+
1

�2
ð

J̃1
j=J̃
+1

|||ð
(
Ė̃j ,  ̃ j (u)

)
− g(Ė̃j )

|||
2
.

Using the representer theorems recalled in Section 2.3, and in partic-
ular realizing that this equation is of the same form as (8), we evoke
formula (9) to identify

û(Ė) = ă (Ė, �̃)ă (�̃, �̃)−1Ę̂,

where �̃ ∶= (�̃1,& , �̃
J̃

,  ̃

J̃
+1
,& ,  ̃

J̃
) is a concatenated vector of

bounded linear functionals and Ę̂ is a concatenated vector that solves

minimize
Ę=(Ę1 ,&,Ę

J̃
)
ĘTă (�̃, �̃)−1ĘT +

1

�2
þ

J̃
1
j=1

|þ (
Ęj
)
− f̃ (Ė̃j )|

2

+
1

�2
ð

J̃1
j=J̃
+1

|ð (
Ęj
)
− g(Ė̃j )|2.

(17)

In practice we solve this problem using a gradient descent algorithm,
such as the Gauss3Newton algorithm proposed in [49] or L-BFGS.

Remark 2.2. Our proposed kernel method involves the tuning of
a number of hyper-parameters such as the regularization parameters
�ă , �ù, �þ and �ð as well as other parameters in the kernels ă ,ù.
The tuning of such parameters is a well-studied problem in kernel
regression and, more broadly, in statistical theory with methods such as
maximum likelihood estimation (MLE) [65], CV [66], and expectation
maximization (EM) [67] regarded as standard in the literature; see
also [68] and references within.

3. Experiments

Below we compare our computational framework to state-of-the-art
algorithms for equation discovery and operator learning. Here we focus
on presenting the results and give a brief summary of the setup. Further
details of experiments such as the form of kernels or the choices of
hyper-parameters are summarized in the Appendix.

Three benchmark DEs were considered: a pendulum model (18), a
nonlinear diffusion PDE (19), and the Darcy flow PDE (20). For the
DE learning task we compared our kernel method to SINDy [16] for
the pendulum and diffusion PDEs. Both our method and SINDy were
trained using the same training data with our kernel method used to

denoise the training solutions u(i) and to compute the relevant partial
derivatives in Step (i). All kernel parameters as well as the regulariza-
tion parameters �ă , �ù were chosen using CV (cross validation); see
Remark 2.2. A test data set was then constructed by taking the same
training source terms f (i) from the training set, perturbing them in a
controlled manner, and solving the DEs using an independent solver.
The Darcy flow PDE was excluded from these experiments since it
is unclear how to choose a SINDy dictionary for PDEs with spatially
variable coefficients without injecting explicit prior information about
the form of the PDE and its dependence on the unknown coefficient.
Furthermore, in all three benchmarks we used Dirichlet boundary
conditions that are imposed using additional collocation points on the
boundary as in (17). Following Remark 2.1 one could incorporate other
standard boundary conditions using the same approach as outlined
in [49].

For operator learning we used our kernel method and SINDy for
Steps (i) and (ii) and used the resulting þ ’s coupled with the kernel
solver of [49] for Step (iii); The hyper parameters �þ , �ð were chosen
using CV once more and following the same approach as [49]. Re-
sults were further compared with the DeepONet algorithm [69] (both
the original version and the POD-DeepONet) and the Fourier Neural
Operator (FNO) method of [14], trained using the same training data
set, to learn the mapping from the source term f to the solution u.
Throughout the experiments we also used a second POD-DeepONet,
denoted as POD-DeepONet (L) in our tables, which is a large network
that we tuned to maximize performance and achieve the closest results
to our kernel method. This model serves to show the additional com-
plexity of the neural net that is needed to match the performance of
the much simpler three step approach. All operator learning methods
were validated on a test set consisting of new pairs of solutions and
source terms. Errors were computed via comparison to an independent
high-resolution PDE solver that was taken as ground truth.

3.1. Pendulum

The following system of ODEs modeling the motion of a pendulum
was considered

(u1)t(t) = u2(t), (u2)t(t) = −k sin(u1(t)) + f (t), (18)

subject to u1(0) = u2(0) = 0. Note that here we used the parameter t as
our input parameter rather than just x as is common notation in ODE
and PDE literature. The training data for this experiment consists of the
pairs of solutions and forcing functions (u(i)(tj ), f

(i)(tj )) for i = 1,& , I

(we took I = 10 or 20). Each forcing f (i) was drawn from a GP (Gaussian
Process) and the points tj were distributed uniformly over a fine mesh;
see Fig. 1.

Equation Learning: The function þ was learned using our kernel
approach for Step (ii) as well as SINDy.7 We took I = 20 (size of the
training set) and for testing, the forcing terms f (i) were perturbed using
the formula f (i)

�
= f (i)(t) + � sin(5�t), the parameter � controls size of

the perturbation and hence, the departure of the test and training sets.
The ODEs were then solved using an independent solver to obtain the
perturbed solutions u(i)

�
. The kernel smoothing of Step (i) was then used

to estimate the pertinent derivatives of the u(i)
�
which were then used to

define a new set of inputs over which the error between þ and þ was
computed for our kernel method and SINDy. The results are reported in
Fig. 2 (left) where we observe that our approach with ù taken to be the
polynomial kernel almost perfectly matches SINDy (the points appear
to overlap) and the learned equations are very robust to perturbations
of the test set, a sign that þ is a good global approximation to þ . Taking
ù to be the ARD kernel (an anisotropic variant of the RBF family)

7 see the Appendix for details such as the SINDy dictionary and definition
of kernels in our method.
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Fig. 1. (Left) the forcing terms used to generate the training data for the pendulum ODE. (Middle) comparing the ODE solutions obtained from our model and SINDy for one
of the test forcing terms. (Right) comparing the ODE solutions obtained from POD-DeepONet, FNO, and DeepONet for one of the test forcing terms. Results were obtained with
training set of size 20.

Fig. 2. Experimental results for the pendulum ODE (18). (Left) Test error of the learned function P with our method vs. SINDy for the pendulum ODE. The parameter � controls
the departure of the test and training forcing terms. Results for the polynomial kernel overlapped with SINDy. (Right) Average L2 relative errors for the operator learning task
of pendulum system computed for 50 test forcing functions. Standard deviations are reported in brackets. (L) indicates the large network variant of POD-DeepONet. Bold text
indicates the best errors.

results in drastically different behavior where the error is larger and
grows with �, a sign that þ approximates þ only locally in this setting.

Operator Learning: For operator learning we used our method and
SINDy to learn þ as above with training data of size I = 10 and 20 and
compared our three-step approach to DeepONets and FNO. The trained
models were then validated on a test set of 50 solution-forcing pairs
that were generated by the same procedure as the training set. Fig. 2
(right) compares the average L2 errors for the operator learning of the
pendulum model. We observed that our method with the polynomial
kernel is able to achieve the best performance although the errors are
close to the ARD kernel and SINDy. The POD-DeepONet (L) model
is the next competitive model despite being an order of magnitude
worse and using a much larger neural network, i.e., more expensive
parameterization. A sample of the predicted solutions for all seven
methods is presented in Fig. 1. In particular, it is visually clear that
the predicted solutions using the learned DEs are more accurate than
the neural net methods.

We also repeated our experiments by adding Gaussian noise to
the training data (we used a noise to signal ratio of 0.1), meaning
that the solution-forcing terms are no longer satisfying the underlying
DE exactly. Results for this experiment are summarized in Table 1.
As expected, this additional noise reduces the accuracy of all models
but our method using the ARD kernel was still able to achieve the
best performance. We note that the SINDy method also had very close
performance. FNO achieved the next best result but it was still worse
by a factor of 2. Overall the performance gap between the DE learning
approach and the neural net methods was smaller in this case indicating
that the loss of information due to the additional noise had likely
diminished the advantage of our framework.

3.2. Nonlinear diffusion PDE

The following second order nonlinear PDE was considered for our
second set of experiments

ut(x, t) = 0.01uxx(x, t)+0.01u
2(x) + f (x), (x, t) * (0, 1) × (0, 1], (19)

subject to boundary conditions u(0, t) = u(1, t) = 0 for t * (0, 1] and
initial conditions u(x, 0) = 0, for x * (0, 1). Similar to Section 3.1, the
training data was generated by drawing random sources f (i)(x) from
a GP with the RBF kernel; note that f is only a function of x here.

Table 1
Average L2 relative errors for the operator learning task computed for 50 test forcing
functions with 0.1 noise level in the training data. Standard deviations are reported
in brackets. For our method, we report the best one from the ARD kernel and the
polynomial kernel. (L) indicates the large network variant of POD-DeepONet. Bold text
indicates the best errors.

Method Pendulum Diffusion Darcy Flow

Our method Ă.Ĉă−ā(ā.Ăă−Ă) ą.Ăă−ā(ă.ąă−Ă) 7.7e−2(5.0e−3)

POD-DeepONet 9.7e−2(1.3e−2) 1.4e−1(1.1e−2) 9.8e−2(7.2e−3)

POD-DeepONet (L) 8.1e−2(1.0e−2) 1.0e−1(8.8e−3) Ć.āă−ā(ą.Ąă−Ă)

FNO 8.0e−2(6.8e−3) 7.7e−2(5.0e−3) 8.8e−2(9.0e−3)

DeepONet 1.5e−1(1.9e−2) 2.3e−1(1.8e−2) 1.5e−1(1.6e−2)

SINDy 4.1e−2(3.8e−3) 6.8e−2(2.3e−3) N/A

As a benchmark PDE solver in this example we used the same finite-
difference solver used by [13] with a higher resolution to serve as an
independent proxy for exact solutions of the PDE.

Equation learning:. We followed the same recipe as the equation dis-
covery experiments from Section 3.1 to compare our kernel approach:
We used the RBF kernel in step (i), and took ù to be the ARD and
polynomial kernels in Step (ii) and compared with SINDy. we trained
the models using a training data set of size I = 20 and tested the learned
þ functions on a test set that was obtained via perturbation of the
training set, parameterized by the � parameter controlling the deviation
of the test set from the training set. The results of our experiments are
presented in Fig. 3. Here we see a similar picture to the case of the
pendulum ODE, i.e, the polynomial kernel matched the performance
of SINDy, and yielded a global approximation while the ARD kernel
resulted in a local approximation that for Small � appears and for test
points close to the training set appears to match the performance of
SINDy but the errors grow rapidly as we deviate from the training set.

Operator learning:. For operator learning experiments we followed the
recipe of Section 3.1 once more. All models were trained on data sets
of size I = 10 and 20 and validated on a test set of size 50, all generated
using the same procedure but independently. Fig. 3 (right) summarizes
our results with the exact training data. We observe similar trends as
the pendulum example with the polynomial kernel achieving the best
errors with SINDy achieving slightly worse performance. Interestingly,
in this case the ARD kernel appears to perform significantly worse.
Among the neural net methods the large POD-DeepONet was most
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Fig. 3. Experimental results for the nonlinear diffusion PDE (19). (Left) Test error of the learned function P with our method vs. SINDy for the pendulum ODE. The parameter �
controls the departure of the test and training forcing terms. Results for the polynomial kernel overlapped with SINDy. (Right) Average L2 relative errors for the operator learning
task of nonlinear diffusion computed for 50 test forcing functions. Standard deviations are reported in brackets. (L) indicates the large network variant of POD-DeepONet. Bold
text indicates the best errors.

Fig. 4. A comparison of the estimated solutions to the diffusion PDE for one of the
forcing terms in the test set with training set of size I = 20.

competitive. We also performed the experiments after adding artificial
noise to the training data; the results are presented in Table 1. Once
again we found that our method achieved the lowest error, followed
closely by SINDy. The FNO was once again the best performing neural
net based methods. A sample of the predicted solutions of all methods
over the test set is presented in Fig. 4.

3.3. Darcy flow

For our third and final example we considered the Darcy flow PDE

− div (a∇u) (x) = f (x), x * (0, 1)2, (20)

subject to homogeneous Dirichlet boundary conditions. The coefficient
a is a spatially variable field given by a(x) = exp

(
sin(�x1) + sin(�x2)

)
+

exp
(
− sin(�x1) − sin(�x2)

)
. In this experiment we excluded SINDy as

Table 2
Average L2 relative errors for the operator learning task of Darcy Flow computed for
50 test forcing functions. Standard deviations are reported in brackets. (L) indicates
the large network variant of POD-DeepONet. Bold text indicates the best errors.

Method 10 sources 20 sources

ù =ARD Ā.ăă−ā(Ā.Ąă−Ă) Ć.Āă−Ă(Ā.ÿă−Ă)

POD-DeepONet 1.1e−1(1.2e−2) 3.6e−2(3.2e−3)

POD-DeepONet (L) 1.7e−2(1.6e−3) 1.1e−2(1.1e−3)

FNO 2.3e−1(2.3e−2) 4.3e−2(3.6e−3)

DeepONet 3.7e−1(4.2e−2) 1.2e−1(1.4e−2)

the construction of an appropriate dictionary for PDEs with spatially
variable coefficients is not possible without additional prior knowledge;
see Section 4. Therefore, here we focus primarily on the operator
learning problem and compare with the neural nets.

Our experiments follow a similar setup to the previous problems.
Once again the models were trained using data sets of size I = 10 or
20 and tested on a set of size 50 with forcing terms drawn from a GP.
We also excluded the polynomial kernel as it was not competitive in
this example. The results of our experiments with exact training data
are summarized in Table 2 where our method with the ARD kernel
achieved the lowest error followed closely by the large POD-DeepONet.
Experimental results with the noisy training set are presented in Ta-
ble 1. Interestingly, in this setting large POD-DeepONet achieved the
best errors followed very closely by our method (the difference is well
withing the standard deviation of the errors). In fact, the difference
between our method, POD-DeepONet and FNO was quite small in this
experiment compared to the previous two examples. Fig. 5 shows a
sample of the predicted solutions from the test set for all methods.

3.4. Main takeaways from experiments

Our experiments focused on the two distinct tasks of equation learn-
ing and operator learning. We make three primary observations regard-
ing equation learning: (a) kernel smoothing is a good pre-processing
step for denoising and estimation of gradient information before learn-
ing DEs for both SINDy and the kernel approach. In fact, our kernel
method for Step (i) extends the applicability of SINDy to training data
that is provided on unstructured meshes; (b) the performance of the
kernel method for step (ii) is closely tied to the choice of the kernel ù:
With the polynomial kernel we matched the performance of SINDy in
the pendulum and diffusion examples while the ARD kernel resulted in
a local approximation to þ8; (c) Our kernel approach is more widely
applicable than SINDy as demonstrated with the Darcy flow PDE where
it is unclear how one could construct a dictionary for SINDy to begin
with due to the unknown spatially variable coefficient. Here the ARD
kernel appeared to yield good results while the polynomial kernel was
far from being competitive. This is precisely due to the fact that the

8 This is not surprising considering the fact that both methods are solving
optimal recovery problems over the monomial basis. However, SINDy would
impose a sparsity bias in that basis while the kernel approach does not.
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Fig. 5. A comparison of the estimated solutions to the Darcy flow PDE for one of the
forcing terms in the test set with training set of size I = 20.

Polynomial kernel (and by extension dictionaries involving polynomial
terms) are insufficient for capturing a variable coefficient PDE.

Our results concerning operator learning led to two primary ob-
servations: (a) operator learning via equation learning consistently
outperformed neural net methods when exact training data was avail-
able (often by an order of magnitude); (b) the performance gap was
smaller when noisy training data was involved but even then our
method was (barely) beaten by the POD-DeepONet algorithm for the
Darcy Flow example only. It is noteworthy that the POD-DeepONet
was using a significantly larger set of parameters than our (much
simpler) kernel method and it took significant tuning and architecture
adjustment to achieve this level of performance.

4. Discussions and conclusions

Below we collection some discussions and concluding remarks that
place our abstract framework as well as our kernel implementation of
equation and operator learning within the context of existing methods
in the literature for both tasks.

4.1. Our abstract framework

We highlight that our abstract three-step framework from Section 2
unifies many existing equation learning/discovery methods under the
umbrella of optimal recovery and extends them to perform operator
learning. For example, choosing ö in Step (i) to be the appropriate
RKHS associated to splines, we obtain the spline method implemented
in the PySINDy package [23] for estimating gradients. One can also
take ö to be a Barron space [70] to obtain a neural net approximation
for the derivatives as is done in PINNs. Choosing a sparsity promoting
norm such as a 0-norm or a 1-norm (with r = 1) in Step (ii) yields
methods such as SINDy while a Barron norm will yield a neural net
approach such as PDE-Net [29,30]. The same is also true for Step (iii),
one can choose ö to be a neural net space to obtain solvers such as

PINNs [50], or even a finite-dimensional subset of a Sobolev space
towards obtaining a finite element solver.

We emphasize that the choice of the spaces ö,ö2 in Steps (i3iii) and
more broadly, the models employed at each step, are largely dependent
on the available data and information for the problem at hand, as well
as downstream tasks in engineering or scientific pipelines as we will
discuss in the paragraphs below.

4.2. Discovering DEs with kernels vs sparse recovery

The primary focus of the equation learning literature (see for exam-
ple [9,10,12,24]) has been the extraction of explicit and interpretable
equations that describe natural laws that govern physical processes.
In our framework, this amounts to finding a human interpretable and
simple expression for þ . In this perspective, it is therefore natural
to formulate Step (ii) over an appropriate set of features for þ and
impose a sparsity assumption on those features as is customary in the
SINDy method. Our kernel approach on the other hand, does not aim
to find a human interpretable expression for þ but rather approximates
þ with a large number of features (possibly infinite) with the hope
of achieving the most robust and accurate approximation to þ . The
difference between these two perspectives has major implications in
terms of their performance and applicability:

4.2.1. Downstream tasks
Whether or not one chooses to employ a sparse recovery approach to

learning DEs or our kernel method should be decided by downstream
tasks and pipelines and how the learned equation þ will be utilized.
For example, in a scientific discovery application, where the goal is
to discover new physical laws governing a phenomenon of interest, it
is natural to employ sparse recovery to achieve a solution þ that is
interpretable by a human as was done in the original works [9,10].

On the other hand, in operator learning or data-driven simulation
scenarios, it is more important to obtain an accurate and robust þ over
a large or redundant set of features in which case our kernel method is
more desirable. We also emphasize that in such scenarios one should
still take advantage of a good dictionary of features if additional a priori
information is available. This can be easily achieved for the kernel
method by taking the original kernel ù and augmenting it with the
kernel defined by the feature maps from the dictionary that is

ùaug(đ, đ
2) ∶= ù(đ, đ2) +

L1
ā=1

Fā(đ)Fā(đ),

where we used {Fā}
L
ā=1

for Fā ∶ RJP ³ R to denote a set of features
from a given dictionary. Then the set of feature maps of the resulting
kernel ùaug is precisely the union of the Fā with the feature maps of
ù, and is therefore a more expressive kernel.

4.2.2. Choosing features and the role of a priori knowledge
It is well-known that the performance of sparsity promoting meth-

ods such as SINDy is closely tied to the construction of a good dic-
tionary, in fact, in all of our experiments we used the dictionaries
that were suggested by previous authors and were known to give
competitive results. Due to its bias towards sparse solutions in the
prescribed dictionary, it is often easy to setup SINDy to fail buy simply
choosing a bad dictionary. We did not present such examples in this
paper as we believe this to be an unfair comparison that is not related
to how SINDy is often used in practice. To this end, if we have a
good dictionary and the training data is sufficient, then we expect
sparsity promoting methods to perform well. This fact has motivated
various approaches, such as the Ensemble-SINDy [71], that aim to
automate and improve the construction of dictionaries. However, there
are various situations where the explicit construction of a dictionary
is impossible. Consider our Darcy flow PDE (2) with a coefficient a(x)
that is unknown. In this case one cannot construct a simple dictionary
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of functions (such as polynomials) for þ . This is of course possible if
we knew the regularity of a(x) and the manner in which þ depends on
a but then we are injecting strong prior information into the problem
but this may be unrealistic.

Broadly speaking, the kernel approach, thanks to its large/infinite
number of feature maps, is more suitable in situations where very little
information about the form of þ is available and variable coefficients
exist. Another major advantage of the kernel approach is that it nat-
urally accommodates the tuning/learning of kernel parameters which
amounts to tailoring the feature maps (the dictionary terms) to the
problem at hand. This extra flexibility is what allowed us to obtain
superior results in our operator learning experiments using CV. To
our knowledge, when sparsity promoting techniques are employed for
equation learning, the dictionary itself is rarely tuned.

4.3. Operator learning via DE learning vs function space regression

At the moment the dominant approach to operator learning in the
literature can be broadly categorized as regression of maps between
function spaces. Many existing algorithms such as DeepONets [13,69],
FNOs [14,48], the multipole graph neural operator [72], and the PCA-
Net [17], fall within this category. Our approach to operator learning
is fundamentally different from these methods as it relies on first
learning the functional form of the PDE (that is þ), and then solving the
learned PDE with a new forcing or boundary data. To our knowledge,
our approach is the first of its kind and our experiments suggest that
operator learning via PDE learning is significantly more data efficient
and gives superior performance in small data regimes if our goal is to
obtain the most accurate approximation to the operator. We conjecture
this is due to the fact that our method uses explicit knowledge of the
fact that the operator of interest is the solution map of a PDE. On the
other hand, if our ultimate goal for operator learning is to obtain a
cheap/fast approximation to the solution map, for example as a model
emulator in an engineering workflow, then function space regression
techniques may be more appropriate.
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Table 3
The hyper-parameters we used for the pendulum experiments for exact training sets of
size I = 10, 20 as well as the noisy training set of size I = 20.

Hyper-parameters I = 10 I = 20 I = 20 (Noisy)

(i): �ă 1.0e−8 1.0e−8 1.0e−8

u1 � (0.15, 0.45) (0.15, 0.65)

u2 � (0.1, 0.4) (0.1, 0.8)

(ii): �ù 1.0e−5 1.0e−5 1.0e−1

þ1

ā1 = ā2 0.52 1.0 1.0
d 5 3 1
c 3.5 0.015 0.01

þ1

ā1 = ā2 3.0 2.4 1.9
d 5 3 1
c 2.8 0.01 0.01

Table 4
The hyper-parameters we used for the diffusion experiment for exact training sets of
size I = 10, 20 as well as the noisy training set of size I = 20. Reported ‘‘Failed’’ values
indicate high errors that were not competitive.

Hyper-parameters I = 10 I = 20 I = 20 (Noisy)

(i): �ă 1.0e−3 1.0e−3 1.0e−3

� (0.15, 0.7) (0.4, 1.0)

(ii): �ù 1.0e−3 1.0e−3 1.0e−3

(ā1 ,& ,ā3) (0.50, 1.3, 0.13) (0.50, 1.3, 0.13) (0.50, 2.0, 0.25)

d 2 2 Failed

c 0.23 0.0 Failed

Appendix. Details of experiments

Below we present additional details regarding our experiments in
Section 3.

A.1. Common setup

For the kernel PDE solver in Step (iii) we used the implementation
of [49] (https://github.com/yifanc96/NonLinPDEs-GPsolver). For es-
timation of derivatives in our method and the training of DeepONets
we used Jax. For FNO we used the code base provided by the authors
in [14]. The POD-DeepONet was implemented using Pytorch. We used
Python to implement SINDy, with iterative thresholding, with NumPy
for the least squares step.

For all three DEs we conducted the experiments with I = 10 and 20

pairs of solutions-sources (the u(i), f (i) pairs in Section 2) in the training
set. In the I = 20 case we also conducted experiments with a noisy
training set where a Gaussian noise of noise-to-signal ratio 0.1 was
added to both the training solutions and the training sources. In all
of these experiments we validated the models on the same test set of
50 solution3source pairs.

For solving the optimization problem (17) we used the Gaussian-
Newton algorithm of [49] for the pendulum ODE and the Diffusion PDE
with 50 iterations. In the case of the Darcy flow PDE we ran 4000 steps
of L-BFGS with step sizes of 0.2 and 0.5. For all of the kernel matrices
involved in our implementation we used diagonal nugget terms of the
form �I , where � > 0 is a constant and I is an identity matrix of the
same size as the requisite kernel matrix; also see Section 2.4. The value
of � was tuned for each experiment separately; see Tables 335 for a
summary of the chosen nuggets.

For the POD-DeepONet we set the number of bases to maximum
and varied the number of hidden layers from 2 to 3, and the width
over 256, 512, and 1024. We trained for 100000 epochs to ensure
convergence. We also trained a large variant of the POD-DeepONet
(denoted as POD-DeepONet (L)) in all examples, where we set the width
of the network to 8192. We implemented FNO using the standard four
layer architecture for the integral operators, and varied the width over
64, 128, and 256. We trained the model for 4000 epochs to make sure it
had converged. Finally we implemented the standard DeepONet with 2

https://github.com/yifanc96/NonLinPDEs-GPsolver
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Table 5
The hyperparameters we used for the Darcy Flow experiments for exact training sets of size I = 10, 20 as well as noisy training set of size I = 20.

Hyper-parameters I = 10 I = 20 I = 20 (Noisy)

(i): �ă 1.0e−8 1.0e−8 1.0e−2

� (0.15, 0.35) (0.05, 0.5)

(ii): �ù 1.0e−3 1.0e−3 1.0e−1

(ā1 ,& ,ā6) (1.2, 1.2, 8.0, 8.0, 10.0, 10.0) (0.4, 0.4, 3.2, 3.2, 5.0, 5.0) (0.64, 0.64, 2.0, 2.0, 3.0, 3.0)

and 3 hidden layers and varied the width from 256, 512, and 1024 and
trained for 100000 epochs. All of the above neural nets were trained
using the Adam optimizer. We also used different activation functions
(GELU, Tanh, and ReLU) and varied the learning rates from 1e−3, 1e−4,
and 1e−5. Our reported results for each neural net method were the best
test errors that were obtained by searching over the aforementioned set
of architectures and hyperparameters.

A.2. The kernels

Throughout our experiments we used three kernels in Steps (i)3
(iii) of our framework. The RBF kernel (also known as the squared
exponential or Gaussian kernel)

ĄRBF(ė, ė
2) = exp

(
−
‖ė − ė2‖2

2�2

)
ė, ė2 * R

D,

with hyper-parameter � > 0. We primarily used this kernel in Step (i) of
all of our experiments for smoothing the training data and estimating
the requisite partial derivatives. The same kernel was also used in Step
(iii) and during the implementation of the kernel solver of [49].

We also considered a tensorized anisotropic version of this kernel,
which we referred to as the (automatic relevance determination) ARD
kernel in our experiments:

ĄARD(ė, ė
2) =

D/
j=1

exp

⎛⎜⎜⎝
−
|yj − y2j |2

2ā2
j

⎞⎟⎟⎠
ė, ė2 * R

D,

with hyper-parameters āj > 0. The ARD kernel is simply a tensorization
of 1D Gaussian kernels which uses a different length scale along each
input coordinate. Finally, we also used the polynomial kernel

ĄPoly(ė, ė
2) = (ėT ė2 + c)d , ė, ė2 * R

D,

with hyper-parameter c * R and d * N. We only considered d = 2, 3, 4,
and 5. For all experiments and CV to choose the hyperparameters. The
ARD and polynomial kernels were used in Step (ii) of our framework.

A.3. Details for the pendulum benchmark

The training data was generated by the following recipe: the source
terms f (i) for i = 1,& , I were drawn independently from a GP with
the RBF kernel and lengthscale 0.2, For each source term the ODE was
solved using the SciPy solve_ivp function on a fine grid and sub-sampled
over a uniform grid of the tj ’s for j = 1,& , 30. The test data was gen-
erated using the same recipe except that 50 independent source terms
were drawn. For operator learning the L2 errors between the predicted
solutions and the test solutions were computed over the tj grid and then
averaged over the test set. When implementing SINDy, we implemented
the first equation exactly and only learned the second equation using
the dictionary {(u2)t(t), u1(t), u1(t)

2, u1(t)
3, sin(u1(t)), cos(u1(t)), 1}.

When implementing our method we learned each equation in the
system separately assuming that the right hand side for each coordinate
is a function of both u1 and u2, i.e., we considered the system of ODEs

(u1)t(t) = þ1

(
u1(t), u2(t)

)

(u2)t(t) = þ2

(
u1(t), u2(t)

)
.

All hyperparameters involved in the training of our kernel method for
this example are summarized in Table 3. We used the Gaussian kernel
for Step (i) but length scales were tuned for each instance of the data

separately, therefore we report only the range of � for each coordinate
of the solution. The Gaussian kernel was also used for Step (iii) with
a lenghthscale that was chosen in the same range that was tuned for
Step (i). We also used different lengthscales for each of þ1 and þ2 as
indicated in the table.

A.4. Details for the diffusion PDE benchmark

The test data set was generated by drawing the source terms from
the same GP as in the pendulum example of Appendix A.3. The solution
u(i)(x, t) for each force f (i)(x) was computed on a fine grid using an
independent finite difference solver before they were subsampled to
a space3time grid of size 15 × 15, constituting the training set, so
for each tuple (u(i), f (i)) we collected a total of 225 values for a total
training set size of I = 10 and 20. The test data set was produced
in the same manner for 50 pairs of solutions and sources. The errors
were once again computed by averaging the L2 errors over the test
set. When implementing SINDy we used the dictionary of functions
{ut, uxx, u, u

2, u3, u ç uxx, u
2
ç uxx, u

3
ç uxx, u ç ut, u

2
ç ut, u

3
ç ut, 1}.

We parameterized the PDE as

þ(u(x, t), ut, uxx(x, t)) = f (x).

All hyperparameters involved in the training of our kernel method
for this example are summarized in Table 4. Once again we used the
Gaussian kernel for Step (i) while the ARD and polynomial kernels
were used for Step (ii). Step (iii) also used the Gaussian kernel with
a lengthscale that was chosen in the same range that was found in Step
(i). We also present an example of the predicted solutions of the PDE
from the test set in Fig. 4.

A.5. Details for the Darcy flow benchmark

The training and test sources for the Darcy flow PDE were generated
by taking f (x1, x2) � f (x2) and drawing this function from a 1D GP
with the RBF kernel and length scale 0.2. The PDE was then solved
using a finite difference solver, on a fine mesh and the solutions were
subsampled to a uniform grid of size 15 × 15, following a similar
scheme to the diffusion PDE. The test set was generated in the same
manner.

We parameterized the PDE as

þ(x1, x2, u, ux1 , ux2 , �u) = f (Ė).

All hyperparameters involved in the training of our kernel method for
this example as summarized in Table 5. The Gaussian kernel was used
for Step (i) while the ARD kernel was used for Step (ii). Our experiments
using the polynomial kernel for this step lead to bad results. Step (iii)
also used the Gaussian kernel with a lengthscale that was chosen in the
range that was tuned in Step (i). Example solutions from the test set are
presented in Fig. 5.
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