
Optimal Transport Particle Filters

Mohammad Al-Jarrah⋆, Bamdad Hosseini†, Amirhossein Taghvaei⋆

Abstract— This paper is concerned with the theoretical and
computational development of a new class of nonlinear filtering
algorithms called optimal transport particle filters (OTPF). The
algorithm is based on a recently introduced variational formu-
lation of the Bayes’ rule, which aims to find the Brenier optimal
transport map between the prior and the posterior distributions
as the solution to a stochastic optimization problem. On the
theoretical side, the existing methods for the error analysis of
particle filters and stability results for optimal transport map
estimation are combined to obtain uniform error bounds for the
filter’s performance in terms of the optimization gap in solving
the variational problem. The error analysis reveals a bias-
variance trade-off that can ultimately be used to understand
if/when the curse of dimensionality can be avoided in these
filters. On the computational side, the proposed algorithm
is evaluated on a nonlinear filtering example in comparison
with the ensemble Kalman filter (EnKF) and the sequential
importance resampling (SIR) particle filter.

I. INTRODUCTION

Optimal transportation (OT) theory has gained significant
interest recently because it provides natural geometrical
and mathematical tools for analysis and manipulation of
probability distributions [1], [51], [36]. In particular, two
geometric notions are of key importance: (i) a metric to
measure the similarity/discrepancy between probability dis-
tributions, i.e., the Wasserstein metric, and (ii) a map to
transport one distribution to the other, i.e., the OT or Monge
map. In contrast to their information-theoretic counterparts
(such as the Kullback-Liebler (KL) divergence), these OT
metrics respect the geometry of the data and are often
more robust against perturbations and errors. Due to these
unique features, OT metrics and maps have been successfully
employed in a variety of applications, including generative
modeling and sampling [4], [47], domain adaptation [11],
and image processing [24], [15], [31], [21], [41].

Given the significance of OT theory, there has been a
growing line of research to apply OT tools for nonlinear
filtering and Bayesian inference [17], [9], [35], [46]. The
central idea here is to view the filtering/Bayesian update
step as the problem of transporting the prior distribution
(of the current state) to the posterior distribution (of the
future state). This perspective has led to the development
of new algorithms for Bayesian inference, namely learning
triangular transport maps with polynomial, radial basis, and
neural net parameterizations to sample from posteriors [17],
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[28], [25], ensemble transform particle filters [34], and OT
interpretations of the feedback particle filter algorithm [52],
[44], [45], [46].

This paper builds on the authors’ recent work [43] where
an OT-based variational formulation of the Bayes’ law was
introduced to learn the OT map from the prior to the posterior
distribution for any value of the observation signal. In this
formulation, the conditional distribution PX|Y , of a hidden
random variable X given the observation Y , is identified as
PX|Y (·|y) = ∇xf̄(·, y)#PX(·), ∀y, i.e., the push-forward
of the prior distribution PX with respect to a map of the
form ∇f̄ where f̄ is a real-valued function that solves the
optimization problem:

f̄ = arg min
f∈CVXx

E[f(X̄, Y ) + f∗(X,Y )]. (1)

Here X̄ is an independent copy of X and CVXx denotes the
set of functions f(x; y) that are convex with respect to the
x argument for any fixed y, and f∗ is the convex conjugate
of f with respect to the x argument.

The above variational formulation enjoys three key fea-
tures that distinguish it from prior works: (i) It is simulation-
based in the sense that it is possible to approximate the
objective function in terms of samples from the joint distri-
bution PXY and does not require an explicit formula for the
likelihood; (ii) The variational formulation enables new ap-
proximation methods for computing the posterior distribution
by choosing different subsets/parameterizations of the set
CVXx; (iii) The problem (1) is stochastic and can be solved
efficiently using recent machine learning techniques, for
example, f can be parameterized as a deep neural network
and trained using stochastic gradient descent. Problem (1)
can be obtained as the dual form of a block-triangular Monge
problem between the independent coupling PX⊗PY and the
joint distribution PXY . Similar variational formulations arise
in block-triangular transport of distributions in the context of
conditional generative models; for example [40], [25], [32],
[38], [39].

The objective of the current paper is to use the formu-
lation (1) to develop a new nonlinear filtering algorithm,
called optimal transport particle filter (OTPF), and provide
preliminary theoretical analysis and numerical validation
of the algorithm. The proposed algorithm can be viewed
as a nonlinear and non-Gaussian generalization of the en-
semble Kalman filter algorithm (EnKF) [18], [7] and the
discrete-time counterpart of the feedback particle filter (FPF)
algorithm [53], [52] (OTPF solves the gain function ap-
proximation and the numerical time discretization problems
in the FPF altogether by solving the proposed variational
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problem (1)).
The theoretical analysis of the paper is concerned with

the error analysis of the proposed algorithm. In particular,
we study how errors solving problem (1) at each time step
affect the overall performance of the filtering algorithm. To
do so, we adapt the existing methods for error analysis of
particle filters (PF) to obtain a uniform bound on the filtering
error in terms of the approximation error of the OT map [14],
[49], [8], [13]. These results are based on a strong notion
of uniform geometric filter stability [6], which is common
in the analysis of PF. Next, we combine this with stability
results for the estimation of OT maps [22] which relates
the approximation error of the map to the optimization gap
of (1) (see Lemma 2) . The error analysis is carried out for
the mean-field limit of the algorithm and a variant of the
particle system that involves an additional resampling step
which makes the particles independent of each other and
significantly simplifies the analysis.

The numerical experiments qualitatively and quantitatively
evaluate the performance of the OTPF in comparison with
the EnKF algorithm [18], [7] and the sequential importance
resampling (SIR) PF [16]. In particular, we consider a linear
stable dynamical system with three different observation
functions: linear, quadratic, and cubic. The numerical results
illustrate the versatile nature of the OTPF compared to the
other two methods.

The rest of the paper is organized as follows: Section II
reviews the filtering problem and equations, and introduces
the notion of filter stability; Section III outlines the OTPF
algorithm in detail; Section IV presents the error analysis;
and Section V contains the numerical experiments.

II. PROBLEM FORMULATION

A. Filtering problem

Consider a discrete-time stochastic dynamic system given
by the update equations

Xt ∼ a(·|Xt−1), X0 ∼ π0 (2a)
Yt ∼ h(·|Xt) (2b)

for t = 1, 2, . . . where Xt ∈ Rn is the state of the system,
Yt ∈ Rm is the observation, π0 is the probability distribution
for the initial state X0, a(x′|x) is the probability kernel for
the transition from the state x to the state x′, and h(y|x) is
the likelihood distribution of an observation y given a state
x. We assume that the update equation (2a) is realized with
the stochastic map

Xt = ā(Xt−1, Vt) (2c)

where {Vt}∞t=1 is an i.i.d sequence and ā(x, v) is Lipschitz
in x for all v. Throughout the paper, we assume that all
probability measures admit a density and use the same
notation to refer to the distribution or the corresponding
measure. If needed, the two notions will be distinguished
depending on the context.

The filtering problem is to infer the conditional distribu-
tion of the state Xt given the history of the observations

{Y1, . . . , Yt}, that is, the distribution

πt := P(Xt ∈ ·|Y1, . . . , Yt), for t = 1, 2, . . . ,

often referred to as the posterior distribution.

B. Recursive update for the filter

The posterior distribution πt admits a recursive update
equation that is essential for the design of filtering algo-
rithms. To present this recursive update, let us introduce the
following operators:

(propagation) π 7→ Aπ :=

∫
Rn

a(·|x)π(x)dx (3a)

(conditioning) π 7→ Byπ :=
h(y|·)π(·)∫

Rn h(y|x)π(x)dx
(3b)

The first operator represents the update for the distribution
of the state according to the dynamic model (2a). The
second operator represents Bayes’ rule that carries out the
conditioning according to the observation model (2b). In
terms of these two operators, the update law for the posterior
is given by (e.g. see [8]):

πt = Ttπt−1 = BYtAπt−1. (3c)

where we introduced Tt := BYtA. With slight abuse of
notation, we further define the transition operator as

Tt,s := Tt ◦ · · · ◦ Ts+1, ∀ t > s ≥ 0.

We then have πt = Tt,sπs for all t > s ≥ 0. Note that the
transition operator Tt,s is stochastic in nature as it depends
on the realization of the observation signal {Ys+1, . . . , Yt}.
We suppress this dependence to simplify the presentation.

C. Filter stability

We use the following metric on (possibly random) proba-
bility measures µ, ν:

d(µ, ν) := sup
g∈G

√
E
∣∣∣∣∫ gdµ−

∫
gdν

∣∣∣∣2 (4)

where the expectation is over the possible randomness of
the probability measures µ and ν, and G := {g : Rn →
R; |g(x)| ≤ 1, |g(x) − g(x′)| ≤ ∥x − x′∥, ∀x, x′} is
the space of functions that are uniformly bounded by one
and uniformly Lipschitz with a constant smaller than one
(this metric is also known as the dual bounded-Lipschitz
distance). We use this metric to introduce a notion of uniform
geometrical stability for the filter.

Definition 1 (Uniformly geometrically stable filter):
The filter update (3) is uniformly geometrically stable if
∃λ ∈ (0, 1) and positive constant C > 0 such that for all
µ, ν and t > s ≥ 0 it holds that

d(Tt,sµ, Tt,sν) ≤ C(1− λ)t−sd(µ, ν). (5)

Remark 1: The uniform geometric stability property (5)
is also used in the error analysis of PFs in [14], [13]. It
can be verified if the dynamic transition kernel satisfies a
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minorization condition, i.e., there exists a probability mea-
sure ρ and a constant ϵ > 0 such that a(x|x′) ≥ ϵρ(x). The
minorization is a mixing condition that ensures geometric
ergodicity of the Markov process Xt [29]. We acknowledge
that this condition is strong and can be verified for a restricted
class of systems, e.g., Xt should belong to a compact set. A
complete characterization of systems with uniform geometric
stable filters is an open and challenging problem in the field.
More insight is available for the weaker notion of asymptotic
stability of the filter, i.e., limt→∞ d(Tt,sµ, Tt,sν) = 0, which
holds when the system is “detectable” in a sense that is suit-
able for nonlinear stochastic dynamical systems [50], [10],
[48], [23]. This characterization of systems with asymptotic
filter stability is in agreement with the existing results for the
stability of the Kalman filter, which holds when the linear
system is detectable in the classical sense [30]. A complete
survey of existing filter stability results can be found in [12].

The following Lemma is useful for our error analysis.
Lemma 1: Let π be a (random) distribution and T and S

two (random) measurable maps. Then,

d(T#π;S#π) ≤ E
[
∥T − S∥2L2(π)

] 1
2

,

where the expectation is over the possible randomness of the
distribution π as well as the maps T, S.

Proof: The proof follows from a straightforward argu-
ment using the definition of the metric (4) and the Lipschitz
property of the test functions g.

III. OPTIMAL TRANSPORT PARTICLE FILTERS

The construction of OTPFs relies on the variational for-
mulation (1). Consider the objective function

J(f, π) := E[f(X̄, Y ) + f⋆(X,Y )], (6)

where X ∼ π, Y ∼ h(·|X), and X̄ ∼ π is an independent
copy of X , along with the optimization problem

inf
f∈CVXx

J(f, π). (7)

It is shown in [43, Prop. 1] that the solution to this problem
provides an OT characterization of the Bayes operator (3b).
The result is reproduced here for completeness.

Proposition 1: Assume π admits a density with respect to
the Lebesgue measure. Then, the objective function (6) has
a unique (up to a constant shift) minimizer f̄ ∈ CVXx and

∇xf̄(·, y)#π = Byπ, for a.e. y. (8)

A. The exact mean-field process

We use the OT characterization of the conditional distri-
bution to construct a (exact) mean-field process X̄t whose
distribution π̄t is exactly equal to the posterior distribution
πt. Consider a process X̄t with distribution π̄t defined as

X̄t = ∇xf̄t(ā(X̄t−1, V̄t), Yt), X̄0 ∼ π̄0

f̄t = arg min
f∈CVXx

J(f,Aπ̄t−1),
(9a)

where V̄t is an independent copy of Vt in the dynamic
model (2c). It is then straightforward to verify that

π̄t = ∇xf̄t(·, Yt)#Aπ̄t−1 = ByAπ̄t−1, (9b)

where the second identity is a consequence of Proposition 1.
It then follows that whenever π̄0 = π0 then π̄t = πt. As
such, the mean-field process X̄t is called exact. The OTPF
is obtained by approximating the exact mean-field process
X̄t in two steps, as described next.

B. The approximate mean-field process

The first approximation step consists of restricting the
feasible set of the optimization problem (7) to a parame-
terized class of convex functions F ⊂ CVXx. The resulting
approximated distribution is denoted by πF

t which follows
the update rule:

πF
t = ∇xf

F
t (·, Yt)#AπF

t−1, πF
0 = π0

fFt = arg min
f∈F

J(f,AπF
t−1)

(10a)

This update defines the approximate mean-field process

XF
t = ∇xf

F
t (ā(XF

t−1, Yt), V̄t), XF
0 ∼ π̄0. (10b)

The approximation error between πF
t and π̄t, due to the

parameterization of the function ft is studied in section IV-A.

C. The finite particle system

The second approximation step is to replace the mean-
field process with an empirical distribution of a collection
of particles {X1

t , . . . , X
N
t }, i.e., πF

t ≈ 1
N

∑N
i=1 δXi

t
. The

finite-N discretization can be achieved through two different
approaches leading to two different systems of particles. The
first system (the particle system with resampling) is more
amenable to error analysis, while the second system (the
interacting particle system) is more practical.
(C.I) the particle system with resampling: Define the
sampling operator

π 7→ SNπ :=
1

N

N∑
i=1

δXi Xi i.i.d.∼ π, (11)

and approximate the mean-field distribution πF
t by introduc-

ing the sampling operator SN within the update equations:

π̃
(F,N)
t = ∇xf̃

(F,N)
t (·, Yt)#SNAπ̃(F,N)

t−1 , π
(F,N)
0 = π0

f̃
(F,N)
t = arg min

f∈F
J(f,SNAπ̃(F,N)

t−1 ),

(12a)
The presence of the sampling operator ensures that the
distribution π̃(F,N)

t is an empirical distribution formed by a
collection of particles, i.e. π̃(F,N)

t = 1
N

∑N
i=1 δX̃i

t
. Equation

(12a) further identifies an update law for the particles:

X̃i
t = ∇xf̃

(F,N)
t (ā(X̃σi

t−1, V
i
t ), Yt) (12b)

where σi ∼ Unif{1, 2, . . . , N} and {V it }Ni=1 are indepen-
dent copies of Vt. The sampling process is similar to the
resampling stage in PFs, with the difference being that the
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weights are uniform in this case. The resampling step makes
the particles independent of each other, which significantly
simplifies the error analysis, as seen in Section IV-B.

(C.II) the interacting particle system: The second ap-
proach to constructing the finite-N particle system is to dis-
cretize the update equation (10b) for the mean-field process
XF
t according to

Xi
t = ∇xf

(F,N)
t (ā(Xi

t , V
i
t ), Yt)

f
(F,N)
t = arg min

f∈F
J(f,

1

N

N∑
i=1

δā(Xi
t ,V

i
t )
).

(13)

The empirical distribution π(F,N)
t := 1

N

∑N
i=1 δXi

t
does not

follow an update-law similar to the update law for π̃(F,N)
t

due to the nature of the operator A, which smooths out
empirical distributions. Instead, the update for the interacting
particle system can be expressed as

π
(F,N)
t = ∇f (F,N)#ANπ

(F,N)
t−1

where AN is a stochastic operator that takes any empiri-
cal distribution 1

N

∑N
i=1 δxi and outputs 1

N

∑N
i=1 δa(xi,V i).

Moreover, in contrast to the previous construction (the parti-
cle system with resampling), the particles are now correlated,
which makes the error analysis challenging (this is often
studied under the propagation of chaos analysis [42]). We
leave the error analysis of the interacting particle system as
the subject of future work. However,we empirically validate
the performance of this approximation in Section V.

IV. ERROR ANALYSIS

The objective of this section is to study the approxima-
tion error of the OTPFs introduced above. We begin with
the analysis for the approximate mean-field process before
turning our attention to the particle system with resampling.

A. The mean-field analysis

The distance between the exact mean-field distribution π̄t
and the approximate distribution πF

t is characterized by the
following proposition.

Proposition 2: Consider π̄t and πF
t as in (9)-(10), respec-

tively. Assume
1) The exact filter is stable according to Definition 1.
2) There exists ϵF > 0 such that

inf
f∈F

J(f,AπF
t )− inf

f∈CVXx

J(f,AπF
t ) ≤ ϵF , ∀t.

(14)

3) For all y and t the function fFt (·, y) is convex and
∇xf

F
t (·, y) is β-Lipschitz.

Then, it holds that

d(πF
t , πt) ≤

C
√
2βϵF
λ

, ∀t, (15)

with all constants independent of time.
Remark 2: The first assumption in the proposition is used

to ensure the error produced at each step of the algorithm
does not grow with time. The second assumption is related

to the representation power of the function class F relative
to the class of probability distributions introduced by the
algorithm AπF

t . For example, this error is zero when F is
a class of convex and quadratic functions, and the filtering
problem is based on a linear Gaussian dynamic and obser-
vation model. In this case, probability distributions πF

t are
Gaussian with the corresponding quadratic optimal function
f̄t. In general, it is expected that the error is small when the
distributions are inherently simple, e.g. when the problem
exhibits low-dimensional structures or regularities. The anal-
ysis of these errors is the subject of representation theory [3],
[37]. The last assumption is related to the regularity of the
distributions AπF

t and the resulting posterior distributions
and can be enforced by an appropriate choice of the class
F .
The following Lemma is useful for the proof of the Propo-
sition 2.

Lemma 2: Consider the optimization problem (7) with the
objective function (6). Assume π admits density. Let f̄ be the
optimal function and f be an arbitrary convex and β-smooth
function. Then,

J(π, f)− J(π, f̄) ≥ 1

2β
E[∥∇f(X̄, Y )−∇f̄(X̄, Y )∥2].

Proof: The proof is an extension of the result [22, Prop.
10] and omitted on the account of space.

Proof: [Proof of Proposition 2] To simplify the pre-
sentation, we introduce the operator π 7→ T F

t π :=
∇fFt (·, Yt)#Aπ for all t, to denote the update law for the
approximate mean-field distribution in (10a). The first step
in the proof is to use the triangle inequality and the filter
stability to bound the error between πt and πF

t as follows:

d(πt, π
F
t ) ≤

t∑
k=1

d(Tt,k−1π
F
k−1, Tt,kπF

k )

≤
t∑

k=1

d(Tt,kTkπF
k−1, Tt,kT F

k πF
k−1)

≤
t∑

k=1

C(1− λ)t−kd(TkπF
k−1, T F

k πF
k−1)

≤ C

λ
max

k∈{1,2,...,t}
{d(TkπF

k−1, T F
k πF

k−1)}.

Next, we use Lemma 1 to bound the distance

d(TkπF
k−1, T F

k πF
k−1)

= d(∇f̄k(·, Yk)#AπF
k−1,∇fFk (·, Yt)#AπF

k−1)

≤ E
[
∥∇f̄k(·, Yk)−∇fFk (·, Yk)∥2L2(AπF

k−1)

] 1
2

for all k ≥ 0. Finally, we use the second and third assump-
tions in the proposition to obtain a uniform bound for the
error between ∇f̄k and ∇fFk using Lemma 2

E
[
∥∇f̄k(·, Yk)−∇fFk (·, Yk)∥2L2(AπF

k−1)

]
≤ 2β(J(fFk ,AπF

k−1)− J(f̄k,AπF
k−1))

≤ 2βϵF

concluding the final bound (15).
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B. The particle-system-with-resampling analysis

Next, we analyze the error between the particle sys-
tem (12) and the exact mean-field process (9). The process is
similar to the mean-field analysis presented in the previous
section, with an additional error due to the sampling operator
and the empirical approximations.

Proposition 3: Consider the exact mean-field distribu-
tion π̄t and the particle distribution π̃

(F,N)
t defined in (9)

and (12), respectively. Assume
1) The exact filter is stable according to Definition 1.
2) There exists a constant ϵF,N > 0 such that for all t

and N :

inf
f∈F

J(f,SNAπ̃(F,N)
t )− inf

f∈CVXx

J(f,Aπ̃(F,N)
t ) ≤ ϵF,N

3) For all y, t, and N , the function f (F,N)
t (·, y) is convex

and ∇xf
(F,N)
t (·, y) is β-Lipschitz.

Then, it holds that

d(π̃
(F,N)
t , πt) ≤

C

λ

(√
2βϵF,N +

1√
N

)
, ∀t, (16)

where all constants are time-independent.
Proof: The proof is similar to that of Proposition 2.

Define the operator T̃ (F,N)
t : π 7→ ∇f̃ (F,N)

t (·, Yt)#SNAπ.
Then, the triangle inequality and filter stability imply

d(πt, π
(F,N)
t ) ≤ C

λ
max

k∈{1,2,...,t}
{d(Tkπ(F,N)

k−1 , T̃ (F,N)
k π

(F,N)
k−1 )}.

Applying the triangle inequality again, we can write

d(Tkπ(F,N)
k−1 , T̃ (F,N)

k π
(F,N)
k−1 )

= d(∇f̄k(·, Yt)#Aπ(F,N)
k−1 ,∇f (F,N)

k #SNAπ(F,N)
k−1 )

≤ d(∇f̄k(·, Yt)#Aπ(F,N)
k−1 ,∇f (F,N)

k #Aπ(F,N)
k−1 )

+ d(∇f (F,N)
k #Aπ(F,N)

k−1 ,∇f (F,N)
k #SNAπ(F,N)

k−1 ).

By application of Lemma 1 and Lemma 2, the first term is
upper-bounded by the square-root of

E
[
∥∇f̄k(·, Yk)−∇f (F,N)

k (·, Yk)∥2L2(Aπ̃(F,N)
k−1 )

]
≤ 2β(J(f

(F,N)
k ,Aπ̃(F,N)

k−1 )− J(f̄k,Aπ̃(F,N)
k−1 ))

≤ 2βϵF,N

where we used the second and the third assumptions. This
gives the first term on the right-hand side of (16). The second
term is due to the sampling error and upper-bounded by 1√

N
since the test functions g in the definition of the metric d
are uniformly bounded by one (e.g. see [33, Lemma 2.17]).
Adding the two errors concludes the final bound.

Remark 3: The assumptions of this proposition are similar
to the assumptions in Proposition 2 with a slight difference in
the second assumption. The bound in the second assumption
can be decomposed into two terms:

inf
f∈F

J(f,SNAπ̃(F,N)
t )− inf

f∈F
J(f,Aπ̃(F,N)

t )

+ inf
f∈F

J(f,Aπ̃(F,N)
t )− inf

f∈CVXx

J(f,Aπ̃(F,N)
t )

The second term is similar to the one used in Proposition 2
and related to the representation power of F . The first term
corresponds to the statistical generalization errors due to
approximating distributions with empirical samples and the
subject of statistical generalization theory [37], [5], [26],
[54]. The error is expected to scale according to O( CF√

N
)

where the constant CF is a proxy for the complexity of
the class of functions F , and independent of the dimension
d. The first term can also be interpreted as the variance,
while the second term is the bias. Then our error analysis is
a manifestation of the bias-variance trade-off dependent on
the complexity of the function class F . Similar bias-variance
trade-offs also appear in the analysis of local PFs in [33].

V. NUMERICAL EXPERIMENTS

We use a numerical example to illustrate the proposed
OTPF in comparison with two other filters: the Ensemble
Kalman Filter (EnKF) [18], and the sequential importance
resampling (SIR) PF [16].

For the OTPF, we solve a min-max formulation of the
variational problem (7), as described in [43, Sec. III-B] and
originally proposed in [27] for estimating OT maps. The min-
max formulation involves optimization over an additional
convex function ψ which is used to represent the convex
conjugate f∗ as follows:

E[f∗(X,Y )]= max
ψ∈CVXx

E[X⊤∇xψ(X,Y )−f(∇xψ(X,Y ), Y )]

However, in our numerical experiments, we observed that
relaxing the constraint and optimizing over a map T (x; y)
instead of ∇xψ(x; y) produces better numerical results due
to the additional freedom in the parameterization. Therefore,
we use the formulation

E[f∗(X;Y )] = max
T

E[X⊤T (X;Y )−f(T (X;Y );Y )]

Note that this does not change the optimization problem
because the optimal T is of gradient form and equal to ∇xf

∗.
The final objective function takes the form

min
f∈ICNN

max
T∈ResNet

{EPXY
[f(X,Y )]

+ EPX⊗PY
[XTT (X,Y )− f(T (X,Y ), Y )]}

(17)

Remark 4: Note that we changed the role of source
PX ⊗ PY and the target PXY , compared to the original
formulation (1), so that T represents the transport map from
the prior to the posterior, instead of ∇xf . This formulation
leads to a more convenient parameterization of the map.

Similar relaxations to the above have also been found to
be beneficial for computing Wasserstein barycenters [19] and
Wasserstein gradient flows [20]. Here ICNN denotes the set
of partially input convex neural networks [2].

To illustrate the performance of the filters, consider the
following dynamics and observation model:

Xt = (1− α)Xt−1 + 2σVt, X0 ∼ N (0, In) (18a)
Yt = h(Xt) + σWt (18b)
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for t = 1, 2, 3, . . ., where Xt, Yt ∈ Rn, {Vt}∞t=1 and
{Wt}∞t=1 are i.i.d sequences of n-dimensional standard Gaus-
sian random variables, α = 0.1 and σ =

√
0.1. We use three

observation functions:

h(x) = x, h(x) = x⊙ x, h(x) = x⊙ x⊙ x

where ⊙ denotes the element-wise (i.e., Hadamard) product
when x is a vector.

In order to solve (17), we parameterize ICNN as

f(x; y) =
K∑
k=1

Wk(x
⊤W x

k + y⊤W y
k + bk)

2
+

where Wk ≥ 0, W x
k ,W

y
k ∈ Rn , bk ∈ R for k = 1, . . . ,K ,

and K = 32 is the size of the network. The map T is
modeled with a standard residual network with two blocks
of size 32 and a ReLU-activation function.

We used the ADAM optimizer to solve the min-max
problem with learning rate 10−2, inner-loop iteration 10,
and the total number of iterations 1024, which is divided
by 2 after each time step (of the filtering problem) until it
reaches 64. Each iteration involves a random selection of a
batch of samples of size 32 from the total of N = 1000
particles {(X1

t , Y
1
t ), . . . , (X

N
t , Y

N
t )}. Observation samples

Y it are produced using the observation model: Y it ∼ h(·|Xi
t).

Samples from the independent coupling PX ⊗PY are gener-
ated by random shuffling. The number of particles N is the
same for all algorithms. The details of the numerical code is
available online1.

The numerical results are presented in Figure 1 for a two-
dimensional problem n = 2, while the figure only shows the
first component (We choose n = 2 because the SIR and OT
approach did not differ significantly when n = 1, while the
difference became apparent with n = 2.) The figure shows
the trajectory of the particles along with the trajectory of
the hidden state. The first experiment, depicted in panel (a),
illustrates the performance of a linear observation function.
As expected, all three algorithms behave similarly as all of
them are able to capture the exact solution, which is Gaussian
in this case, and obtained using linear maps. The second
experiment, depicted in panel (b), involves the quadratic
observation function h(x) = x⊙x. This is an interesting case
since the problem is not observable, and we expect to see a
(symmetric) bimodal distribution. It is observed that EnKF
fails to represent the bimodal distribution while both OT and
SIR capture the two modes, although, SIR exhibits mode
collapse in the time range of t ∈ [2, 3.5]. Finally, both SIR
and OT perform better than EnKF for the cubic observation
function h(x) = x⊙x⊙x, depicted in panel (c), as expected
due to the strong nonlinearity in the observation model.

We also quantify the performance of all algorithms in
these three experiments by computing the mean-squared-
error (MSE) in estimating a function ϕ of the state:

MSEt(ϕ) = E∥ 1

N

N∑
i=1

ϕ(Xi
t)− ϕ(Xt)∥2. (19)

1https://github.com/Mohd9485/OT-EnKF-SIR

We use an empirical average over 100 independent sim-
ulations to approximate the expectation. The results are
depicted in Figure 2. For the linear and cubic observation
models, we used ϕ(x) = x. For the quadratic case, we used
ϕ(x) = max(0, x) (comparing the estimated and true means
is not a good criterion for the quadratic case because the
distribution is symmetric with zero mean).

In Figure 2-(a), it is observed that both OT and SIR filters
yield results that are close to the EnKF, which is asymptot-
ically exact for the linear case. However, in Figure 2-(b),
the OT method outperforms both EnKF and SIR for the
quadratic case, while the difference between OT and SIR
is not significant for the cubic case, depicted in Figure 2-
(c). The performance of the OT filter is expected to improve
with further fine-tuning, increasing the iteration number of
training, and the number of parameters in the neural net,
at the cost of higher computational effort. An appropriate
analysis of the efficiency of the OT method, how it scales
to high-dimensional problems, and its application to more
realistic data, is the subject of future work.

VI. DISCUSSION

In this paper, we presented the OTPF algorithm and
provided preliminary theoretical error analysis and numerical
results that demonstrated the competitive performance of
our method in the presence of nonlinear observations and
non-Gaussian states. We introduced several directions of
future research: the verification of the geometric stability for
dynamical systems e.g. of the form (18); error analysis of the
optimization gap in solving the variational problem, both in
terms of representation and generalization as discussed in
Remark 3; error analysis of the interacting particle system
without resampling; and extensive numerical experiments
and comparison in truly high-dimensional settings.
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