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ABSTRACT
While High-Performance Computing (HPC) resources are power-
ful for tackling complex, computationally intensive analysis and
modeling problems, access to these resources varies across disci-
plines. Domain scientists in a variety of fields such as social and
environmental sciences often lack in-depth technical skills (e.g., fa-
miliarity with terminal, knowledge of job schedulers) to effectively
utilize HPC resources, hindering desired research. In this context,
CyberGIS-Compute is a middleware toolkit designed to democra-
tize HPC access with the main goal of enabling domain scientists
in diverse fields to solve computationally intensive problems. A
key challenge facing model developers on CyberGIS-Compute is
to create a containerized software environment for their models.
Domain experts unfamiliar with HPC are generally unfamiliar with
containerization technologies (e.g., Docker, Singularity) and thus
unable to create/test containers to execute their models. But if they
have access to science gateways, they would want to use these
familiar software environments on HPC resources. This paper de-
scribes a novel approach to integrating the Cern Virtual Machine
File System (CVMFS) into CyberGIS-Compute to provide consistent
software environments across science gateways and HPC resources.

CCS CONCEPTS
• Applied computing → Earth and atmospheric sciences; •
Computingmethodologies→Distributed computingmethod-
ologies.
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1 INTRODUCTION
Providing consistent software environments for scientific repro-
ducibility is a continuing challenge in geospatial science and many
related domains [16]. Science gateways [11], like CyberGISX [23]
CyberGIS-Jupyter for Water (CJW) [9], and HydroShare [3], have
made great strides towards providing executable environments
and repositories for sharing computational workflows. While HPC
resources are critical for executing computationally intensive work-
flows, many in geospatial science are not familiar enough with
HPC to utilize them. Skills like using the terminal and SSH, and
programming outside of an Integrated Development Environment
(IDE) are not part of the typical curriculum in geospatial fields,
resulting in a steep learning curve for utilizing HPC.

CyberGIS-Compute [17, 18] is designed to alleviate many of
these issues: it is a middleware tool for executing models on HPC
resources from a Jupyter-based graphical user interface (GUI). The
model contribution process was also streamlined to encourage
contributions from domain experts who only need to provide a
Github repo, a short JSON manifest describing the model and its
computational requirements, and a container to ensure the model
has an appropriate software environment to execute in. Model
execution leverages containerization technology to provide consis-
tent execution environments across HPC resources [8]. While this
has drastically lowered the barriers to utilizing HPC for domain
experts, the reliance on containers is still a significant technical
hurdle inhibiting model developers’ productivity. Models used in
CyberGIS-Compute often have specific software version dependen-
cies to ensure reproducibility. However, many model developers are
not familiar with containerization technology, and thus are unable
to develop a container and test that their model executes correctly
within a container.

To address the aforementioned challenge, this research
aims to ensure that code which executes on one of the science
gateways deployed with CyberGIS-Compute can then be run
on an HPC resource with the exact same software stack. This
would allow model developers to run and test small portions of
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their workflows on our Jupyter-based [7] science gateways and
remove the complexity of containers as a barrier to model contri-
bution. With a container-based software environment on science
gateways, this is trivial due to using the same container on HPC,
but our science gateways rely on the EasyScienceGateway frame-
work [16] to increase the reproducibility and portability of the
software environment. This approach utilizes a CVMFS repository
to provide users with the necessary software meaning there is no
single container image containing the software environment. In
this paper, we discuss our approach integrating the Cern Virtual
Machine File System (CVMFS) [2] into CyberGIS-Compute with
the goal of providing users with a consistent software environment
across science gateways and HPC resources.

2 BACKGROUND
2.1 CyberGIS-Compute
CyberGIS [22], defined as cyberinfrastructure-based geographic in-
formation science and systems, has fueled research in fields like eco-
nomics [13], emergency management [20], and public health [5, 14].
Advances of CyberGIS and HPC are not spread evenly throughout
geospatial science though: the majority still primarily use personal
computers for their computation [21]. CyberGIS-Compute is de-
signed to democratize access to HPC resources by reducing the
barriers facing domain experts. CyberGIS-Compute has been uti-
lized to tackle challenges in hydrology [11], public health [6], and
remote sensing [10].

CyberGIS-Compute has two main components: a Software De-
velopment Kit (SDK) that provides a Graphical User Interface (GUI)
for end-users on Jupyter-based science gateways and a Core server
that manages model execution on HPC resources [17]. The SDK is
written in Python and the GUI built on Jupyter widgets because
we found Python and Jupyter notebooks [7] were familiar to re-
searchers in geospatial science. An earlier iteration of the SDK pro-
vided only Python functions for model execution, but the GUI was
developed to further reduce the learning curve for using CyberGIS-
Compute. When a user submits jobs using the SDK, the request
is sent to the Core server’s Application Programming Interface
(API), which authenticates the user using a Jupyter token, trans-
fers the model code and any input data, submits and monitors the
job, and returns any results to the user using Globus when the job
completes [4].

A key design goal of CyberGIS-Compute is portability: models
should be able to run on a variety of HPC resources. To achieve
this goal, CyberGIS-Compute executes models within Singularity
containers [8]. While containers allow us to easily run models on a
variety of HPC resources, they are also one of the largest techni-
cal barriers for model developers. Those unfamiliar with HPC are
usually not familiar with containerization concepts and unable to
create or test a container for the model. We have created Singular-
ity images that closely mimic the software environment provided
by kernels on the CyberGISX [15, 23] and CyberGIS-Jupyter for
Water (CJW) [9], but manually recreating software environments
is not scalable and error prone. We have also worked directly with
model developers to create containers for their models, but achiev-
ing a working and tested container can be a time-intensive process

and communicating the exact specifications for a software envi-
ronment is challenging. Model developers are generally familiar
with the software environments on the science gateways supported
by CyberGIS-Compute and want to use the exact same software
environment on HPC.

2.2 Cern Virtual Machine File System (CVMFS)
CVMFS is a distributed file system for distributing software effi-
ciently on HPC systems [2]. CVMFS utilizes Content-Addressable
Storage which provides content de-duplication and enables fast
data integrity verification. Additionally, the distributed approach is
designed for scalability and fault-tolerance. Software is written to a
Stratum 0 server, Stratum 1 servers are geographically distributed
read-only copies of Stratum 0, and a network of proxies provide
end-users with access.

The CyberGISX andCJW science gateways have recently adopted
the EasyScienceGateway framework [16] using the CVMFS repos-
itory illustrated in Figure 1. While this approach solves some of
the problems faced by those science gateways, it also complicates
the process of recreating their software environments. There is no
longer a single container that can be easily added to CyberGIS-
Compute to recreate the software environment. Further, while
CVMFS is designed for software on HPC, not all HPC systems
use CVMFS or allow users to add their own CVMFS repositories.

3 METHODS
A new Connector1 was developed for CyberGIS-Compute to uti-
lize CVMFS for model execution on HPC. In CyberGIS-Compute’s
architecture, a Connector is an interface between the Core server
and HPC systems that implement functionalities like file transfers
and interacting with the job submission system on HPC. While this
work would provide model developers with the software available
on our science gateways, the eventual goal is to eliminate the need
for model developers to create Singularity containers entirely, in-
stead installing all software as modules into a CVMFS repository
which could be used anywhere. This has the potential to drasti-
cally reduce the technical barriers to model contribution: instead
of trying to explain the concepts behind containerization, we can
simply tell model experts that if their model runs on one of our
science gateways, we can run it on HPC. Models still technically
execute in a container to standardize paths and ensure we have the
necessary software for interacting with the software in CVMFS (e.g.
Lmod [12]), but the same container is used for all models. Instead
of specifying a container, model developers are asked to specify a
kernel from one of our science gateways for the model to run on.

The CVMFS Connector relies on singcvmfs2 to provide the
CVMFS software on HPC centers without requiring that adminis-
trators add our CVMFS repository. The singcvmfs tool is a drop-in
replacement for the Singularity command that allows us to launch
a Singularity container with CVMFS repositories bind-mounted in
them. This provides the CVMFS repositories in our containers on
HPC, but users cannot be expected to know which modules and
executables are associated with each kernel, so our next step was
to streamline the process of recreating the software environments

1https://github.com/cybergis/cybergis-compute-core/pull/64
2https://github.com/cvmfs/cvmfsexec
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Figure 1: The CVMFS content delivery network used by the cybergis.illinois.edu CVMFS repository which serves the
CyberGISX and CJW science gateways.

Figure 2: Comparison of the manifests for the CVMFS-
enabled model (left) and the original model (right). Only
two lines have changed: a new line specifies the SingCVMFS-
Connector and the container is changed from “pysal-access”
to “cybergisx/python3-0.9.0.”

from our science gateways on HPC. To make the process more
user friendly, we configured our CVMFS Connector to generate a
kernel-init.sh script corresponding to each kernel on our sci-
ence gateway which recreates the software environment used by
the kernel specified3.

4 RESULTS
We successfully converted and executed existing models with our
new CVMFS Connector. An example is the pysal-acess model4
that uses the Pysal access Python package [19] to compare various
methods of calculating spatial accessibility to doctors in Chicago, IL,
USA. Crucially, converting the model to use our CVMFS Connector

3Our kernel configuration can be found here: https://github.com/cybergis/cybergis-
compute-core/blob/bd5fe96dbbdb7ec3f07c2ec5391645ca4a79104d/configs/kernel.example.json
4Original Pysal Access model: https://github.com/cybergis/pysal-access-compute-
example

5 required minimal changes: specifying that we want to use our new
connector and the CyberGISX Python3 0.9.0 kernel in the container
field. This is a small change to the model’s manifest only and means
we no longer need to design and maintain an additional container.
Figure 2 shows a side-by-side comparison of the manifests for the
CVMFS-enabled model (left) and the original model (right).

5 CONCLUDING DISCUSSION
This paper discusses our work to integrate CVMFS into CyberGIS-
Compute, streamlining the process for model development and
drastically reducing technical barriers facing domain experts trying
to utilize advanced cyberinfrastructure. Our CVMFS Connector is
demonstrated by executing an existing CyberGIS-Compute model
and the conversion is accomplished with minimal changes to the
metadata of themodel. This removes the largest remaining technical
barrier for model developers using CyberGIS-Compute and makes
the software environments on our science gateways available on
HPC resources. This new connector will also support a more diverse
set of workflows which will no longer require additional containers:
software environments in existing CVMFS repositories could be
easily added to CyberGIS-Compute using this process.

This work demonstrates that our approach can work, but more
work is needed to ensure that our solution is flexible, stable and
reliable. CVMFS’s cache works best when it is not on a shared
filesystem, but many HPC systems do not provide significant stor-
age on a shared filesystem resulting in sub-optimal performance.
We have reported the issue to the singcvmfs developers6 and will
work with HPC administrators to determine the best path forward.
Our CVMFS Connector occasionally causes failures if a model tries
to access software not yet received from the content delivery net-
work and we are working to minimize the frequency of such errors.
Additionally, we have focused our work on Python-based models
because they are the majority of CyberGIS-Compute models, but
we need to extensively test if models in other languages or that

5CVMFS-enabled Pysal Access model: https://github.com/cybergis/pysal-access-
compute-example-cvmfs
6https://github.com/cvmfs/cvmfsexec/issues/69
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utilize software like MPI will work with our Connector. Our intial
focus has been on HPC, but further work will explore running
workflows on commercial clouds [1]. Lastly, outreach and further
technical work will continue to lower technical barriers to accessing
CyberGIS-Compute and support a wider variety of use-cases.
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