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ABSTRACT

The molecular ratio indices of biological markers (biomarkers), such as the Carbon Preference Index (CPI) or Pygq,
are frequently used as proxies for paleoclimatic and palaeoecological conditions. These indices are regularly
extracted from the relative abundances of target molecules detected by a Gas Chromatography analyzer with a
Flame Ionization Detector (GC-FID). Despite their use in biogeochemical studies for over a half-century, it re-
mains common procedure to quantify the abundance of individual compounds by manual integration of chro-
matogram peaks (i.e., interpret baselines visually and characterize peaks by hand), which is time consuming and
can lead to inconsistent results. Here, we introduce a new MATLAB package (Chroma) for the automatic
detection and integration of standard-referenced biomarker abundances and the calculation of a variety of
established hydrocarbon indices commonly reported in the published literature. The algorithm identifies the
detector response timing of specific target peaks in a sample chromatogram by cross-referencing to a standard (e.
g., Mix-A6, Schimmelmann, Indiana University Bloomington), then calculates the peak areas for an approxi-
mation of molecular abundance. This new toolkit for automatic and rapid integration of GC-acquired data
provides a consistent and reproducible approach for the calculation of hydrocarbon indices and offers a stan-
dardized inter-laboratory platform for data comparisons and exchange. We validate the utility of the Chroma
package with the chromatograms of plant wax n-alkanes, a widely used proxy for ecology and hydrology, from
six stratigraphic sections in the Tibetan Plateau. Chroma is an effective tool for efficient data processing and will
continuously evolve to accommodate extended uses in related areas of biomarker research beyond n-alkanes.

1. Introduction

ecological interpretations of the stable isotopic compositions of n-al-
kanes (Duan and Jinxian, 2011; Niedermeyer et al., 2016; Tibbett et al.,

Indices determined from the molecular distribution of biological
markers (biomarkers), such as n-alkanes (Bray and Evans, 1961; Eglin-
ton and Hamilton, 1967; El Nemr et al., 2016; Ficken et al., 2000; Lee
et al., 2019; Poynter and Eglinton, 1990), are an expanding class of
proxies in organic geochemistry frequently utilized for assessing pale-
oenvironmental and palaeoecological interpretations of organic com-
pounds preserved in sediments (Aichner et al., 2018; El Nemr et al.,
2016; Ortiz et al., 2021). These molecular ratios provide constraints on
biological source (Bush and Mclnerney, 2013; Li et al., 2020; Zhang
et al., 2017), extent of diagenesis (Kang et al., 2020; Ofiti et al., 2021;
Thomas et al., 2021), and the ecological responses to changes in envi-
ronmental conditions (Leider et al., 2013; Seki et al., 2009, 2012; Wang
et al., 2016), and are powerful tools for contextualization of the sedi-
mentary record. Many studies have used hydrocarbon indices, such as
carbon preference index (CPI), to supplement the hydroclimatic and
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2021; Yan et al., 2021), polycyclic aromatic hydrocarbons (Egﬁez etal.,
2022; Kang et al., 2020), and saccharides (Stolpnikova et al., 2020) in
sediments and soils, and to characterize the state of preservation of
organic matter in the stratigraphic record (Elson et al., 2022; Feakins
et al., 2016).

Standard strategies for quantifying the distribution of lipid com-
pounds in a sample analyzed by gas-chromatography (GC) and detected
by a flame ionization detector (GC-FID) generally involve manual inte-
gration of sample chromatogram peaks by visually comparing them to
peaks in the chromatogram of an external standard. While in-
terpretations made from the quantification of molecular abundance rely
heavily on consistent and quality peak characterization, manual ap-
proaches in determining their properties can be highly variable between
research groups and individuals, and typically demand a substantial
amount of processing time. In some cases, peak integrations are only
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roughly estimated by manually identifying the detector response of the
target compounds, an approach that is inherently subjective, tedious,
time-consuming, inconsistent, and is prone to large and difficult to
quantify uncertainties. Additionally, current platforms for post-
processing of GC-acquired chromatograms are commonly limited by
low customizability or prohibitive costs. These software applications
also lack the capability to automatically identify specific biomarker
components (e.g., n-alkane homologs of different carbon chain lengths)
by cross-referencing them with a known standard and smoothly transfer
this information to the calculation of molecular abundance ratios from
the estimated integrations. This has led research groups within the
biomarker geochemistry community to develop independent and
differing internal procedures which can vary widely from practice to
practice.

To streamline the conversion of GC-FID data (e.g., n-alkane intensity)
to homolog-specific (e.g., carbon chain lengths Cgs, Cay, Coo, etc.) de-
terminations of abundance and improve procedures for post-integration
index calculations, we developed a new package of MATLAB functions
(Chroma) for reproducible and efficient processing of GC-generated
chromatograms. The main objective of Chroma is to offer a free and
universally accessible platform for the inter-laboratory standardization
of protocols for peak integration, data comparison, and quality control
(Fig. 1). The output data generated by this subroutine can be applied to
multiple samples simultaneously and visualized using built-in plotting
options for data comparisons and interpretation (e.g., age-correlated
profiles of hydrocarbon indices).

We demonstrate the utility of Chroma using chromatograms from
previously reported Oligocene-Pleistocene age plant wax n-alkanes from
fluvial and lacustrine sediments of six stratigraphic sections (Fig. 2A) in
the Qaidam Basin and Hexi Corridor (Hou et al., 2021; Wu et al., 2019,
2021). The consistency of the tool and its capacity for handling large
datasets is demonstrated by comparing the reported CPI values from
these studies to those calculated in Chroma. We also report the results of
additional hydrocarbon indices which were not included in the original
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analyses. Our results demonstrate Chroma’s broad applicability for the
automated processing of biomarker data to produce high quality and
reproducible estimations of frequently reported proxy indices. This
approach promotes the inter-laboratory standardization of data pro-
duction in biomarker analysis and provides a new systematic method for
the treatment of GC data from initial acquisition to full processing and
implementation. The peak identification and integration computations
in Chroma can be used for the GC data of any biomarker for which there
is a corresponding standard; currently, calculations of molecular ratio
indices are limited to those of n-alkanes, as they are the most prevalently
reported biomarker in the literature, but the package will be continu-
ously expanded to include index and post-integration processing func-
tionalities for other biomarkers. Chroma is a community-based platform
for which users are encouraged to expand on the base function library
for future downloadable versions of the toolkit.

2. Methods and computational structure

Sediments sampled from six sections of the western Qaidam Basin
and Hexi Corridor (Fig. 2A) spanning Oligocene to Pleistocene in age
were used in this analysis: Honggouzi (HGZ), Qigequan (QGQ), Caogou
(CG), Laojunmiao (LJM), Xichagou (XCG), and Wenshushan (WSS).
These sections were previously studied for compound-specific isotope
analyses of carbon and hydrogen in plant wax n-alkanes and stable ox-
ygen and carbon in sedimentary carbonates for reconstructions of
paleohydrology and paleoecology in the Tibetan Plateau (Hou et al.,
2021; Kent-Corson et al., 2009; Wu et al., 2019, 2021). CPI values for all
sections were manually characterized using the Thermo Scientific Xca-
libur software for data acquisition and processing (Hou et al., 2021). We
compare the originally reported CPI values of these formations to the
values calculated in the automatic detection and integration algorithm
of Chroma. Calculations of other hydrocarbon indices were not per-
formed in the original analyses; their values determined by Chroma are
also reported here for additional insight on regional paleoecology and
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Fig. 1. Schematic flowchart of basic calculations performed in Chroma. Operations in the Chroma package are outlined by yellow regions. Example sample and
standard chromatograms are shown below each step description. Peak areas are reported in units of intensity and time (fA x min). Homologs of the n-alkanes are

labeled by number. STD = reference standard; RT = retention time (min); HI =

length (Cy6.33)-

hydrocarbon index; CPI = carbon preference index (Cz3.33); ACL = average chain
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Fig. 2. (A) Map of the Northern Tibetan Plateau and stratigraphic sections in the Qaidam Basin and Hexi Corridor (orange shaded regions). The western Qaidam
Basin contains the Qigequan (QGQ), Honggouzi (HGZ), and Xichagou (XCG) sections. The Hexi Corridor contains the Caogou (CG), Laojunmiao (LJM), and Wen-
shushan (WSS) sections. Solid black lines delineate major faults. (B) Inset map of the Tibetan Plateau.

hydroclimate. All n-alkane detector responses were generated using a
Thermo Scientific Trace 1310 Gas-Chromatography analyzer with a
Flame Ionization Detector (GC-FID), fitted with a
programmable-temperature vaporization (PTV) injector and TG-1MS
column (60 m length, 0.25 mm inner diameter, 0.25 pm film thick-
ness), and digitized in Xcalibur (Fig. 3). A general sample processing
flow from GC-FID analysis to Chroma is schematically depicted in Fig. 3.
Specific GC conditions and operational settings are detailed in the
reporting literature of the original chromatograms and outlined in the

supplementary documentation (Hou et al., 2021; Wu et al., 2019, 2021).

2.1. Chroma algorithm

Peak identification of biomarkers of interest (e.g., n-alkanes) and
integration calculations of biomarker peak areas are performed in the
title function chroma included in the Chroma package. The fundamental
flow structure of the Chroma algorithm follows these automated pro-
cessing steps in MATLAB: (1) read in raw chromatogram data generated
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Fig. 3. Schematic diagram of a GC-FID system. A summary of the GC oven ramp sequence is illustrated at the bottom.
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by GC acquisition, (2) subtract the baseline for improved peak identi-
fication, (3) cross-reference peaks in the sample to peaks in a known
standard based on user-defined identification criteria, (4) integrate
referenced sample peaks to approximate relative abundance, and (5)
calculate hydrocarbon index values from the ratios of the integrated
peak areas (Fig. 1). The function scans the GC traces from one sample
and one reference standard (ideally acquired during the same analysis
sequence), such as Mix-A6 (Schimmelmann, Indiana University Bloo-
mington), then identifies the individual n-alkane homologs by refer-
encing the sample chromatogram peaks to the known standard peaks
(Fig. 1). Peaks in the sample chromatogram with retention times inside a
user-specified time window (ds) of the available standard peaks are in-
tegrated to determine the molecular abundance of each carbon chain
length (Fig. 4). The parameter ds (the number of data points away from
the reference peak center in either direction) should be large enough to
capture the target peaks in the sample but narrow enough to exclude the
distal peaks which are not well-aligned with the standard - this value
will vary depending on instrument sampling rates and the type of
biomarker. The GC-FID system used to produce the chromatograms
analyzed in this study acquired combustion response data at a rate of
0.1 s per data point (e.g., ds = 40 indicates a detection window of 8 s).
Sample peaks are also filtered by specifying a minimum peak height,
below which all peaks (e.g., noise, contaminants, etc.) are removed. The
combined use of sample-to-standard peak referencing and a minimum
peak threshold provides a strict and consistent set of criteria for target
peak identification (Figs. 1 and 4). Hydrocarbon indices are then
determined by calculating the ratios of particular chain lengths of n-
alkanes integrated in the algorithm.

By default, the Chroma algorithm is initialized by subtracting the
baseline of the sample chromatogram using a not-a-knot cubic spline
interpolation of the local minima - if a blank trace from a solvent
analysis is available, chroma is able to accept this chromatogram as the
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baseline instead. All peaks in the sample detected above a specified
minimum intensity threshold are identified, and homolog compounds
not contained in the standard are removed to retain only the targeted
biomarker peaks (Figs. 1, 4 and 5). The target peaks are integrated using
the native MATLAB trapezoidal integration function trapz (a basic
valley-to-valley integration method is shown in Fig. 4, but chroma con-
tains several built-in integration method options) and correlated with
the standard to determine the homolog-specific abundances (Fig. 4). The
chroma function analyzes each peak by direct sample-to-standard peak
retention time correlation. Peaks are then individually assessed for
changes in gradient to reduce false interpretations of noisy or coeluted
peaks (Fig. 5). In cases where multiple peaks satisfy the detection
criteria, the peak nearest in retention time to the external standard is
selected. Compounds will not be automatically identified if the standard
material is not available. For known peaks observed in the sample
chromatogram but not in the standard (i.e., chain-lengths greater than
30 in Mix-A6), chroma can be instructed to include these homologs
during the analysis by manually entering their expected retention times
and compound number (Fig. 5). A simple valley-to-valley integration
method is shown in Fig. 5 to highlight peak-base identifications in
Chroma, however the integration method for identified peaks is user-
definable and includes additional integration approaches such as drop-
to-baseline and tangential-drop (descriptions of integration method
options are provided in the supplementary documentation).

Default values for most input parameters, such as the detection
window or minimum intensity threshold, are built-in but can be adjusted
on a case-by-case basis to accommodate differences in instrumental
sampling rates (i.e., frequency of data acquisition from the GC-FID),
available standard compounds, variability in compound abundances,
and condition settings for the GC and FID. Required inputs include the
time and intensity information of the sample and standard chromato-
grams and the available homolog numbers (i.e., Cag, C30, C31, etc.) in the
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Fig. 4. Example of sample processing flow in chroma. (A) Baseline subtraction using a not-a-knot cubic spline interpolation of the local minima. (B) Minimum peak
height threshold, below which all peaks are filtered out. (C) Detection window for standard to sample peak cross-referencing. The parameter ds is defined as the
number of data points (i.e., distance from the standard peak center) within which a sample peak detection is permitted. Sample peaks outside of this window are
filtered out of the analysis. (D) Valley-to-valley base identification and peak integration.
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Fig. 5. Examples of automatic target peak detection criteria in chroma for a noisy sample (QGQ 11) and non-noisy sample (QGQ 04) from section QGQ. Sample peaks
are filtered by minimum peak height threshold (blue dashed line) and cross-referencing to the standard peaks (vertical dashed lines). Solid vertical lines and blue
shaded areas indicate the boundaries of the sample detection window (ds = 40). Homologs in the standard are correlated with the corresponding sample peak to
assign the homolog number (e.g., Cas, Co7, etc.) labeled above each peak. Mix-A6 was used as the standard for analysis (homologs Cy¢.30). Additional homologs Cs;
and C3, were added based on the approximate timing of peaks observed in the samples. If not included, these peaks will not be detected.

standard. All other input parameters are optional and may be adjusted
from the default values; the descriptions for these parameters can be
found in the supplementary vignette. Performance times for running the
algorithm will vary depending on the vector length of the input spectra.
The Chroma package includes a function for performing this operation
over multiple samples at once (chromall). The chromall function applies
the chroma algorithm to each sample and automatically calculates the
hydrocarbon indices. This functionality can also output a suite of figures
for assessing the performance of the run, diagnosing potential adjust-
ments in input parameters, and summary statistics of the analysis (see
Fig. S3 in supplementary document). Full descriptions of each function
in the package and their capabilities are provided in supplementary
documentation.

2.2. Built-in index calculations

Chroma accommodates a suite of built-in hydrocarbon indices which
can be calculated automatically during the peak integrations of a series
of sample chromatogram traces. A list of all available output indices
generated by Chroma can be found in the supplementary documenta-
tion. Here, we discuss the calculations of CPI, average chain length
(ACL), P,q, and odd-over-even predominance (OEP). Currently, Chroma
can calculate 19 hydrocarbon indices as a part of its basic package but
can be expanded to include additional automatic calculations.

CPI is a measure of the relative predominance of odd-numbered and
even-numbered chains of carbon atoms of n-alkanes in a sample (Bray
and Evans, 1961; Marzi et al., 1993):

CPI = (2Cp3-31 |oad + ZC5-33 | 0dd) / (2 X ZC24-32 | even)

where the abundance (or concentration) of each n-alkane homolog is
denoted as C, hereafter, with n being the homolog number. The ratio is
commonly used in petroleum geochemical analysis as an indicator for
organic maturity and source, where higher values (CPI >1) of the index
reflect a preference toward odd-numbered carbon chains and therefore
indicate terrestrially sourced organic matter and thermal immaturity
(Eglinton and Hamilton, 1967). Terrigenous vascular (higher) plants
typically have CPI values over 3, while lower CPI values (CPI <1) may
indicate a higher contribution of organic matter from petroleum and
aquatic bacteria. Sediment and organic matter input from marine mi-
croorganisms and recycled material are represented in the CPI ~1 range
(Herrera-Herrera et al., 2020). We report CPI values using a homolog
range of Cy3.33.

OEP is an alternative ratio for the relative proportion of odd-
numbered and even-numbered chains (Scalan and Smith, 1970); the
index is typically given in the form OEP = (Cz7 + Ca9 + C31 + C33)/(Ca6
+ Cag + C3g + C32). Like CPI, OEP can be used as an indicator for the
presence of kerogens. OEP values of 4-8 typically indicate terrestrial
plant wax n-alkanes, while lower values may indicate crude oil or
aquatic lipids (Hoefs et al., 2002; Struck et al., 2020; Zech et al., 2009).

ACL is the weighted average of available chain lengths of n-alkane
molecules (Jeng, 2006; Poynter and Eglinton, 1990):

ACL = (2C, x1)/(2Cp)

Lipids of vascular plants typically produce a greater number of n-
alkanes with chain lengths in the Cy3 33 range and a strong predomi-
nance of odd-numbered homologs; n-alkanes produced by marine or-
ganisms like bacteria are typically shorter in chain length. Thus, ACL is
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commonly used as a proxy for vegetation type and associated climates.
For example, grassland-derived plant lipids produced in more arid cli-
mates may have higher ACL values than lipids produced by plants in
relatively humid forests (Cranwell, 1973). The production of longer
chain n-alkanes is climatically associated with warmer or more arid
climates (Leider et al., 2013; Simoneit et al., 1991).

P,q is a proxy for the relative input of submerged floating aquatic
macrophytes and emergent or terrestrial plants in lacustrine environ-
ments (Ficken et al., 2000):

P.q = (Ca3 + Ca5)/(Cas + Cos + Co9 + Ca1)

Typical values of P,q in modern plants generally follow these ranges:
Py = 0-0.1 for terrestrial plants, P,q = 0.1-0.4 for emergent macro-
phytes or a mixture of terrestrial and aquatic plants, and P,q = 0.4-1 for
submerged and floating species (Ficken et al., 2000).

3. Results

Hydrocarbon index values and peak areas of n-alkanes were deter-
mined using the chroma algorithm. Calculations were performed on a
total of 152 samples for six sections: 14 samples for QGQ, 23 samples for
HGZ, 48 samples for XCG, 23 samples for CG, 23 samples for LJM, and
21 samples for WSS (see Fig. 2 for study locations).

3.1. Chroma performance

The hydrocarbon index calculations, including peak identification
and peak area integration, were performed at a rate of 0.076 s per
sample and a total of ~11.5 s for the complete analysis. Performance
times will vary depending on the operating system, computer

ACL (Cyg.33)
24 26 28 30
T
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specifications and input parameters. Peaks outside those available in the
reference standard (i.e., noise or contaminants) were successfully
filtered out of the analysis by standard-referenced target peak identifi-
cation, and n-alkanes were well-captured (i.e., not omitted or missed) in
all automatic detections and integrations.

3.2. Index calculations

Hydrocarbon indices determined by Chroma are reported in Fig. 6 by
section and basin — red for Hexi Corridor samples and blue for Qaidam
samples. CPI values in the Qaidam Basin are relatively more variable
from 30 Ma to 20 Ma (XCG section), stabilize to lower values averaging
~1.2 by 17 Ma, then increase between 17 and 13 Ma and after ~5 Ma.
CPI values in the Hexi Corridor remain mostly stable at ~1.24 and
generally overlap with the CPI values of Qaidam, with sporadic higher
values at 9-7 Ma and 3-2 Ma (Fig. 6). ACL values were automatically
calculated using all available homologs in the standard (Cy6.33) — how-
ever, Chroma allows for a user-defined homolog range if preferred (i.e.,
average higher plant chain length; AHPCL). They range from 22.57 to
29.16 with a mean of 26.59 in Qaidam and 22.98 to 28.57 with a mean
of 26.18 in the Hexi Corridor. P,q values in the Qaidam Basin increase
gradually until ~11 Ma, stabilize at ~0.8 before decreasing to ~0.5 by
2.5Ma (Fig. 6). Hexi Corridor P,q values remain relatively stable at
~0.7-0.8, with increased variability after ~12 Ma. OEP values for both
regions are largely covaried with CPI (Fig. 6). Other index values
calculated during this analysis are available in the supplementary
materials.
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Fig. 6. Selected hydrocarbon indices of the Qaidam Basin (blue) and Hexi Corridor (red) determined by Chroma. The total analysis time including peak identifi-
cations, integrations, and index calculations was ~11.5 s for 152 samples across 6 sections using chromall. Trend lines were calculated by polynomial regression.
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4. Discussion
4.1. Comparison of CPI determinations

We use the manually calculated CPI values from the original analysis
for all sections by Hou et al. (2021) and Wu et al. (2019) to validate the
peak area measurements and index calculations performed by Chroma
(Figs. 7 and 8). While the reprocessed CPI profiles are generally in good
agreement with their originally reported values, notable differences in
the analyses include individual samples at 13.1 Ma (CG), 9.4 Ma (WSS),
and 1.9 Ma (QGQ) (Fig. 8). The discrepant CG and WSS samples exhibit a
dominantly terrestrial higher plant distribution, with chain lengths
appearing only in the Cy3 to C33 range, while the QGQ sample exhibits
relatively less odd-over-even predominance and slightly larger abun-
dances in the lower alkane chain lengths (i.e., below Cy3). Chroma’s
diagnostic features and visual inspection of the automatic integrations
reveal well-captured baselines and peak areas and consistent retention
time residuals between sample and standard homolog matches. We
anticipate that these deviations may occur in part due to a greater ten-
dency of the chroma algorithm to identify homologs with low abundance
or target peak ambiguity, in contrast to a manual approach in which the
individual may exercise a higher degree of restraint when visually
evaluating peaks with considerable noise or coelution. Discrepancies
between methods may also reflect potential sources of uncertainty
inherent to manual approaches for determining peak areas; while
GC-FID is a powerful tool for quantifying relative lipid biomarker
abundance, it is indeed limited by the subjectivity of comparing reten-
tion times of an unknown peak to that of an external standard. While a
more robust peak identification approach would entail access to their
mass spectra, Chroma aims to reduce these sources of subjectivity
especially when mass spectrometer measurements are not available, as
is the case for the examples in this study. Certainly, such discrepancies

n=134

CPI (Chroma)
N
(9]
T
»

Computers and Geosciences 191 (2024) 105675

could arise due to algorithmic inconsistencies in baseline or peak iden-
tifications, but in such instances, users of Chroma are recommended to
investigate the output diagnosis figures and data generated by the code
and adjust the input peak identification parameters accordingly (i.e.,
changing the peak detection thresholds or integration method).

Overall, the reprocessed CPI values using Chroma sufficiently
reproduce the manually integrated values. The robust multiple linear
regression of the manual and Chroma-derived CPI values returns a slope
of 0.975 (r2 = 0.868, p = 0.0366), and the majority of values are
centered near the intersection of the regression and 1:1 reference line
(Fig. 7). Empirical cumulative distribution functions (ECDF) for each
profile are shown in Fig. 8, which show that the calculated CPI values
mostly fall between 1 and 2. We also examined the retention time re-
siduals for paired sample and external standard homolog peaks to assess
the consistency of peak identifications (see Fig. S4 in the supplementary
documentation); this built-in diagnostic evaluation of Chroma’s output
shows that the retention time offset of equivalent homolog peaks in the
standard and sample are generally consistent, ranging between ~0.2
and 5 s depending on the sample.

4.2. Advantages of chroma for improved biomarker analysis

The principal advantage of the Chroma package is the ability to
generate index calculations efficiently and consistently from automati-
cally integrated biomarker peaks of GC-FID chromatogram data. The
package is equipped for the synthesis of large chromatogram datasets
across multiple samples and aims to reduce sources of uncertainty and
irreproducibility associated with manual integration methods. Tools for
data visualization and figure-making are included in the package, which
are optimized for post-analysis diagnostics and pre-processing evalua-
tions. Chroma is open-source, flexible, and improves inter-laboratory
communications and data sharing, requiring only the chromatography

P 20

©)
o)
Age (Ma)

- - — - Reference Line
CG
LM 5
WSS
QGQ
HGZ
XCG
= === Linear Regression
1 I | |

o ox+*

25 3 3.5 4

CPI (Manual)

Fig. 7. Comparison of CPI values calculated manually (horizontal axis) and by Chroma (vertical axis) for all sections (134 samples). Robust multiple linear regression
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Fig. 8. Comparison of originally reported CPI values determined manually (red) from Hou et al. (2021) and Wu et al. (2019) and CPI values determined auto-
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gration. Empirical cumulative distribution functions (ECDF) are shown to the right for each section, plotted against probability. The automated CPI calculations
performed by Chroma are generally consistent with those calculated manually. Manual peak integrations for section XCG were performed in this study.

data system software for digitizing and exporting detector response
signals into readable (e.g., .txt, .csv, .xIsx) file formats (Figs. 1 and 3).
The full function suite for the Chroma package and additional data and
tutorials are found in the supplementary materials.

Current software or third-party packages often cannot automatically
produce hydrocarbon index calculations from raw chromatogram data,
and typically do not carry flexible tools for output customization. Soft-
ware applications commonly used for GC-FID analysis also do not
typically carry options for automatic referencing of standard to sample
peaks. The Chroma package also includes useful diagnostic tools for
analysis-to-analysis comparison (e.g., before and after urea adduction)
and the automatic identification of pristane and phytane. The target
peak detection algorithm is capable of identifying peaks that are difficult
to distinguish manually due to high background noise levels or relatively
low abundance (Fig. 5). Chroma is designed to increase data production
reliability and establish consistent processing criteria for all chromato-
gram analyses.

4.3. Future development and current Limitations of chroma

Chroma is designed to be adaptable and to continuously evolve as a
comprehensive analysis application in all areas of biomarker research.
Currently, the calculation of indices are limited to those of n-alkanes, but
the package will continue to expand to include useful index calculations
for other biomarkers — for example, additional functionalities for the
calculation of the U1§7 index from the GC-FID analysis of alkenones
(Brassell et al., 1986; Chen et al., 2021; Prahl et al., 1988). Some other
lipid, pigment, and biomembrane biomarkers for potential addition to
the base Chroma functions include the index calculations of n-alkanoic
acids and n-alkanols, which have detectable abundances by GC-FID
analysis (Freimuth et al., 2019; Simoneit, 2004). Options for auto-
matic concentration calculations of individual homologs with the use of
an internal standard may also be incorporated. Some disciplines in the
study of n-alkanes may also benefit from expanded functionality for the
analysis of crude oil and petrogenic contamination of ecosystems. While
these extended uses will bring more capabilities for post-peak
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integration data production to the Chroma package, the base peak cor-
relation and integration algorithm (Fig. 4) of the sample and standard is
already applicable for all GC-generated chromatogram datasets. Upda-
ted versions with new additions to the base function suite will be added
to the downloadable directory in the supplementary link.

Chroma performs optimally when external standard chromatograms
contain well-defined peaks of only the targeted lipid compounds. Iden-
tification of contaminant peaks in the standard can lead to mismatched
peak identifications or failure of the algorithm. Provided that the stan-
dard chromatogram is uncontaminated, the Chroma algorithm will re-
turn a detection of any standard-matched sample peak within the user-
defined parameters by minimized retention time distance from the tar-
geted compound. This can lead to misidentification in high-noise sam-
ples where the input detection parameters may not be sufficient to
isolate target peaks from the background. We have found this to be a
rare occurrence in our analyses, but it is generally advisable to exercise
additional scrutiny of the diagnostic features in such cases.

4.4. Other automatic peak integration approaches

Previous automation approaches for GC trace analysis have effec-
tively highlighted the advantages of programmable quantification and
evaluation of the relative abundances of lipid compounds; namely,
toolboxes for MATLAB such as TEXPRESS and ORIGAmI, developed for
determination of the TEXgg and U1§7 sea-surface temperature indices
using liquid or gas chromatographic techniques, demonstrate the ca-
pacity of standardizing peak integrations to generate quality-controlled
outputs efficiently and reliably (Dillon and Huang, 2015; Fleming and
Tierney, 2016). The peak integration methods in these packages rely on
Gaussian models to describe the peak structure. While ideal detector
responses for a given compound are well-captured by such models, we
anticipate that varying GC conditions and sample quality may necessi-
tate alternate modes of integration; Chroma contains multiple options
for integration, including a Gaussian fit approach, for added flexibility.
The code for TEXPRESS and ORIGAmI were specifically designed for the
analysis of glycerol dialkyl glycerol tetraethers (GDGTs) or alkenone
lipids, and to date there exists no equivalent software for the calcula-
tions of n-alkane indices.

5. Conclusions

We demonstrate the capabilities of the Chroma package in MATLAB
for automatic detections, integrations, and processing of biomarker
chromatogram data. This package is a powerful tool for generating
reproducible and reliable index data more efficiently and precisely than
many conventional methods. The Chroma package was able to complete
the integration analysis and all index calculations of six stratigraphic
sections in the Qaidam Basin and Hexi Corridor in under 0.08 s per
sample. This approach offers a platform for better inter-laboratory index
comparisons, provides flexible and customizable functionalities for
performing multiple hydrocarbon index calculations over large datasets,
and eliminates uncertainties introduced by manual peak characteriza-
tion. The Chroma package was initially developed for the analysis of n-
alkanes; however, additional tools may be added in the future for pro-
cessing of other lipid fractions. The base MATLAB code and peripheral
functions will be continuously updated and supplemented to incorporate
new techniques for the characterization of biomarker distributions.

Code availability section

All reported data and functions are available in the Chroma GitHub
repository. The directory includes downloadable files for the Chroma
functions, all data used in this study, and documentation including
tutorial vignettes for function descriptions and basic usage. Additional
information or data may be made available upon request.

Contact: jtraphl@lsu.edu.
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Program language: MATLAB.
The source codes are available for downloading at the link: htt
ps://github.com/jwt218/Chroma.
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1. Fig. 1: Schematic flowchart of basic calculations performed in
Chroma. Operations in the Chroma package are outlined by yellow
regions. Example sample and standard chromatograms are shown
below each step description. Peak areas are reported in units of in-
tensity and time (fA x min). Homologs of the n-alkanes are labeled by
number. STD = reference standard; RT = retention time (min); HI =
hydrocarbon index; CPI = carbon preference index (Ca3.33); ACL =
average chain length (Cj6.33).

2. Fig. 2: (A) Map of the Northern Tibetan Plateau and stratigraphic
sections in the Qaidam Basin and Hexi Corridor (orange shaded re-
gions). The western Qaidam Basin contains the Qigequan (QGQ),
Honggouzi (HGZ), and Xichagou (XCG) sections. The Hexi Corridor
contains the Caogou (CG), Laojumiao (LJM), and Wenshushan (WSS)
sections. Solid black lines delineate major faults. (B) Inset map of the
Tibetan Plateau.

3. Fig. 3: Schematic diagram of a GC-FID system. A summary of the GC
oven ramp sequence is illustrated at the bottom.

4. Fig. 4: Example of sample processing flow in chroma. (A) Baseline
subtraction using a not-a-knot cubic spline interpolation of the local
minima. (B) Minimum peak height threshold, below which all peaks
are filtered out. (C) Detection window for standard to sample peak
cross-referencing. The parameter ds is defined as the number of data
points (i.e., distance from the standard peak center) within which a
sample peak detection is permitted. Sample peaks outside of this
window are filtered out of the analysis. (D) Valley-to-valley base
identification and peak integration.

5. Fig. 5: Examples of automatic target peak detection criteria in
chroma for a noisy sample (QGQ 11) and non-noisy sample (QGQ 04)
from section QGQ. Sample peaks are filtered by minimum peak
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height threshold (blue dashed line) and cross-referencing to the
standard peaks (vertical dashed lines). Solid vertical lines and blue
shaded areas indicate the boundaries of the sample detection win-
dow (ds). Homologs in the standard are correlated with the corre-
sponding sample peak to assign the homolog number (e.g., Czs, Ca7,
etc.) labeled above each peak. Mix-A6 was used as the standard for
analysis (homologs Ci6.30). Additional compounds Cs; and C3; were
added based on the approximate timing of peaks observed in the
samples. If not included, these peaks will not be detected.

6. Fig. 6: Selected hydrocarbon indices of the Qaidam Basin (blue) and
Hexi Corridor (red) determined by Chroma. The total analysis time
including peak identifications, integrations, and index calculations
was ~11.5 s for 152 samples across 6 sections using chromall. Trend
lines were calculated by polynomial regression.

7. Fig. 7: Comparison of CPI values calculated manually and by Chroma
for all sections (134 samples). Robust multiple linear regression
(black dashed line) and 1:1 (green dashed line) lines are plotted for
reference. Ages of the samples are shown by the color gradient. All
manual integrations are reported from Hou et al. (2021) and Wu
et al. (2019), with the exception of the chromatograms of section
XCG which were manually integrated for this study.

8. Fig. 8: Comparison of originally reported CPI values determined
manually (red) from Hou et al. (2021) and Wu et al. (2019) and CPI
values determined automatically by Chroma (black) for all sections.
The average calculation time per sample in Chroma was ~0.08 s,
including automatic peak identification and integration. Empirical
cumulative distribution functions (ECDF) are shown to the right for
each section, plotted against probability. The automated CPI calcu-
lations performed by Chroma are generally consistent with those
calculated manually. Manual peak integrations for section XCG were
performed in this study.
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