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Abstract. Both the energy method and the Laplace transform method are frequently used
for determining the number of boundary conditions required for a well posed initial boundary value
problem. We show that these two distinctly different methods yield the same results. The continuous
energy method can be mimicked exactly in the corresponding semidiscrete problems discretized using
the summation-by-parts technique. Hence the analysis of well posedness and stability can bypass
the more unwieldy Laplace transform method.
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1. Introduction. It is common to employ either the energy method or the
Laplace transform method in order to determine how many boundary conditions
an initial boundary value problem (IBVP) requires for well posedness. The energy
method builds on integration-by-parts (see Kreiss and Lorenz (1989), Gustafsson,
Kreiss, and Oliger (1995), Gustafsson and Sundstrém (1978), Nordstrom and Svérd
(2005), Nordstrom (2017)). Omne obtains an expression for the energy rate that in-
volves boundary terms. The number of boundary conditions is given by the minimal
number that limits these boundary terms.

The Laplace transform method is different and employs an expansion of the so-
lution in modes (see Hersh (1963), Hersh (1964), Kreiss (1970), Strikwerda (1977),
Sakamoto (1982), Engquist and Gustafsson (1987), Eriksson and Nordstrom (2017))
that turns the IBVP into a one-dimensional boundary value problem. The number
of boundary conditions is given by the number of conditions required to determine
these modes. These two methods give the same result on well-known equation sets
(see Nordstrom (1989), Nordstrom and Gustafsson (2003), Nordstrom, Mattsson, and
Swanson (2007), Lauren and Nordstrém (2018)). In this paper we explain why.

Since the Laplace transform method provides necessary and sufficient conditions
for well posedness (Kreiss (1970), Strikwerda (1977)) of IBVPs, this implies that the
more easy-to-apply energy method will as well—at least for hyperbolic-parabolic sys-
tems. The energy method for the continuous problem can be mimicked exactly in
the corresponding semidiscrete problem if discretized using the summation-by-parts
(SBP) technique (Kreiss and Scherer (1974, 1977)) augmented with weak boundary
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conditions (simultaneous-approximation-term (SAT) technique (Carpenter, Gottlieb,
and Abarbanel (1994))). We will discuss what our results indicate for semidiscrete
approximations in SBP-SAT form, such as finite differences (Nordstrém et al. (2009);
Svérd, Carpenter, and Nordstrom (2007); Svard and Nordstrém (2008)), finite vol-
ume (Nordstrom, Eriksson, and Eliasson (2012); Nordstrom et al. (2003)), spectral ele-
ments (Carpenter et al. (2014); Carpenter and Gottlieb (1996); Yan et al. (2020)), flux
reconstruction (Castonguay et al. (2013); Huynh (2007); Ranocha, Offner, and Sonar
(2016)) and discontinuous Galerkin schemes (Kopriva and Gassner (2014); Gassner
(2013); Hesthaven and Gottlieb (1996); Bassi and Rebay (1997); Hartmann and Hous-
ton (2008)). For reviews, see Svird and Nordstrom (2014) and Del Rey Fernandez,
Hicken, and Zingg (2014).

2. Preliminaries. We start by presenting the general system of equations that
will be investigated, and we provide basic results for the Cauchy problem.

2.1. The system of partial differential equations. The three-dimensional
constant coefficient system of equations that we will consider is

Vi + AV, + BV, + CV, = (D11Vy + D12Vy + D13V.)y + (D21 Vi + DasVyy + DasVs),
(21) + (D31vx + D32Vy + D33V2)2~

In (2.1), V is the solution, A, B,C are symmetric matrices related to the hyperbolic
terms, and the parabolic matrices D11, Daa, D33, Dia + Da1, D13 + Dsi, Dos + D3
are symmetric. In the incompletely parabolic case, the structure of the matrices Dij
in block form is

(2.2) Dy, = 6( (Dij)mxm  Omxn ) ’

Onxm O’Ian

where subscripts indicate the size of the matrices, and € > 0 is a constant parameter.
In the parabolic case, the matrices D;; are full. For € = 0, the problem is symmetric
hyperbolic and hence well posed.

Under the assumptions on the matrices D;; listed in (2.5) below, (2.1) is a well
posed parabolic or incompletely parabolic system also for € > 0. In most of the paper
we focus on the incompletely parabolic case, and we will comment shortly on the
difference between that and the hyperbolic or parabolic cases. We note that there has
also been related work dealing with the presence or suppression of boundary layers
in the case € < 1 (e.g., Michelson (1985); Halpern (1991); Lohéac (1991)), but we do
not consider that issue here.

REMARK 1. Abarbanel and Gottlieb (1981) showed that the three-dimensional
compressible Navier—Stokes equations with 12 matrices of the form (2.1) can be sym-
metrized by a single matriz (symmetrizer). In addition, they observed that at least
two different symmetrizers exist, based on either the hyperbolic or the parabolic terms.

2.2. The Cauchy and half space problem. The Cauchy problem for (2.1)
can be Fourier transformed in all coordinates, which yields

‘A/t + Z((JJQ;A + wyB + wZC')V + [wiDn =+ OJ;DQQ + wgbgg
(23) + wmwy(Dlg + Dgl) -+ wywz(Dgg -+ Dgg) + wzwg:(Dlg + Dgl)]V = 0,
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where w;, wy, and w, are the wave numbers in the z,y, and z directions, respectively.
By multiplying (2.3) with V* (the complex conjugated V') from the left, we get

A * _ A

R tw, V' Dy Dip Dis twgV
(2.4) VIZ+2( iw,V D2y Dy Do iw, V. | =0.
iw,V D31 D3z Dgs3 iw,V
D

For € > 0, we demand that the second order terms are Petrovskii parabolic, i.e.,

D >0,D11 > 0,D35 > 0,D33 >0,
w2Dyy + w;ng + wywy (D12 + Daq) > 0,
(2.5) wy Doy + w? D3 + wyw, (Das + Dsz) > 0,
w2 D33 + wiD11 + wowy(Dig + Dap) > 0,
for values of w,,w,,w, not vanishing simultaneously. Note that D is positive definite
in the parabolic case and positive semidefinite in the incompletely parabolic case.
With conditions (2.5), the Cauchy problem (2.3) is well posed.
The upcoming analysis will be performed in the half space Q : {x > 0,—0c0 <

Y,z < +oo}, with boundary conditions imposed at the plane x = 0. The Fourier
transformed equations in y, z stemming from (2.1) that we will analyze read

Vi + [A — iwy (D12 + Day) — iw: (D13 + D31)]Vy — D11V
(2.6) + [i(wyB + wzé) + UJiDQQ + wiDgg + wywz(ngs + Dgz)]v =0.
3. Analysis. Our ambition in this paper is to prove that the energy method and

the Laplace transform method lead to the same number of boundary conditions for
the systems (2.1) and (2.6).

3.1. The Laplace transform analysis. To determine the number of boundary
conditions, the ansatz V = e 5t with k = K + iw, and s = 7 + i€, is inserted
into (2.6). We find

(SI + [A — iwy(Dlz + Dgl) — W, (D13 + Dgl)}lf — DHHQ
(31) + [z(wyB + WZC)V + WZDQQ + wngg + wywz(ng + Dgg)])'l/) =0.
The number of boundary conditions at = 0 is given by the number of modes related
to Re(k) = k® < 0 for Re(s) = n > 0. These modes decay away from the boundary
x = 0, and the roots x are obtained from

Det(s[ + [/_1 — iwy(Dlg + Dgl) — iwz(Dlg + D31)]/€ — DH/{Q
(32) + i(wyB —+ wzé)V —+ (.U;DQQ —+ wngg + wywz (D23 —+ Dgg)) = 0
To solve the problem (3.2) for all roots k poses a significant challenge. (For example,
for the three-dimensional Navier—Stokes equations, (3.2) is a 9th degree polynomial
in K.)

Luckily, there are simplifying circumstances. The following lemma will come in
handy.

LEMMA 1. The number of roots, k, with positive and negative real parts is inde-
pendent of s and the wave numbers wy, w, for R(s) > 0.
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Proof. First, we show that there are no imaginary roots x = iw, for Re(s) > 0.
By inserting x = iw, into (3.1), multiplying from the left with ¢*, and adding the
transpose, we find

Y*(n] +w2D11 + w§D22 +w?Dss
+ wpwy (D12 + Da1) + wyw: (D23 + Dsy) + wowe(Dis + Ds1))ih = 0.

By (2.5) we can conclude that ¢ = 0 for Re(s) = n > 0 for both the hyperbolic-
parabolic and incompletely parabolic cases.

Second, to complete the proof we need all roots x to be bounded for bounded
(s,wy,w;). Then, for (s,wy,w,) restricted to any bounded region R, we can find a
closed contour C bounded by the imaginary axis and a curve in Re(x) > 0 such that
no roots can ever intersect C as (s,wy,w,) varies in R. The fact that the number of
roots (counting multiplicities) within C is the same for all points in R follows from
the continuity of the logarithmic derivative of the characteristic polynomial on C and
an application of the argument principle Marden (1949, Chap. 1).

Third and last, the boundedness of « follows immediately from the nonsingular
Di; in the parabolic case. In the more complex incompletely parabolic case, the
boundedness of k is established by a simple perturbation argument in Lemma 5,
whose formulation and proof we defer to the appendix. A refinement of the argument
given there also applies in the hyperbolic case. 0

REMARK 2. Lemma 1 simplifies the analysis since we can set wy, = w, = 0 and
choose any s with Re(s) > 0 to determine the number of roots k with positive and
negative real parts. We can, for example, choose s with Re(s) — oo, which often
simplifies the algebra.

Due to Lemma 1, it is sufficient to consider the one-dimensional problem when
determining the number of boundary conditions at = 0. The number of roots with
Re(k) =kt < 0 for Re(s) > 0 is thus obtained from

(3.3) Det(sI 4+ Ar — Dy1k%) = 0.

REMARK 3. The discrete version of the Laplace transform technique (also denoted
normal mode analysis) is more complicated and less applicable than the continuous ver-
sion. The resulting number of discrete modes is the sum of necessary boundary con-
ditions and numerical boundary closures (Gustafsson, Kreiss, and Sundstrém (1972);
Coulombel (2009, 2011)). The applicability of the normal mode analysis is restricted
to equidistant meshes, which essentially limits it to finite difference methods. Fven for
finite difference methods, the discrete analysis becomes very involved at high orders of
accuracy and must be redone for each order.

3.2. The energy analysis. In the energy analysis, (2.6) is multiplied with the
solution and integrated from zero to infinity. We find (see Nordstrém (2017))

R [e’e) VzA @11 @12 @13 VmA
(3.4) V112 + 2/ twy, V' D1 Daa Do iw,V | de = BT,

iw,V D3y D3y Dsg iw,V

where

(3.5) BT:(‘Z>*<_g—H 4311)(%)'
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In (3.5), the boundary term BT is evaluated at * = 0, and the values at oo are
ignored.

The total number of boundary conditions in the energy method is given by the
number of positive eigenvalues A in

" pa(( A DY (4 0))e

REMARK 4. The total number of positive and negative eigenvalues can be calcu-
lated by invoking Lemma 4 below and computing a representation of the matriz in the

form RT DR where D is diagonal; see, e.g., Golub and van Loan (1989, Chap. 4).

3.3. The relation between the Laplace and energy methods. The ques-
tion that we will discuss in this paper arises by comparing (3.3) for x and (3.6) for A.
In the hyperbolic case, where D;; = 0, the two equations are similar. By comparison
we find that kK = —s/)\, and hence the two formulations yield exactly the same number
of boundary conditions.

In the parabolic/incompletely parabolic case, the two equations have similar in-
gredients (the matrices A and D;;) but are otherwise quite different. However, to
the best of our knowledge, these two methods always provide the same number of
boundary conditions. The question is, How can that be possible?

To answer that question, let us return to the governing system of equations (2.6)
with the simplifying insertion of w, = w, = 0, making the problem one-dimensional:

(3.7) U, + AU, — D1, U,, = 0.

To ease notation, we replaced V with U in (3.7). The matrix structure in (2.2) for
the incompletely parabolic case suggests the block form

(U = [ A A = (D1 O
(3:8) v= ( Uz ) A= ( A1 Az )’ Du = 0 0/
REMARK 5. We perform the analysis for the more complicated incompletely par-

abolic case as indicated by (3.8). The derivation in the parabolic case is similar but
easier.

REMARK 6. The simplification to a purely one-dimensional study is possible due
to Lemma 1 in combination with conditions (3.3) and (3.6).

Next we transform (3.7) to first order form by introducing ¢ = (Uy),. The new
set of governing equations becomes

(3.9
I 0 0 U1 A11 A12 —D11 U1 0 0 0 U1
0 I O U,y + Asq Ago 0 U, +1 0 O 0 Us | =0
0 0 0 ¢ |, L Dun O 0 ¢ |, L0 0 Dn 1)
The energy method applied to (3.9) yields the energy rate
(3.10) ||U||§+2/ ¢* D11 ¢pdx = BT,
0
where
U\ [ Au  Aw —Di Uy
(3.11) BT = U2 Agl A22 0 U2
¢ —-Dy; 0 0 ¢
E
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The boundary term BT is evaluated at x = 0. The total number of boundary condi-
tions at = 0 is given by the number of positive eigenvalues A satisfying

(3.12) Det (E — \I) = 0.

To formalize the result above we state the following lemma.

LEMMA 2. The eigenvalues satisfying (3.12) are identical to the nonzero eigen-
values in (3.6).

Proof. From (3.8), (3.11), and (3.12), the matrix E is the same as the matrix in
(3.6) after removing the zero rows and columns. d

The Laplace transform method applied to (3.9) with the ansatz (U, Us, ¢)T =
et yields the new generalized eigenvalue problem,

A Az —Dna sI 0 0
(313) A21 A22 0 K+ 0 sl 0 1/) = 0,
—D11 0 0 0 0 Dyy
E

where the matrix F in the energy rate (3.11) shows up again. The roots k are given
by

s 0 0
(3.14) Det(Ex+| 0 sI 0 =0.
0 0 Dy

To guarantee uniqueness, we need the next lemma.
LEMMA 3. The determinant condition (3.14) leads to the same roots k as (3.3).

Proof. Consider (3.14) and recall that adding a row (column) multiplied by a
scalar to another row (column) does not change the determinant. By adding & times
the lower block rows to the upper block rows, we find

A11I€+SI—D11FL2 A12l€ 0

Det Aok Aoor + s 0

—Dllﬁl 0 Dll
o A11l€+SI—D11I€2 Algli .
= Det ( Aok Agprc 4 sI ) = Det(D1;) = 0.

Since Det(D11) # 0, inserting the relations (3.8) into (3.3) proves the claim. O

REMARK 7. The matriz E is the link between the energy and Laplace transform
methods. It connects the roots k in (3.3) from the Laplace transform method to the
eigenvalues X in (3.6) from the energy method.

To proceed, we also need the following lemma from Nordstrém and Svérd (2005).

LEMMA 4. Suppose that R is a nonsingular matriz and that P is a real symmetric
matriz. Then the number of positive/negative eigenvalues of RT PR is the same as
the number of positive/negative eigenvalues of P.

Proof. The proof follows directly from Sylvester’s criterion; see Horn and Johnson
(1990). d
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We can now prove the main result of this paper.

THEOREM 1. Consider the system of partial differential equations (2.1) posed on
the domain Q : {x > 0,—c0 < y,z < 400} with the boundary conditions imposed at
the plane x = 0. The energy and Laplace transform methods applied to that half plane
problem lead to the same number of boundary conditions at x = 0.

The proof for the hyperbolic case is trivial and given in the first paragraph of
this subsection. Below, we give the proof for the incompletely parabolic case. The
parabolic case can be treated similarly, with more ease.

Proof. We will show that (i) the total number of nonzero eigenvalues A in (3.12)
and the total number of nonzero roots x in (3.14) for Re(s) > 0 are identical, and
(i) the number of positive A in (3.12) is the same as the number of roots x with
Re(k) < 0 for Re(s) > 0. If both (i) and (ii) hold, Theorem 1 follows since Lemmas
2 and 3 show the equivalence between the first and second order forms.

Consider the matrix in (3.14). By Lemma 1 we can choose any s with Re(s) > 0
and get the correct number of roots k with negative real part. We choose the specific
value s = 1. Since the matrix Di; is symmetric positive definite, we can factorize it
and get

(3.15)
s 0 0 10 0 I 0 0
0 sI O —(=1)—=| 01 0 0 I 0 = S8S.
0 0 Dy 0 0 Dy/? 0 0 D2

Now we can insert these matrices into (3.14), noting that S is symmetric, and find
(3.16) Det(S(ST'ES™! + k7)S) = Det(S)?Det((S™H)TES™ + x71I).

The final result for (i) above follows from Lemma 4. Also (ii) follows since the number
of roots with Re(k) < 0 is the same as the number of positive eigenvalues A of E. 0O

3.4. The energy method and discretization schemes. The energy method
(in contrast to the Laplace transform method; see Remark 3) is method agnostic for
semidiscrete problems in SBP-SAT or Galerkin form. It does not require additional
numerical boundary closures (they are already included in the SBP operators) and is
applicable to both nonuniform meshes and different orders of accuracy. Practically,
energy-stable boundary closures can be obtained by penalty formulations in either
the SBP-SAT or Galerkin framework. For methods which do not introduce new
variables, such as SBP-based difference methods, continuous Galerkin, or interior-
penalty-based discontinuous Galerkin methods, one obtains semidiscretizations of the
half space problem (2.1) in « > 0 which, after integration or SBP, have the form

(3.17) (®,Vy) + (D, LV) — (@, BV )0 + (PP, SV ) =0 =0,
where (,) is an inner product, ® is an arbitrary test function or grid function,
L+ LT > 0 (here transpose is understood in terms of the inner product), B is a

boundary operator arising from the integration of SBP procedure, and P, S are pen-
alty operators used to weakly impose the boundary condition. In particular,

= = ~ 1- _ 1-
(3.18) BV &~ — (D11Vy + D12V, + D13Vs.) + §AV =-DnF; + §AV,

where we have factored out D1y from F.
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We now assume that the boundary condition imposed at x = 0 is dissipative
or neutral (such a boundary condition is always possible to impose for hyperbolic-
parabolic systems). On the continuous level this means that for functions satisfying
the boundary condition

(3.19) H(X): ,

we have

_ 1 1/ v\" A  -D 1%
vT VTAV = = A 11
(820)  —ViDuk+5V74 Q(Fw) <—D11 0 >(Fz)20’

where again we see the matrix E appearing in (3.6) and (3.12).
To show that (3.20) holds with (3.19) imposed, we start by diagonalizing FE,

1 A 7D11 _ A+ 0 T + —
(3.21) 2(_D11 . >_Q< b A~ )@ AT>0 AT <0,

and set

(3.22) QT(g)_<%j)

Then a boundary matrix H of rank equal to the dimensionality of AT leading to
energy stability must be of the form H = (I — R)Q”, which transforms (3.19) into
W+ — RW~ = 0. It can be shown (see Nordstrom (2017)) that an energy estimate
using strong boundary conditions requires a matrix R that satisfies

(3.23) A~ +RTATR <.

For the semidiscretized system (3.17) we must specify the penalty terms. Note
that the construction of H is algebraic and applies to the approximate derivatives
appearing in B as well as to the soon-to-be-chosen operators S and P. In the equations
below, the quantities W will be understood to satisfy (3.22), with the continuous
quantities replaced by approximate ones.

To be consistent with the continuous formulation, we first choose S = H. Then
if we choose

(3.24) P= (AT ATR)QT,

the combined boundary contribution to the energy for the semidiscrete problem be-
comes

(PV)TSV —VTBV = (At (W* + RW ™))" (W+ — RW™)
(3.25) —~(WHTATWT — (WA~ W
=-W)T (A" +RTATR)W™ > 0.
Thus by the requirement (3.23), the method is energy stable.
The construction above is applicable to a wide array of methods, such as contin-
uous Galerkin finite elements, interior-penalty discontinuous Galerkin finite elements,
and SBP finite differences. With minor changes associated with the additional flux

variables, it can also be applied to local discontinuous Galerkin methods. We note
that other penalizations may also be used, but ours is a simple and universal choice.
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4. Conclusions. We have investigated the energy method and the Laplace trans-
form method as techniques for determining the number of boundary conditions re-
quired for a well posed IBVP. By reducing the systems of equations to first order
form, we proved that both methods yield the same number of boundary conditions.

The Laplace transform method is known to provide necessary and sufficient con-
ditions for the well posedness of IBVPs, and our result shows that the energy method
will provide them as well for hyperbolic, parabolic, and incompletely parabolic sys-
tems. Also, since both methods can be applied pointwise at smooth boundaries, the
result extends to this case.

If the IBVP is discretized using the SBP technique with weak boundary con-
ditions, the result is directly applicable to the corresponding semidiscrete approxi-
mation. Thus, the energy method provides an easy-to-apply general approach for
implementation of boundary conditions in both the continuous and semidiscrete cases.
The Laplace transform method can often be bypassed.

5. Appendix.

LEMMA 5. For bounded (s,wy,w.) and Re(s) =n > 0, the roots k of (3.2) are
bounded.

Proof. Rewrite the eigenvalue problem (3.1) in block form according to the di-
mensions of Dy; and recall that A, B, and C are symmetric:

(5.1) (1311 + le + s — D11f€2) Vi+ (iwme + iw.Cha + /_112%) V=0,
0,

(5.2) (iwy Bl +iw.Cly + ATyk) Vi + (iwyBoa + iw,Cas + Agok + sI) Va
where we have introduced

Py=sl+i (wyB11 +w.C11) + w§D22 + w2 D33 + wyw, (Da3 + D32)
(5.3) Q1= Ay — iwy (D12 + Da1) — tw; (D13 + Dsq).

Now suppose that a uniformly bounded sequence of (s,w,,w.), Re(s) =n > 0 exists
with |k| — co. Since Dj; is nonsingular, (5.1) then implies V; — 0. This makes
the largest term in (5.2) to be K/AQQVQ, so we must have flggVQ — 0. Since we are
looking for nonzero solutions, such a scenario is only possible if Ag, is singular with Vs
approaching one of its null vectors, vg. Returning to (5.1) and collecting the largest
terms, we find

(5.4) — D11 K2Vy + kA0 + O(1) = 0,

from which we conclude that

(5.5) Vi ~ kD7 Ao

Now set Vo ~ v + £~ 'wp, and consider O(1) terms in (5.2):

(5.6) A?QDl_llfllgvo + iwy Bagvg + iw,Cazvg + Azzwg + svg = 0.
Multiplying by vd" and taking the real part yields

(5.7) vg Afp D1y Avzvg + nug vo = 0,

where we have used the symmetry of Agy, Boo, and Cay and the fact that vg Asswg = 0.
Since n > 0 and the first term in (5.7) is nonnegative, we have reached a contradiction.
Thus k is bounded. O
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Note that a simple refinement of this argument also establishes the result in the
purely hyperbolic case.
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