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ABSTRACT11

We identify a set of ∼100 “cold” solar flares and perform a statistical analysis of them in12

the microwave range. Cold flares are characterized by a weak thermal response relative to nonthermal13

emission. This work is a follow up of a previous statistical study of cold flares, which focused on14

hard X-ray emission to quantify the flare nonthermal component. Here we focus on the microwave15

emission. The thermal response is evaluated by the soft X-ray emission mesured by the GOES X-ray16

sensors. We obtain spectral parameters of the flare gyrosynchrotron emission and reveal patterns of17

their temporal evolution. The main results of the previous statistical study are confirmed: as compared18

to a “mean” flare, the cold flares have shorter durations, higher spectral peak frequencies, and harder19

spectral indices after the spectral peak. Nonetheless, there are some cold flares with moderate and low20

peak frequencies. In a majority of cold flares, we find evidence suggesting the presence of the Razin21

effect in the microwave spectra indicative of rather dense flaring loops. We discuss the results in the22

context of electron acceleration efficiency.23

1. INTRODUCTION24

The magnetic energy that powers a solar flare can be distributed in a number of ways: heating of the surrounding25

plasma, accelerating charged particles (both electrons and ions), the kinetic energy of a coronal mass ejection, and26

radiation. The energy allocation between these different components varies dramatically from flare to flare (Emslie27

et al. 2012), and it is yet unclear what causes the energy partitioning in each case.28

In purely “thermal” flares, detectable particle acceleration does not occur and almost all released magnetic energy29

is spent on direct plasma heating (e. g., Gary & Hurford 1989; Fleishman et al. 2015). For the majority of flares,30

particle acceleration coexists with direct plasma heating (Veronig et al. 2002). For other flares, particle acceleration31

strongly dominates over direct heating, and almost all of the plasma thermal response is caused by the energy loss of32

the accelerated electrons. These flares are called “cold” solar flares and are characterized by a weak thermal response33

relative to the nonthermal emission. For cold solar flares no significant thermal emission is observed prior to the34

impulsive phase where nonthermal particles dominate, thus they represent a subclass of “early impulsive flares” (Sui35

et al. 2006).36

Cold solar flares are of particular interest. First, they allow experimental exploration of the causes of energy37

partitioning in a solar flare. Second, in such flares emission from nonthermal electrons can be examined down to low38

(∼10 keV) energies without contamination from stronger thermal emission. Third, cold solar flares allow us to study39

the thermal response of the plasma to accelerated particles without the admixture of direct heating.40

Several cold solar flares were reported in previous case studies (White et al. 1992; Bastian et al. 2007; Fleishman41

et al. 2011; Masuda et al. 2013; Fleishman et al. 2016; Motorina et al. 2020). The energy balance between thermal42

and nonthermal components calculated for cold flares in Bastian et al. (2007), Fleishman et al. (2016) and Motorina43
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et al. (2020) confirmed that the energy conveyed by accelerated electrons was sufficient to explain the observed plasma44

heating. The weak thermal response was attributed to (a) low temperatures due to high plasma density, in the flares45

reported by Bastian et al. (2007) and Masuda et al. (2013); or (b) low emission measure due to low plasma density46

(Fleishman et al. 2011) or the small volume of the main flaring loop (Fleishman et al. 2016).47

In Lysenko et al. (2018) (hereafter L18) a statistical study of cold solar flares in the X-ray and microwave ranges was48

performed for the first time. Cold flares were selected using hard X-ray (HXR) data from the Konus-Wind experiment49

(Aptekar et al. 1995), complemented by the microwave data from several available instruments. The reference flare50

set in the HXR range has been formed from solar flares registered by Konus-Wind and not classified as cold flares.51

The reference flare set in the microwave range was taken from the statistical study by Nita et al. (2004) based on52

observations at the Owens Valley Solar Array (OVSA).53

L18 found that, by comparison with the reference groups, cold flares tend to be characterized by harder spectral54

indices of the accelerated electron energy spectra. In the microwave range the overall peak frequency distribution of55

gyrosynchrotron spectra for cold flares was significantly shifted towards higher frequencies as compared to the reference56

flare set. At the same time, there are cold flares with very low peak frequencies. Compared to the reference groups of57

flares, cold flares are characterized by shorter duration in both the microwave and HXR ranges. Thus, L18 concluded58

that a group of cold flares characterized by high peak frequencies is associated with compact loops with strong magnetic59

fields, while the low-frequency group is produced by larger loops with weak field. It remains a question whether the60

harder spectra of accelerated electrons are related to the acceleration mechanism involved in cold flares, or whether61

chromospheric evaporation is reduced due to the penetration of electrons with harder spectra into the deeper layers of62

the Sun’s atmosphere (Fisher et al. 1985; Reep et al. 2015).63

In the present statistical study we use microwave emission for the selection of cold solar flares instead of HXR64

emission. The aims of the research are to cross-check the results with L18; to explore if the selection criteria for65

cold solar flares are sensitive to the choice of the nonthermal emission regime, HXR or microwave; which results are66

resistant to the flare selection criteria and which are not. The present study explores the thermal response of the67

ambient plasma to accelerated electrons, flare evolution in microwave and X-ray ranges, and draws conclusions about68

flare morphology and flare properties related to the acceleration mechanism. A practical goal of the research is to69

extend our list of the well-observed cold flares for future case studies.70

This paper is the first part of the research and is focused on event selection and the analysis of cold flare properties71

in the microwave domain. In the forthcoming second part we will study X-ray emission of cold solar flares and the72

relationships between properties observed in the microwave and X-ray domains.73

2. INSTRUMENTATION74

2.1. Total Power Radio Instruments75

Key radio instruments used in this work are the Nobeyama Radiopolarimeters (NoRP, Torii et al. 1979) located in76

Japan. NoRP measures intensity and circular polarization at six frequencies (1, 2, 3.75, 9.4, 17, and 35 GHz) with a77

time resolution of 1 s along with intensity measurements only at 80 GHz. In addition to NoRP, we use observations from78

several other radio instruments: the US Air Force Radio Solar Telescope Network (RSTN, Guidice et al. 1981), the79

Solar Radio Spectropolarimeters (SRS, Muratov 2011), and the Badary Broadband Microwave Spectropolarimeters80

(BBMS, Zhdanov & Zandanov 2015). RSTN consists of four stations at Learmonth (Australia), San Vito (Italy),81

Sagamore Hill (USA) and Palehua (USA), which measure intensity at eight frequencies (245, 410, 610, 1415, 2695,82

4995, 8800, and 15400 MHz) with a 1 s time resolution. In this work we use observations by Learmonth and Palehua83

stations overlapping in time with NoRP. SRS and BBMS spectropolarimeters are located near Irkutsk, Russia and84

provide integrated flux over the whole solar disk in two circular polarizations. SRS covers the 2–24 GHz frequency85

range at 16 frequencies with a temporal resolution of 1.6 s. BBMS performs measurements in the range 4–8 GHz at 2686

frequencies with resolution of 10 ms.87

2.2. GOES data in Soft X-ray Range88

In soft X-ray (SXR) range we use the data from GOES X-ray sensors (XRS) in two broad bands, 1–8 Å and 0.5–4 Å89

(White et al. 2005). Spacecraft of GOES series have been performing SXR observations since 1974 with temporal90

resolution varying from 3 s to 2 s. It should be noted that the XRS flux scale was changed with the transition to91
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GOES-16 in 20201, and NOAA are in the process of converting older data to the modern scaling, but most existing92

flare catalogs use the legacy scaling and that is the scale used for XRS data here.93

2.3. Imaging instruments94

When available, the locations of cold solar flares on the solar disk were determined by microwave images from95

Nobeyama Radioheliograph (NoRH, Nakajima et al. 1994). In other cases we searched for HXR images from the96

Ramaty High Energy Solar Spectroscopic Imager (RHESSI, Lin et al. 2002). For the cases where neither NoRH nor97

RHESSI data were available, we used differential images obtained by Atmospheric Imaging Assembly onboard Solar98

Dynamics Observatory (SDO/AIA, Lemen et al. 2012).299

3. SELECTION OF COLD SOLAR FLARES100

We searched for the cold solar flares in the events seen by NoRP from 2010 to 2017 for identifying matching101

observations by SDO/AIA and RHESSI for future case studies of the selected flares. For this search we used a new102

catalog of NoRP events developed for other purposes (a study of the incidence of coherent emission; S. M. White et103

al., in preparation). This catalog is somewhat larger than the observatory catalog, which stopped updating in 2015104

due to resource issues: the new catalog has 633 events in the period 2010-2015 relevant for this study, compared to105

195 in the on-line catalog.106

For comparison between thermal and nonthermal components we used an approach similar to that adopted in107

L18. The nonthermal component was quantified as the background-subtracted peak flux density or time-integrated108

flux density of gyrosynchrotron emission observed in the microwave range during the impulsive phase. The thermal109

response to this nonthermal energy input was estimated as the maximum flux increase in the GOES 1–8 Å channel110

during the flare impulsive phase, ∆GOES (Figure 1). If no response was observed, or a high and decreasing background111

in the GOES 1–8 Å channel was present, ∆GOES was estimated as the flux error at the beginning of the impulsive112

phase in the 1–8 Å channel, i.e., 15 % of the flux (Garcia 1994). In the cases where thermal response was very low, i.113

e. less than the error of the maximum flux, we also estimated upper limits for ∆GOES as 15 % of the maximum flux.114

L18 identified two main groups in the radio properties of cold solar flares: high-frequency flares with a maximum115

in the radio spectrum at frequencies >10 GHz, and low-frequency flares with spectral maximum at a few GHz. Along116

with these main groups, there are cold flares with spectral peaks at moderate frequencies (between ∼3 and ∼10 GHz).117

To account for this spectral diversity we performed a search on three NoRP frequencies: 3.75 GHz, 9.4 GHz and118

17 GHz. We did not use 1 GHz and 2 GHz for the search because of the frequent occurrence of bright coherent emission119

there. At higher frequencies we considered narrow-band events with a short time scale to be caused by120

coherent emission and excluded them.121

A bias could well result from the use of multiple frequencies to pick out cold flares without accounting for the122

location of the radio spectral peak. This is because the microwave flux depends on a high power of the magnetic field123

strength as well as the nonthermal energy of the radio-emitting electrons, and thus the pure radio flux is, likely, not124

the best measure of the nonthermal energy: the higher the spectral peak, likely the higher the magnetic field strength125

and thus the more the radio flux might over-represent the nonthermal energy. On the other hand, regions of strong126

magnetic field tend to be more compact than regions with weaker field. The radio flux is proportional to the source127

area when optically thick; thus, the radio flux increase due to magnetic field increase may be partly compensated by128

a corresponding decrease of the source area. We check a posteriori if our selection introduces any bias towards events129

with higher microwave spectral peak frequency.130

There is an intrinsic uncertainty in determining the end of the impulsive phase in the microwave range because of131

thermal radio emission at later stages. Often, the flare-associated thermal radio emission decays very slowly and lasts132

for minutes or tens of minutes after the gyrosynchrotron emission is over, similar to the duration of SXR emission.133

To identify and exclude this component we segmented the microwave time profiles into “Bayesian blocks”, which is134

a standard technique for astronomical light-curve analysis (Scargle et al. 2013). A Bayesian block is a time interval135

assumed to have “constant” flux density at the selected significance level, with superposed variations that can be136

regarded as random fluctuations. Here we took the significance level to be equal to 4σ where σ was determined for137

each flare on each of the three frequencies as a standard deviation of the flux density during a 30 s interval with stable138

1 see http://www.ngdc.noaa.gov/stp/satellite/goes/doc/GOES XRS readme.pdf
2 The SDO/AIA images are available on the website https://www.lmsal.com/solarsoft/latest events archive/events summary/ or https:

//helioviewer.ias.u-psud.fr/.

http://www.ngdc.noaa.gov/stp/satellite/goes/doc/GOES_XRS_readme.pdf
https://www.lmsal.com/solarsoft/latest_events_archive/events_summary/
https://helioviewer.ias.u-psud.fr/
https://helioviewer.ias.u-psud.fr/
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Figure 1. Association between thermal and nonthermal flare components. (a) Microwave dynamic spectrum of a flare on 2015
May 8; the colorbar represents the flux density in SFU; time profiles at (b) 3.75 GHz, (c) 9.4 GHz, and (d) 17 GHz; horizontal
dashed lines correspond to the preflare background level, dotted lines indicate the postflare background level, dash-dotted lines
mark flare peaks at each frequency, semitransparent fill corresponds to time-integrated flux density at each frequency; (e) flux
in the GOES 1–8 Å channel, horizontal dashed lines mark the flux increment ∆GOES during the impulsive phase at 3.75 GHz
(red), 9.4 GHz (blue), 17 GHz (green); vertical dashed lines indicate the beginning and the end of the flare impulsive phase at
3.75 GHz (red), 9.4 GHz (blue), 17 GHz (green).

emission. We determined preflare and postflare background levels as the first Bayesian block with duration more than139

30 s before and after the flare peak respectively.3 The beginning and the end of the impulsive phase were determined as140

the times when the flux is at a level 10 % of the peak value above preflare and postflare background levels, respectively141

(Figure 1). Time profiles at frequencies with failures, significantly varying background, and significant contribution142

from coherent emission were excluded.143

3 We used our own implementation for Bayesian block segmentation. The source code is available via https://github.com/dsvinkin/
b blocks

https://github.com/dsvinkin/b_blocks
https://github.com/dsvinkin/b_blocks


5

100 101 102 103 104

10-7

10-6

10-5

10-4

10-3
∆
G
O
E
S
 1

-8
 Å

 fl
ux

, W
/m

2

3.75 GHz
Cold flares
Other flares

101 102 103 104 105 106 107

10-7

10-6

10-5

10-4

10-3
3.75 GHz

Cold flares
Other flares

101 102 103 104

10-7

10-6

10-5

10-4

10-3

∆
G
O
E
S
 1

-8
 Å

 fl
ux

, W
/m

2

9.4 GHz
Cold flares
Other flares

102 103 104 105 106 107

10-7

10-6

10-5

10-4

10-3
9.4 GHz
Cold flares
Other flares

101 102 103 104

Peak flux density, Fpeak, SFU

10-7

10-6

10-5

10-4

∆
G
O
E
S
 1

-8
 Å

 fl
ux

, W
/m

2

17 GHz
Cold flares
Other flares

102 103 104 105 106 107

Time integrated flux density, Fint, SFU*s

10-7

10-6

10-5

10-4

17 GHz
Cold flares
Other flares

Figure 2. Relationship between peak flux density (left) and time integrated flux density (right) observed by NoRP and the
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Finally we derived power-law relations between the peak flux density and ∆GOES and time-integrated flux density144

and ∆GOES for more than 500 flares. These data are plotted in Figure 2. Solid lines represent linear regression145

lines (on a logarithmic scale) for all flares between the peak flux density (Figure 2, left) and the time-integrated flux146

density (Figure 2, right) at 3.75 GHz (top), 9.4 GHz (middle) and 17 GHz (bottom) and ∆GOES . Regression lines147

(solid black) were calculated using the python scipy.stats.linregress procedure. Dashed lines separate outliers with low148

thermal response at each of the three frequencies. These outliers were selected as in L18: we built the distribution of149

distances between each point and the regression line for the specified frequency, with negative distances for the points150

below and positive distances for the points above the regression line. The points which fall in the 16 % percentile are151

identified as weak thermal response outliers. In this manner we selected 130 flares which demonstrated weak thermal152

response relative to the nonthermal peak or time-integrated emission on at least one of the three frequencies.153

From this candidate list we excluded flares which are not early impulsive flares, i.e. flares with preheating. We used154

the formal criterion proposed in Sui et al. (2006): the absence of a flux increase in the GOES XRS sensors earlier155

than 30 s before the flare impulsive phase. Here we met with a difficulty – almost half of the cold flare candidates156

occurred during unstable background in the SXR range, either during the decay of a more powerful flare, or after a157

series of small brightenings, perhaps, preflares. Such preflares are rather common phenomena (see, e.g. Fárńık et al.158

1996; Fárńık & Savy 1998; Battaglia et al. 2009; Wang et al. 2017), and for the majority of flares the preflare sources159

don’t coincide spatially with the main flare phase (Fárńık & Savy 1998) and refer to a distinct energy release such as160

reconnection of a small loop with a larger one (Fárńık et al. 1996; Wang et al. 2017). Without spatial information it161

is difficult to draw a solid conclusion as to whether activity observed before the flare refers to the same reconnection162

act as the impulsive phase and, thus, may represent a preheating, or not. Thus, we used the following formal criteria.163

If the flux in the GOES sensors increases monotonically before the impulsive phase, we considered it to be preheating164

and excluded such flares. If before the impulsive phase the SXR flux increased and than decreased, we kept such flares165

as cold solar flare candidates. These will be further discussed in Section 5.166

These criteria identified 109 early impulsive solar flares without preheating and with weak thermal response. Later167

we excluded two flares after cross-calibration of NoRP data with BBMS and SRS, which revealed that the flux density168

in the microwave range for these flares showed significant discrepancies between observatories. Localization of these169

107 flares on the solar disk revealed two behind-the-limb flares which were also excluded since the thermal emission170

could, in fact, be strong but occulted by the solar limb.171

The final list contains 105 cold solar flares. Figures and tables with the relationship between nonthermal and172

thermal flare components for each cold flare are reported at doi:10.5281/zenodo.7775771. Cold flares are plotted in173

Figure 2 with red, blue and green circles referring to frequencies 3.75 GHz, 9.4 GHz and 17 GHz, respectively, while the174

remaining flares are shown as gray circles. As we used weak thermal response relative to either peak or time-integrated175

nonthermal emission, there are cold flares above the dashed lines on all relationships in Figure 2.176

The cold flare list presented here contains 15 solar flares registered by Konus-Wind in the triggered mode. The cold177

solar flare list from L18 contains six cold flares which coincide in time with NoRP observations and occur in 2010–2017.178

Thus, the cold flare selection in L18 was more restrictive and there are only four flares in common between these two179

lists.180

4. DATA ANALYSIS181

4.1. Distribution of cold solar flares on the disk182

Cold solar flare locations on the solar disk are plotted in Figure 3, along with their distribution over the longitude.183

Helioprojective coordinates for each cold flare are reported at doi:10.5281/zenodo.7775771. The flare distribution over184

the longitude is fairly uniform taking into account the uncertainties. Kosugi (1985) showed that solar gyrosynchrotron185

emission at 17 GHz is apparently isotropic, and the slight bias away from the limb obtained by him is due to the difficulty186

of near-limb flare identification in Hα images. Thus, we conclude that the cold solar flare longitudial distribution is187

similar to that of other flares, and the selection of cold solar flares is not affected by observational selection related to188

the emission directivity.189

4.2. Spectral fitting of gyrosynchrotron microwave spectra190

The gyrosynchrotron spectrum of flare-accelerated electrons depends on the magnetic field strength and direction,191

the spectrum of nonthermal electrons, and the density and the temperature of the thermal plasma, see online video192

in Fleishman et al. (2022). It has a bell-shape that can be characterized by four free parameters: the peak frequency193

https://doi.org/10.5281/zenodo.7775771
https://doi.org/10.5281/zenodo.7775771
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Figure 3. Cold solar flare locations on the solar disk (top) and distribution by longitude (bottom).

fpeak, the peak flux density Speak, the low-frequency spectral index αlf , and the high-frequency spectral index αhf .194

This spectral shape can be described by a phenomenological model (Stahli et al. 1989):195

S(f) = Afα
[
1 − e−Bf

−β
]
, (1)

Here αlf=α, αhf=α-β and fpeak and Speak can be calculated via parameters of the function S(f).196

To determine parameter values at a given time frame we use the least-square spectral fitting. Prior to the spectral197

fitting, we prepared dynamic spectra combining all available microwave data obtained with various instruments. We198

fixed clock errors by selecting NoRP timing as the reference. Time intervals for the background estimation were199

defined individually for each instrument, and background was approximated by a constant or a polynomial. The200

standard deviation at each frequency was estimated as the flux density deviation from the background level during a201

background time interval. To reduce random fluctuations of the fitting parameters we used Bayesian block segmentation202

(see Section 3). The time intervals used for the spectral fitting were combined from the boundaries of Bayesian blocks203

at each frequency, thus, fitting was performed on the data with variable time resolution. We ignored frequencies with204

faults, amplitude calibration errors and frequencies where coherent plasma emission could be present. If there were205

multiple spectral peaks we analyzed the most intense one.206

The least-squares technique was applied in python using the scipy.optimize.minimize function. Wherever possible we207

fitted the spectra by the phenomenological gyrosynchrotron model (GYR, Equation 1), but for a number of flares208

the spectral peak was outside the observed frequency range. In these cases we used a power-law model (PL) and209

determined only lower limits for Speak, lower or upper limits for fpeak and αlf or αhf depending on whether fpeak is210
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Figure 4. An example of fitting a cold solar flare with the GYR model (equation 1; cf. L18). (a) Microwave dynamic spectrum;
the color bar shows the flux density scale in SFU; time evolution of (b) the peak flux density; (c) the low frequency spectral
index; (d) the peak frequency; and (e) the high frequency spectral index. Red points mark time intervals included in histograms
with fitting parameters.

above or below the observational range, respectively. For two flares we had to freeze αlf at fixed values in order to211

achieve a fit. For some flares αlf or αhf was poorly defined when using the GYR model due to the small number of212

observed frequencies below or above the spectral peak. In these cases the appropriate spectral index was defined using213

the PL model. For four flares both αlf and αhf were rather large such that the GYR model couldn’t determine them214

correctly, and the PL model was used for estimation of both spectral indices.215

We obtained successful fits for 86 flares with the GYR model and for 12 flares with the PL model. For the remaining216

seven flares spectral fitting failed due to insufficient number of observed frequencies or large amplitude-calibration217

discrepancies between different instruments. An example of the time evolution of the fitted parameters is plotted in218

Figure 4. Fit results for individual cold solar flares are plotted at doi:10.5281/zenodo.7775771219

4.3. Parameter distributions of gyrosynchrotron spectra220

https://doi.org/10.5281/zenodo.7775771
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Following L18, we compare distributions of the fitted parameters Speak, fpeak, αlf and αhf obtained for cold solar221

flares with those from a group of reference flares obtained by Nita et al. (2004) based on OVSA data (Gary & Hurford222

1994). Unlike L18 and the present study, the reference group contains events with both gyrosynchrotron and coherent223

emission at the lower frequencies. To account for this slight discrepancy we included in the reference distributions224

only flares with peak frequencies above 2.6 GHz; this frequency was found to be a rough demarcation point between225

decimetric, often coherent, and centimetric, mainly gyrosynchrotron bursts.226
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To account for significant time evolution of spectral parameters which can occur during the microwave bursts (see,227

e.g., Melnikov et al. 2008; Fleishman et al. 2016) we used the same approach as in L18: histograms with parameter228

distributions include values obtained for five time frames during the main temporal peak. These five time frames are229

selected at the beginning and the end of the peak, at the peak maximum, and in the middle of the rising and declining230

phases. The beginning and the end of the peak were defined in the same way as in Nita et al. (2004): as the beginning231

and the end of the time interval during which the flux density at the peak frequency of the event is above 80 % of the232

corresponding peak flux. The parameter values included in histograms are marked in Figure 4 with red points.233

Distributions of the peak flux density Speak, peak frequency fpeak, low frequency spectral index αlf and high frequency234

spectral index αhf are presented in Figure 5, along with results obtained for cold solar flares in L18 and results for the235

reference group of solar flares taken from Nita et al. (2004).236

The peak frequency distribution for cold solar flares obtained in this work is shifted to higher frequencies as compared237

to the distribution of the reference flare set, but this shift is not as large as the one obtained in L18. This could be238

evidence that our multi-frequency cold solar flare selection process does not introduce additional bias towards events239

with high spectral peak frequency compared with the L18 selection based on the HXR data (see Section 3). As in240

L18, there is a group of cold solar flares with low peak frequencies (fpeak <3 GHz), i. e. 14 flares out of 98 flares241

with successful fits; 37 flares are characterized by moderate values of fpeak (3 GHz< fpeak <10 GHz); while the most242

numerous group among cold solar flares, 47 out of 98, are high-frequency flares with fpeak >10 GHz. Higher values243

of peak frequency indicate stronger magnetic field in the cold solar flares compared to flares from the reference group244

(Fleishman et al. 2020).245

The distribution of the peak flux density shows that the cold solar flares studied in this work are more intense than246

those studied in L18 and those from the reference group. This can be attributed to harder electron energy spectra247

and, as a consequence, higher effective energies of the radiating nonthermal electrons for cold solar flares as well as to248

higher magnetic field.249

The low-frequency spectral index could be determined for 96 cold solar flares out of 98 flares with successful fits.250

Cold solar flares studied in this work are characterized by higher values of αlf than the cold solar flares from L18251

and flares from the reference set. The magnitude of αlf is related to the source morphology (Fleishman et al. 2018):252

lower values of αlf can be explained by source inhomogeneity, while larger values of αlf can be related to, e.g., Razin253

supression (Razin 1960a), free-free absorption, or gyrosynchrotron self-absorption along the line of sight (Bastian et al.254

1998), for further details see Section 4.5.255

The high-frequency spectral indices αhf for cold solar flares both from this work and L18 are smaller in absolute256

value than those for the reference flare set obtained by Nita et al. (2004). There could be several reasons for this;257

e.g., harder energy spectra of accelerated electrons (Fleishman et al. 2020) or the presence of the Razin effect which258

could flatten αhf (Razin 1960b; Melnikov et al. 2008). It should be noted that the percentage of flares with very flat259

spectra (αhf >-0.5) presumably related to free-free emission of thermal electrons (White et al. 1992) is approximately260

the same for cold solar flares from this work, from L18 and for the reference flare set.261

4.4. Timescales in the microwave range262

Cold solar flare timescales in the microwave range were estimated as the time interval during which the flux density263

at the peak frequency exceeds 80 % of the peak flux (see Section 4.3). Such an approach allows direct comparison of264

the present results with the results obtained in L18 and in Nita et al. (2004), but it can only be applied to the flares265

with successful spectral fits. For the flares fitted by the PL model a lower limit of the timescale is defined. Note266

that the timescale defined in this way is significantly shorter than the impulsive phase duration defined from the light267

curves (Section 3). The peak timescales for individual flares are reported at doi:10.5281/zenodo.7775771, and their268

distribution along with distributions for the cold solar flares from L18 and for the reference flare set from Nita et al.269

(2004) are presented in Figure 6. Cold solar flares both from this work and L18 are generally significantly shorter than270

flares from the reference group. This could imply shorter flare loops for the cold solar flares compared to the flares271

from the reference group.272

4.5. Spectral evolution in the microwave range273

Evolution of the microwave spectral parameters is linked with the evolution of flare morphology and the nonthermal274

electron distribution, and, thus, can help better understand dynamic processes in solar flares (e.g. Bastian et al. 2007;275

Melnikov et al. 2008; Fleishman et al. 2016). The peak frequency evolution is available for 86 out of 98 flares with276

https://doi.org/10.5281/zenodo.7775771
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successful fits with the GYR model (see Section 4.2). We consider two aspects of fpeak variations: correlation with277

the peak flux density, and the overall change in peak frequency over the course of the flare.278

Based on the correlations between fpeak and Speak, the flares were divided into three groups. The first group, “C+”,279

demonstrates high correlation (correlation coefficient CfS >0.5) and contains 34 flares; an example of such a flare is280

presented in Figure 7(a). In the second group, “C–”, high anticorrelation between fpeak and Speak is observed (CfS <-281

0.5); this group contains 16 flares (Figure 7(b)). Flares of the third group, “C0”, do not show a significant relationship282

between fpeak and Speak (-0.5< CfS <0.5, 36 flares). High correlation between fpeak and Speak implies that the283

spectral peak is formed by gyrosynchrotron self-absorption (GS absorption), while deviations from this relation most284

likely indicate the presence of the Razin effect (Melnikov et al. 2008). As the Razin cutoff frequency is proportional285

to fR ∼ ne/B, where ne is the number density of electrons in the ambient plasma and B is the magnetic field, high286

anticorrelation between fpeak and Speak could be explained as the increase of the magnetic field strength simultaneously287

with the flux density. An alternative explanation could be significant radio source expansion while maintaining the288

same number of emitting particles (Lee et al. 1994; Fleishman et al. 2016).289

We identified four patterns of overall peak frequency change during the flare: overall increase of fpeak (“F+”, 27290

flares; an example is presented in Figure 7(c)), overall decrease of fpeak (“F–”, 33 flares, Figure 7(d)), the recovery of291

fpeak after the main peak to the level observed before the peak (“F0”, 13 flares), and more complicated evolution with292

multiple increases and decreases of fpeak during the main flare peak (“F?”, 13 flares, Figure 7(e)). The increase of the293

peak frequency could be related to the increase of plasma density during the flare in the presence of the Razin effect294

(Melnikov et al. 2008). The peak frequency decrease during the flare was observed for the cold solar flare described by295

Bastian et al. (2007) and was explained as flare-loop heating by accelerated electrons, making the loop more transparent296

to the free-free emission. Another explanation of the fpeak decrease could be the movement of the microwave source297

to the loop top where the magnetic field is weaker (Lee et al. 1994). Multiple peak frequency variations observed for298

the flares of type “F?” could be caused by the variations of the source size, viewing angle and/or number density of299

nonthermal electrons during the main flare peak (Fleishman et al. 2020).300

A homogeneous source with a spectral peak formed by gyrosynchrotron absorption should have a low-frequency index301

between 2 and 3, while the Razin effect for a homogeneous source produces spectra with steeper low-frequency spectral302

indices (Razin 1960b). Free-free absorption by a thermal plasma between the source and the observer can result in303

even steeper low-frequency spectral slopes (Bastian et al. 1998). An accurate analysis in Fleishman et al. (2018) based304
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on multifrequency imaging showed that the influence of the source inhomogeneity can reduce low-frequency indices in305

the presence of the Razin effect down to values of ∼1.306

In the present study we could not perform such a thorough analysis, thus, for the rough flare classification we307

employed formal criteria based on αlf values and the relationship between fpeak and Speak. Events with αlf <2 and308

high correlation between fpeak and Speak were attributed to inhomogeneous sources (I – 21 flares); the combination of309

αlf <4 and low correlation between fpeak and Speak was interpreted as inhomogeneous sources with the Razin effect310

(IR – 28 flares); flare spectra which showed correlation between fpeak and Speak were assumed to be formed by GS311

absorption if 2< αlf <3 (S – 6 flares), or GS absorption plus free-free absorption along the line of sight if 3< αlf <4312

(SA – 7 flares); cases with 4< αlf <6 were interpreted as the Razin effect in homogeneous sources (R – 31 flares); high313

values of the low-frequency index, αlf >6, were explained by a combination of Razin effect and free-free absorption314

along the line-of sight (RA – 3 flares). Thus the Razin effect likely played a role on the low-frequency side for the315

majority of flares, 62 out of 96 flares with estimations of αlf .316

High-frequency indices are primarily associated with the energy spectra of accelerated electrons in flare loops, but317

may be affected by other factors as well. These factors include pitch-angle anisotropy of the nonthermal electrons,318

value of the magnetic field, Razin effect, or contribution from the thermal free-free component. Accordingly, the319

evolutionary patterns of the high-frequency spectral index may show more diversity than do the HXR indices (this320

is confirmed by the catalog of events employed by Nita et al. 2004, who, however, did not report detailed statistical321

properties of this spectral evolution).322

We found three main evolution types of αhf . The first type, soft-hard-soft (SHS) evolution, is typical for hard X-ray323

spectra and is observed for 25 cold solar flares; an example is shown in Figure 7(f). This evolution most likely mirrors324

the properties of the electron acceleration mechanism (Grigis & Benz 2004). However, the most numerous group325

consists of 40 flares with the opposite, hard-soft-hard behavior of αhf (HSH, see Figure 7(g)). Such behavior could326

be attributed to the contribution of free-free emission with a flatter spectrum over the course of the flare. Another327

explanation is the change of the electron pitch-angle distribution from isotropic to beam-like while observing from a328

transverse direction during the flare peak (Fleishman & Melnikov 2003). Another flare group demonstrates soft-hard-329

harder (SHH) spectral evolution, and contains 10 flares (Figure 7(h)). This evolution type is rather common for330

both HXR and microwave emission (Asai et al. 2013) and could be explained by the capture of accelerated electrons331

in magnetic traps and preferential scattering of low energy electrons into the loss cone due to Coulomb collisions332

leading to their precipitation into the chromosphere. This results in a steady hardening of the energy spectrum of the333

electrons remaining in the trap (Cliver et al. 1986). For the remaining flares we could not draw solid conclusions about334

the evolution of αhf due to the insufficient number of frequencies above the spectral peak, or chaotic changes in αhf335

making it difficult to determine a clear evolution pattern.336

The patterns of parameter temporal evolution along with morphology types defined by αlf for individual cold flare337

are reported at doi:10.5281/zenodo.7775771.338

5. SUMMARY AND DISCUSSION339

In the present study we have analyzed microwave properties of solar flares with abnormally weak thermal response340

relative to the nonthermal emission—cold solar flares. The selection criteria for cold solar flares were similar to those341

used in L18: (i) a low flux increase in the GOES 1–8 Å channel during the flare impulsive phase relative to the peak342

flux or time integrated flux of the nonthermal emission; and (ii) the absence of preheating before the flare impulsive343

phase. In this study we used microwave emission at 3.75 GHz, 9.4 GHz and 17 GHz for the estimation of the nonthermal344

flare component, rather than HXR emission used in L18. Our search revealed 105 cold solar flares out of a subset345

of >500 solar flares recorded by NoRP in the period 2010–2017, hence ∼20 % of flares were qualified as “cold.” In346

L18, only 27 cold solar flares were found from 1994 to 2017 among ∼1000 solar flares registered by Konus-Wind in347

the triggered mode, thus the criteria used in the current work are less restrictive. This is partly because Konus-Wind348

detects only rather hard and spiky flares in the triggered mode, while NoRP data are less exposed to these selection349

effects. Thus, as compared to L18, the present flare list improves the statistical sample for the study.350

Despite the differences in the choice of the nonthermal diagnostic, the main results of L18 for the parameter distri-351

bution of the gyrosynchrotron spectra were confirmed here. As compared to the reference flare set taken from Nita352

et al. (2004), the cold solar flares have the following features:353

1. Cold flares both from L18 and the present work are characterized by higher values of the gyrosynchrotron peak354

frequencies fpeak: in the present study ∼50 % of cold flares have fpeak >10 GHz, while statistical studies of355

https://doi.org/10.5281/zenodo.7775771
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microwave bursts showed that for the majority of bursts fpeak lies in the range 4–10 GHz (Guidice & Castelli356

1975; Stahli et al. 1989; Nita et al. 2004).357

2. Both studies revealed a group of flares with low peak frequencies (fpeak <3 GHz); in the present study this group358

contains ∼14 % of cold flares.359

3. Distribution of the low-frequency indices αlf for cold solar flares is shifted towards higher values as compared to360

this distribution for the flares of reference group; although, this shift is much more vivid in the present study361

than in L18.362

4. Cold solar flares from present work and L18 are characterized by harder high-frequency spectral indices αhf363

compared with the reference group.364

5. Cold solar flares in present study demonstrate higher microwave intensities compared to cold flares from L18 and365

the reference set.366

6. Cold flares from both this work and L18 have significantly shorter timescales in the microwave range, than flares367

from the reference set.368

In the present study, in addition to the distributions of gyrosynchrotron spectral parameters, we examined their369

temporal evolution and found several evolutionary patterns allowing us to draw additional conclusions about flare370

morphology and flare scenarios.371

If the spectral peak is formed by gyrosynchrotron self-absorption, the peak frequency fpeak increases together with372

the peak flux density Speak during the flare maximum (Melnikov et al. 2008; Fleishman et al. 2020), as the number of373

nonthermal electrons increases. However, for the majority of cold solar flares (∼65 %), fpeak and Speak do not correlate.374

This fact along with higher values of αlf speaks in favor of the Razin effect playing a role (Melnikov et al. 2008). For375

∼20 % of the cold solar flares the influence of the Razin effect is so strong that the fpeak and Speak even anticorrelate:376

as the Razin cutoff frequency is inversely proportional to the magnetic field strength, such anticorrelation could be377

caused by an increase in field strength during the flare peak (for alternative explanations, see Section 4.5).378

In many cases (one third of all cold solar flares) the peak frequency decreased during the course of the flare, which379

was also observed in the cold flare described by Bastian et al. (2007). Presumably, in such flares accelerated electrons380

lose their energy in dense flaring loops before they reach the chromosphere. The heating of the loop by nonthermal381

electrons reduces the free-free opacity, which may reduce the peak frequency.382

For the group of flares with a spectral peak formed by gyrosynchrotron self-absorption, high values of fpeak imply383

a strong magnetic field, and low values of fpeak are associated with a weak field. The presence of the Razin effect384

indicates high background density in the flaring loops; although the Razin cutoff frequency is inversely proportional385

to magnetic field, the field needs to be strong enough to produce intense microwave emission. The shorter durations386

of cold solar flares relative to the flares of the reference set could be explained by shorter flaring loops. Thus, many of387

the cold solar flares are inferred to be confined flares with high magnetic field strength and high density of the loop388

plasma. For such dense flares, chromospheric evaporation could be suppressed as most accelerated electrons lose their389

energy in the flaring loops and do not reach the chromosphere. Such dense loops could be leftovers of some earlier390

activity (see Section 3), such as an earlier flare, which could have initiated significant chromospheric evaporation prior391

to the impulsive phase of the cold solar flare (Battaglia et al. 2009). Between cold solar flares there is a group of flares392

with a spectral peak formed by gyrosynchrotron self-absorption and low peak frequencies and, hence, weak field. Such393

flares could be similar to the tenuous cold flare described by Fleishman et al. (2011), where the thermal response is394

reduced due to low emission measure.395

Recent simulations (Arnold et al. 2021; Sioulas et al. 2022) show that the key parameter defining the efficiency of396

electron acceleration is the ratio between reconnecting and non-reconnecting magnetic field, or “guide” field. With the397

increase of the reconnecting field over the guide field, and, thus, the increase of the free magnetic energy, acceleration398

efficiency goes up. Higher values of reconnecting magnetic field relative to the guide field give harder power-law indices399

for the electron distribution (Arnold et al. 2021), which can be related to the harder high-frequency indices observed400

for cold solar flares compared to the flares of the reference group.401

Arnold et al. (2021) also show that system size has little influence on the nonthermal electron production, thus cold402

solar flares could be examples of high acceleration efficiency, similar to that observed in the large X8.2 class solar flare403
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of 10 September 2017 (Fleishman et al. 2022). In this flare almost all electrons in the cusp region were accelerated to404

form a power-law distribution, while the number density of the thermal electrons became undetectable.405

While the source of electron nonthermal energy gain in a flare is the magnetic field, the only driving406

force capable of accelerating charged particles is the electric field force. Data-constrained 3D modeling407

of a multi-loop C-class solar flare evolution (Fleishman et al. 2023; ApJ in press) revealed strong dependence of the408

acceleration efficiency on the Dreicer field value in the given flux tube. Specifically, the acceleration was highly efficient409

in a hot tenuous loop with a low value of the Dreicer field, while it was much weaker in a cooler and denser loop with410

a larger Dreicer field. This implies that the acceleration efficiency can be controlled by a balance between the effective411

electric field (which can be either turbulent, or regular, or a combination of both) responsible for plasma412

energization and the value of the Dreicer field that controls the fraction of the runaway particles vs the Maxwellian413

core particles. In this context high acceleration efficiency in the cold solar flares with the apparent lack414

of the direct heating can indicate that the effective accelerating electric field is comparable to or larger415

than the Dreicer field. The Dreicer field depends on the plasma density and temperature; thus, it is416

different for tenuous and dense flares and may be different for flares with low and high spectral peak417

frequencies. We expect that the study of X-ray emission which we plan to perform in a follow up paper418

will allow us to better constrain the causes of high acceleration efficiency and low direct heating in the419

cold solar flares.420

The cause of the hard-soft-hard (HSH) evolution pattern of the high-frequency spectral index αhf , which was found421

to occur in ∼40 % of cold flares (see Section 4.5), is unclear. To draw reliable conclusions about the reasons responsible422

for the evolution of αhf one would have to perform thorough case studies of well-observed flares. These studies seem423

to be promising as evolution patterns of αhf might not be features just distinctive of cold solar flares, but may be424

common to other solar flares accompanied by electron acceleration.425

In the forthcoming part of this study we will investigate energy partitioning between thermal and nonthermal flare426

components based on X-ray observations to verify if there was truly no (or very little) direct heating for the flares427

from the present list. Analysis of hard X-ray data will allow recovery of the spectrum of accelerated electrons more428

directly and, thus, help disentangling acceleration, propagation, and other effects on the electron spectra and the429

high-frequency spectral index of the radio emission.430

6. CONCLUSIONS431

This study identifies and statistically analyzes about 100 “cold” solar flares, with weak thermal response in the soft432

X-ray range relative to the prominent nonthermal emission in the microwave range. The statistical analysis of these433

cold flares in the microwave range confirms the conclusions obtained in the previous study by Lysenko et al. (2018):434

cold solar flares are characterized by higher peak frequencies of gyrosynchrotron emission, harder spectral indices in the435

high frequency range, and shorter durations than the flares of the reference group taken from the statistical study by436

Nita et al. (2004). This study reveals that, for a majority of cold flares, the gyrosynchrotron spectrum is influenced by437

the Razin effect rather than gyrosynchrotron self-absorption. We propose that the majority of cold flares are confined438

flares and are associated with short loops with strong magnetic fields and dense ambient plasma. However, cold flares439

do not represent a homogeneous group, and there are cold flares with low or moderate values of peak frequencies and440

long duration. We suggest that in cold solar flares the direct plasma heating is negligible and almost all the heating is441

driven by the Coulomb energy loss of the accelerated electrons. A better understanding of why the thermal emission442

is weak in cold solar flares requires an analysis of the X-ray emission, which will be performed in a subsequent study.443
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