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A B S T R A C T   

The rise of complex AI systems in healthcare and other sectors has led to a growing area of research called 
Explainable AI (XAI) designed to increase transparency. In this area, quantitative and qualitative studies focus on 
improving user trust and task performance by providing system- and prediction-level XAI features. We analyze 
stakeholder engagement events (interviews and workshops) on the use of AI for kidney transplantation. From this 
we identify themes which we use to frame a scoping literature review on current XAI features. The stakeholder 
engagement process lasted over nine months covering three stakeholder group's workflows, determining where 
AI could intervene and assessing a mock XAI decision support system. Based on the stakeholder engagement, we 
identify four major themes relevant to designing XAI systems – 1) use of AI predictions, 2) information included 
in AI predictions, 3) personalization of AI predictions for individual differences, and 4) customizing AI pre-
dictions for specific cases. Using these themes, our scoping literature review finds that providing AI predictions 
before, during, or after decision-making could be beneficial depending on the complexity of the stakeholder's 
task. Additionally, expert stakeholders like surgeons prefer minimal to no XAI features, AI prediction, and un-
certainty estimates for easy use cases. However, almost all stakeholders prefer to have optional XAI features to 
review when needed, especially in hard-to-predict cases. The literature also suggests that providing both system- 
and prediction-level information is necessary to build the user's mental model of the system appropriately. 
Although XAI features improve users' trust in the system, human-AI team performance is not always enhanced. 
Overall, stakeholders prefer to have agency over the XAI interface to control the level of information based on 
their needs and task complexity. We conclude with suggestions for future research, especially on customizing XAI 
features based on preferences and tasks.   

1. Introduction 

Artificial intelligence (AI) technology is rapidly accelerating, open-
ing new opportunities to integrate it into high-stakes domains such as 
healthcare, defense, and legal applications. However, several high- 
profile attempts to integrate AI into these work systems have failed. 
For example, using IBM's AI Watson for oncology revealed that it pro-
vided incorrect treatment recommendations [1]. Similarly, an investi-
gation of AI in the legal domain revealed inherent racial bias in the 
system [2–4]. To appropriately trust AI systems, users need to be aware 
of an AI system's abilities and limitations. 

Stakeholder engagement can support efforts to design trustworthy 
systems for specific applications based on stakeholders having in-depth 
knowledge of their own needs [5–7]. In particular, AI designers 

engaging with stakeholders early in the process may improve stake-
holders' trust in the research and support mutual learning of each other's 
goals [8–10]. Additionally, stakeholder's involvement in the design 
process may also help identify important directions for research [11], 
research questions, and areas for intervention [8]. Furthermore, stake-
holders' involvement in the design process can ultimately promote 
adoption and transparency [12]. A stakeholder engagement process 
typically involves drafting user workflow to identify areas of improve-
ment and iteratively improving interfaces [13], [14]. To this end, the 
present paper demonstrates this process in the context of the kidney 
transplant placement process leading to a stakeholder-informed scoping 
review, where themes that emerged from stakeholder engagement work 
are contextualized in the context of the explainable AI (XAI) literature to 
identify areas for future research. 
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1.1. Explainable AI 

AI and machine learning methods are typically black boxes that 
make it difficult for users to understand how the system works or arrives 
at a particular prediction. For example, deep neural networks combine 
multiple layers of neural networks to achieve high prediction accuracy, 
but this results in a complex, often non-linear structure unsuited to 
simple explanations [15], [16]. As a result, XAI is an expanding research 
area focused on making black-box models transparent through back-
ground information [17] and post-hoc explanations derived from com-
plementary models [18]. Explainability information helps users 
effectively trust and use the system [19] by helping make the purpose of 
the system and internal functions clear. This transparency makes the 
system interpretable, which is required for achieving understandability 
[20], [21]. 

Explainability is a broad term that refers to providing information 
about the AI system. This can include system-level information (inputs 
and prediction patterns), prediction-level information (reasoning for a 
specific outcome), and model incompleteness (model's training bound-
ary conditions) [22]. System-level (or global-level) information reveals 
system's operations as a function of all predictions or outcomes [17]. The 
goal of system-level information – which includes summary statistics, 
training or onboarding, and disclosures – is to help users develop a 
mental model of how the AI works and fits into their decision-making 
process [23]. This helps users understand the AI's limits [13], [24], 
[25]. Prediction or local-level information provides details on a specific 
AI prediction – how the input data maps to the output [17]. This is 
distinct from uncertainty information, which refers to the AI system's 
lack of knowledge about an outcome of interest [26], [27]. In a classi-
fication task, uncertainty information can be represented as the pre-
dicted probability of the AI's outcome matching the ground truth [26]. 

1.2. Kidney transplant placement process 

In 2022, over 25,000 kidneys were transplanted in the United States, 
but the demand for donated organs outpaces the supply, with 100,000 
people remaining on the kidney transplant waiting list nationally [28]. 
Transplantation provides recipients suffering from end-stage kidney 
disease with a better quality of life and long-term survival. Even with 
less desirable organs, transplantation is cost-effective, often cost-saving 
[29], and provides survival benefits to some recipients [30], [31]. 
Recent studies suggest substantial untapped potential for kidney utili-
zation in the United States compared to other countries, primarily from 
the broader use of organs from older donors with more comorbidities 
[32]. In the U.S., approximately 20 % of procured deceased donor kid-
neys are not utilized for both avoidable and unavoidable reasons [33]. 
The non-utilization rate rises exponentially with measures of lower 
organ quality, such as higher Kidney Donor Profile Index (KDPI) scores. 
While some non-utilization may be medically appropriate, other cases 
likely reflect missed opportunities caused by delays in placing a given 
organ with an accepting transplant center. 

The kidney transplant process includes three stakeholder groups – 

(1) transplant centers, (2) Organ Procurement Organizations (OPOs), 
and (3) transplant recipients (or candidates who later become re-
cipients). Transplant center professionals include transplant surgeons, 
nephrologists, and transplant coordinators (nurses). These professionals 
are involved, to varying degrees, in accepting or declining a kidney offer 
from an OPO. OPO professionals include medical directors, operations 
directors, and procurement coordinators. They work with donor families 
for the donation and match each kidney with a transplant center. 

For each organ donor, a procurement coordinator from the OPO is 
responsible for identifying a destination for each organ using a priori-
tized list based on need, proximity, and medical compatibility. Ideally, 
the OPO aims to place all organs before procurement begins. For each 
donor organ, the OPO coordinator determines how many transplant 
centers to make an offer to via the DonorNet platform. OPO efforts to 

contact transplant centers happen at all times of the day and night 
because deceased donors may become available at any hour. Data also 
suggest that overnight procurements are one of the main obstacles in 
placing a less desirable kidney [34]. 

For a kidney to be considered “hard-to-place,” OPO staff must 
exhaust the prioritized list by offering the kidney to all transplant cen-
ters within a 250-mile radius. At this point, the OPO may deviate from 
the prioritized list to pursue accelerated placement to avoid discarding 
the organ. Some OPOs have established decision rules where they 
engage in accelerated placement if the cold ischemic time (time since 
procurement) exceeds specific values. However, depending on logistical 
constraints for transporting the kidney to transplant centers (e.g., the 
time required for transport) and risk characteristics of the donor's kid-
ney, the appropriate threshold to avoid kidney non-utilization varies. 

When transplant centers receive organ offers via the DonorNet 
platform they have one hour to decline or provisionally accept the offer. 
Often, transplant centers will provisionally accept an offer to keep their 
options open, even if there is a low likelihood that they will ultimately 
accept the offer. The transplant team receives access to extensive in-
formation, including the donor's medical history, known risk factors for 
organ function (e.g., age, cause of death, diabetes, hypertension, Hep-
atitis C), and KDPI. After the OPO procures a kidney, transplant center 
staff can adjust their decision as more information becomes available 
based on patient input and compatibility. When deciding whether to 
perform a transplant, surgeons consider factors ranging from medical 
compatibility, competing offers, transplant team fatigue, and patient 
support systems, which can all affect the success of the transplant. 

Further, transplant centers and individual surgeons vary in their 
ability to care for recipients with complications (e.g., recipients who get 
Hepatitis C infections from donors), in their preference for living donor 
transplantation, and in their risk level based on recent unsuccessful 
transplants. Ultimately, the surgeon has until the moment of trans-
plantation to decide to decline a kidney offer. Offers declined at this 
stage are at the highest risk of non-utilization and challenging for OPOs 
to reallocate. 

2. Methods 

We used a participatory research framework to combine stakeholder 
engagement with a literature review to identify promising areas for 
future research [35], [36]. In this case, the stakeholder engagement 
focused on the kidney transplant placement process. This informed the 
analysis of the literature review, which was more broadly focused on 
XAI. 

2.1. Stakeholder engagement 

Over nine months (Dec 2020 – Sept 2021), we recruited transplant 
professionals and recipients to participate in workshops and interviews. 
We conducted a three-stage qualitative study to ask critical stakeholders 
1) what they need from an AI, 2) how they make decisions with an AI, 
and 3) what additional information they need from/about an AI [37]. 
Data collection materials and aggregated results are available on Open 
Science Framework at https://osf.io/ju9x3/. We recorded all in-
teractions for follow-up analysis. 

2.1.1. Procedure 
We invited each participant to participate in one individual inter-

view and three workshops. Each online interview lasted 30-90 min, and 
each online workshop lasted 2 h. The present study is limited to feed-
back from transplant professionals during the June 2021 – Sept 2021 
interactions, which include two workshops and one set of interviews. 
Feedback from recipients on the patient perspective will be addressed in 
future work. The first workshop and initial interviews focused on 
identifying the problem and where an AI decision support system would 
fit into the existing workflow [38]. The present study focuses on the 
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second workshop and interviews where participants evaluated an AI 
decision support mock-up and the third workshop where participants 
evaluated AI interfaces. 

In the second workshop, stakeholders reviewed the proposed system 
architecture and evaluated a mock-up of the AI decision support system. 
Consistent with a think-aloud protocol, where participants verbalize 
their thoughts and actions while performing a task [39], stakeholders 
provided feedback on the different functions and outcomes of a mock AI 
system. Participants reviewed four scenarios that represented a hit, miss, 
false positive, and false negative by the AI decision support system. 
Fig. A1 represents the ‘miss’ scenario. Each scenario included medical 
information on the donor's kidney (Fig. A1a) and a short list of potential 
recipients for the kidney (Fig. A1b). In small groups of three to six, 
professionals evaluated each offer. Transplant center stakeholders 
decided whether they would accept or decline the kidney for each 
candidate. OPO stakeholders evaluated the same donor characteristics 
and a likelihood of acceptance for a list of potential recipients (Fig. A1c). 
The OPO group decided which transplant centers to target for the offer 
and in which order. After the group reviewed the clinical data, they 
evaluated a prediction from a deep learning model trained on historical 
data (Fig. A1d). To increase input from transplant surgeons specifically, 
we converted the workshop content into an interview protocol and 
interviewed additional transplant surgeons. The interview protocol 
followed the same structure as the workshop. 

We hosted a third workshop to solicit feedback on the proposed in-
terfaces for the AI decision support system, highlighting potential XAI 
features. The discussions centered on what information they would like 
from the decision support system and how to provide it. We proposed 
four formats (see Fig. A2) that included cumulatively increasing 
amounts of information: (a) a binary prediction, (b) with a confidence 
rating, (c) with a list of which factors increased or decreased the pre-
diction, and (d) with a sensitivity rating for each factor. The participants 
reviewed each format independently and provided input on what was 
relevant and missing to make an informed decision. 

2.1.2. Recruitment 
We recruited participants from the three stakeholder groups. 

Initially, we recruited transplant professionals from the transplant cen-
ters and OPOs in Missouri, Nebraska, Iowa, and Kansas. We shifted to 
recruiting nationally for transplant centers to increase the sample size 
for the interviews in July 2021. For transplant recipients, we recruited 
individuals active in the transplant community nationally. As summa-
rized in Table 1, all the OPO professionals invited to attend joined at 
least one workshop or interview. In addition, over half of the transplant 
recipients and transplant center professionals participated in at least one 
event. Ultimately, 39 stakeholders participated in at least one engage-
ment event. 

2.1.3. Analysis 
For this analysis, we analyzed 17.8 h of content. There were 13.5 h of 

content from the workshops, which included multiple breakout rooms 

that were recorded separately. We collected 7.3 h from the second 
workshop and 6.2 h from the third workshop. In addition, there were 
4.3 h of content from interviews. 

We used an inductive qualitative research process to identify key 
themes from the stakeholders [40]. After each workshop and interview, 
the researchers debriefed and summarized the new information gath-
ered. This followed an iterative process of individual and group evalu-
ation to develop a consensus on the interpretation, similar to the Ward 
method [41] High-level summaries were shared with the participants 
(see breakout room summaries in post materials on Open Science 
Framework). There were 13 key points raised in the second workshop 
and eight key points in the third workshop. The first author re-reviewed 
all the data to ensure the findings held. Based on this review, we 
consolidated the key points into nine themes (which are reflected in the 
subsections of the results). 

After the literature review, we further reduced the number of themes 
to represent those which (1) emerged from and cover the stakeholder 
engagement findings and (2) had coverage in the scoping literature re-
view. This type of approach, where stakeholders set the agenda, has also 
been applied in the context of establishing sustainability criteria for 
biofuels across diverse groups [42]. This process allowed us to identify 
whether stakeholder input was or was not consistent with the literature. 
Thus, themes from the stakeholder engagement influenced how we 
analyzed the literature review, rather than how we selected articles. 
Ultimately, we consolidated the findings into four major themes: 1) 
contextual use of AI predictions, 2) information included in AI pre-
dictions, 3) personalization of AI predictions for different groups, and 4) 
customizing AI predictions for specific cases. 

2.2. Scoping review process 

We conducted our scoping literature review following the PRISMA 
standards summarized in Fig. 1 [43], [44]. The results of the stakeholder 
engagement informed the analytic themes and organization of the 
literature review, rather than the search terms which were chosen to be 
broadly inclusive of XAI research. First, in February 2022 we searched 
three databases, ProQuest, Scopus, and PubMed, which generated 1040 
results, including duplicates. In each database, we used the following 
search terms combined in pairs described in Fig. 1: Explainable AI, XAI, 
Human Subjects, Human-Computer/Human-Machine/Human AI Inter-
action, and Human-machine/Human AI teams. For example, the terms 
“Explainable AI” and “Human Subjects” conjoined by an “AND” were 
employed as Term 1 and Term 2 during the search process. These search 
terms were applied across three databases, utilizing the “full text” filter 
to retrieve articles. 

Second, we reviewed the title and abstract of each paper to deter-
mine the relevance. Consequently, we excluded documents limited to 
the technical functionality of an AI decision support system without 
addressing human-AI interactions. Third, we read these 170 remaining 
papers for relevance and use of human-subjects research, leaving only 
67 papers. Fourth, we added 20 papers based on the backward and 
forward references from this set of 67 articles. This final corpus of 87 
articles is limited to articles published in and before 2022, with task 
performance and/or user trust as their outcome measure. The final 
corpus includes 55 quantitative, 16 qualitative, and 16 review papers 
which are summarized in Tables A1, A2, and A3. 

This corpus was then analyzed for the themes that emerged from the 
stakeholder engagement process. By focusing on the themes that were 
brought up by the stakeholders, we identified areas that may merit 
future research. As described above, the nine initial themes were 
consolidated into the 4 reported here. 

3. Stakeholder-driven literature review for transplant 
placement 

This section provides stakeholder-driven and literature-supported 

Table 1 
Summary of participation in engagement activities by stakeholder group.  

Stakeholder 
group 

Decision support mockup 
workshop & interviews 

Interface 
preference 
workshop 

Response 
rate 

June-July 2021 September 2021  
Transplant 

Centers  
12  4 16/27 (59 

%) 
OPOs  12  6 15/15 (100 

%) 
Recipients  7  5 8/12 (67 

%) 
Total  25  15 39/54 (72 

%)  
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insights based on four critical themes – 1) contextual use of AI pre-
dictions, 2) information included in AI predictions, 3) personalization of 
AI predictions for different groups, and 4) customizing AI predictions for 
specific cases. 

3.1. Contextual use of AI predictions 

The initial design and scope of an AI tool should be dictated by the 
desired purpose [13]. The stakeholder engagement showed the impor-
tance of understanding context including (a) when – and for what pur-
pose – to integrate an AI in an existing workflow and (b) what data to 
include in the AI predictions. 

3.1.1. Timing of AI predictions 
AI decision support systems can share their predictions before, dur-

ing, and after users have reviewed the data [45]. In large part, this de-
pends on first choosing the role of the AI, which can be integrated into 
the workflow as a (1) screening tool, (2) alert system, or (3) second 
opinion [46]. The appropriate role for the AI depends on the decision 
context, which is likely to vary across cases and users. In addition, 
different elements of the AI information (i.e., prediction, explanation) 
can be shared at different times. 

In kidney transplants, OPOs primarily framed the AI as a useful 
screening tool for determining whether a kidney is “hard-to-place.” The 
OPO stakeholders emphasized that an immediate intervention could be 
beneficial (i.e., before reviewing the data) due to the time-sensitive na-
ture of their mission. Knowing earlier that a kidney has a high risk of 
being hard-to-place allows OPOs to follow the accelerated process to 
increase the chances of placement. In contrast, transplant centers saw 
complementary roles for AI. Some stakeholders suggested that the AI 
could be used as a screening tool so that surgeons can concentrate on 
factors the AI cannot. In addition, they saw some value in having the AI 
act as a highlighter for crucial information that influenced its prediction. 
Transplant centers primarily framed AI as a type of second opinion for 

deciding whether to accept or decline a kidney offer. 
The literature review suggests that experts tend to want alerts for 

time-sensitive information [47]. For example, clinical experts from a 
pediatric intensive care unit (ICU) preferred to know critical information 
immediately [48]. In addition, studies have found explainability infor-
mation is most useful during, rather than before or after, the decision- 
making process if there is a disagreement between the AI and the user 
[46], [47]. For example, users requested an explanation for an autono-
mous vehicle's behavior during an unexpected event rather than before 
or after the event occurred [49]. Similarly, explanations were most 
useful during high-risk situations such as collisions or emergencies [50]. 
Lastly, the literature also suggests that it may be beneficial for stake-
holders to receive an AI prediction after reviewing the data to make a 
preliminary decision [43], [45–51]. For sentiment classification of beer 
and book reviews, users reported that 47 % used AI predictions as a 
starting point and 25 % used AI as a post-check in decision-making [52]. 
Providing AI information after a preliminary decision may minimize 
concerns about over-reliance on AI, which has liability implications. 

3.1.2. Data included in AI predictions 
The appropriate unit of analysis for AI predictions varies across 

stakeholder groups because they perform different tasks. Transplant 
centers need predictions at the candidate level to identify how the 
offered kidney matches their patient. In the stakeholder engagement, 
after reviewing the AI prediction and historical clinical decision, trans-
plant stakeholders recognized that the AI had a somewhat limited 
perspective based on the data available to it. 

In contrast, OPOs need predictions at a transplant surgeon or trans-
plant center level because their behavior, rather than just a candidate's 
characteristics, influences whether a kidney offer will be accepted and 
ultimately transplanted. For example, transplant surgeons have sched-
uling constraints, risk preferences, and center-level policies which are 
not available in the transplant data but do explain acceptance practices 
[52–54]. However, transplant data are collected and stored at the 

Fig. 1. Literature search results following the PRISMA standards.  
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candidate level, which is associated with a specific transplant center, but 
not a specific transplant surgeon. Additionally, several OPO stake-
holders mentioned that the AI system would be most beneficial if it 
included the amount of time to transport the kidney to the transplant 
centers [38], [53], [55]. If an OPO coordinator gets a prediction that 
involves a transplant center they have not recently worked with, they 
need to know whether the timing logistics disqualify that option. 

The literature is clear that AI should provide predictions in a manner 
that reduces users' effort in decision-making [46], [56–59]. By better 
aligning with the user's decision-making process, it is easier for human 
users to evaluate the quality of the AI prediction [60–64]. 

3.2. Information included in AI predictions 

Trust in an AI system influences initial adoption as well as retention 
of users over time [65]. Users need both (a) system-level and (b) 
prediction-level information to determine when to trust that AI pre-
dictions will help improve performance [66]. 

3.2.1. System-level information 
In the stakeholder engagement, all attendees were shown a confusion 

matrix for the proposed AI, which was explained in detail by the mod-
erators (Fig. A3). A confusion matrix summarizes the performance of an 
AI system in terms of true positives (hits), false positives (false alarms), 
true negatives (correct rejections), and false negatives (misses). All 
stakeholder groups mentioned that knowing the accuracy and other 
performance measures is beneficial to understand the overall system. 
Participants also wanted to know additional system-level information 
such as the AI training dataset and boundary conditions. Providing 
measures beyond system accuracy may be necessary for users to build an 
appropriate mental model of the system [67] (see Table 2). Both the 
transplant center and OPO stakeholders wanted the system-level infor-
mation to be embedded within the DonorNet interface to be easy to 
access. 

Informing users of an AI's limitations can help them navigate AI 
predictions during decision-making [24], [66–69]. In a healthcare 
setting, users tend to be more concerned about an AI's reliability and 
accuracy rather than it's reasoning or explanations [70]. Unfortunately, 
users, even machine learning (ML) experts, often found confusion matrix 
jargon difficult and hard to interpret [71]. A confusion matrix can 

significantly improve users' objective and subjective understanding of an 
AI system if it is contextualized, visualized (e.g., in a flow chart), and 
explained in domain-specific terms rather than generic terms like “false 
positives” [72]. 

Trust and satisfaction tend to increase for models with higher accu-
racy, unless users perceive the AI to be inaccurate [71], [72]. Empirical 
evidence suggests that the model's performance, for example seeing the 
model make a mistake, has more impact on user trust than many XAI 
features do [63], [73–76]. User trust is also significantly reduced when 
expectations are violated, although increasing system transparency re-
duces the effect [77]. In a study on the onboarding needs of pathologists, 
researchers found that user trust is quickly lost when the system does not 
perform to their “gold standard” expectations [37]. Furthermore, 
providing information on highly influential inputs can improve user 
trust in the system, especially when the model has high performance 
accuracy [78]. However, when system-level information is provided, 
users, even experts, may over-trust and adhere to AI predictions irre-
spective of the accuracy [79]. This suggests that explicit presentation of 
the system's limitations and error boundaries is critical. 

3.2.2. Prediction-level information 
In the stakeholder engagement, surgeons overall preferred simple 

prediction-level information, which was a binary prediction (accept/ 
decline) with a numerical confidence rating (Fig. A2b). The more 
complicated explainability information was generally consistent with 
their existing mental model and therefore did not provide additional 
insight. In contrast, OPO coordinators and recipients tended to prefer 
more detailed explanations of how specific inputs influenced the pre-
diction, likely because their decision-making is less driven by clinical 
factors (Fig. A2d). The OPO coordinators mentioned that the detailed 
information would also be beneficial as a training tool for new staff and 
help with system transparency. 

Ultimately, prediction-level information allows users to determine 
whether to trust a specific prediction by identifying outlier or edge cases, 
verifying the prediction based on the input data, and providing infor-
mation on the quality of the prediction [80] (see Table 3). The challenge 
is in identifying an appropriate amount of information to provide 
without overwhelming or distracting the user [78–80]. In the long run, 
this has implications for adoption, where users are less likely to use AI 
models they do not trust or find less useful [63], [72], [81]. 

Evidence suggests that users can benefit from both uncertainty and 
explainability information, especially when it is simple and easy to un-
derstand [27], [49], [52], [82–87]. In a general question answering task, 
users receiving an AI prediction with confidence information about the 
AI's prediction showed significantly improved user accuracy, sensitivity, 
and reduced false positive rate compared to receiving an AI prediction 

Table 2 
Examples of system-level information for an AI system for transplant surgeons.  

Category Information Example 
Purpose Outputs AI predicts whether to accept or decline a 

kidney offer for a particular patient. 
Performance Accuracy 99 % accurate 

Rate of false positives 10 % false positives; confusion matrix (see 
Fig. A3) 

Rate of false 
negatives 

5 % false negatives; confusion matrix (see 
Fig. A3) 
F1 score (0.851 training, 0.824 holdout) 

Deployment details Receiver Operating Characteristic-Area 
Under the Curve (ROC-AUC) – (0.844 
training, 0.633 holdout) 

Training Volume of training 
data 

Trained on 1.3 million data points. 
Training data are from 2016 to 2021 and 
include the match run, patient medical 
history, and donor medical history. 

Description of 
training data 

Operation AI pre-processing 
and analysis 

This AI uses a deep neural network to 
generate predictions. Pre-processing was 
performed to remove missing data and 
balance the training data. 

Model Information Model ID: Kidney-TXC-v1.0 
Created: 01/14/2023 
Last Modified: 05/16/2023 
Prediction type: Classification 

Limitations Description of 
boundary conditions 

Not appropriate for pediatric transplants  

Table 3 
Examples of prediction-level information about an AI system for transplant 
surgeons.  

Category Information Example 
Inputs Raw data Table of data, see Fig. A1a. 
Uncertainty or 

Confidence 
Confidence interval 95 % CI: 0.68–0.91 
Likelihood or 
probability 

Kidney is likely (80 %) to be 
declined. 

Explainability 
(text) 

Counterfactual Shows inputs for opposite 
prediction, see Fig. A4. 
Shows predictions for different 
similar inputs, see Fig. A5. 

Nearest Neighbors 

Explainability 
(visual) 

Outlier indicator Patient age is below 18, outside of 
the AI training boundary. 

Feature importance or 
contribution 

Plot ranking influence of inputs, see 
Fig. A6. 
Color coded plot showing influence 
of inputs, see Fig. A7. 

Heatmaps 

Explainability 
(numerical) 

Sensitivity Measure of how much changing an 
input affects the output, see 
Fig. A2d.  
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alone [88]. Additionally, showing uncertainty information has also 
empirically been found to improve user trust in the system [27]. 
Research on identifying skin diseases found that providing multiple 
recommendations with probability metrics was significantly better at 
improving accuracy than a single binary prediction with probability 
[89], similar to the findings in an image recognition task [90]. In 
another image recognition study, users who received nearest neighbors 
explainability information performed better than those who received 
classification trees because it was easier to understand [91], [92]. 
Similarly, in another image recognition task, users receiving counter-
factuals had significantly higher justified trust than users with other XAI 
features [93]. In a classifier task, users' accuracy improved only slightly 
with XAI but significantly improved when system-level model accuracy 
information was also provided [91], [92]. This suggests that users 
cannot build a full mental model based on prediction-level XAI infor-
mation alone. The effectiveness of explainability methods in the quan-
titative literature is summarized in Table A1. 

In general, it is challenging to achieve complementary performance, 
where the human-AI team outperforms the human or the AI alone. The 
goal is to achieve appropriate or justified trust, where human users can 
navigate when it is appropriate to trust an AI and when they have more 
knowledge than an AI. As a result, XAI features need to be informative, 
rather than convincing [94], [95]. Some studies have demonstrated 
complementary performance, such as in manufacturing defect identifi-
cation [96] and sentiment classification of beer and book reviews [52], 
but there was no additional benefit associated with explainability in-
formation. In some cases, human-AI teams perform worse than the 
human alone because the humans are unable to identify incorrect AI 
recommendations [52]. For example, users may be unable to identify 
whether they have exceeded the context within which the AI is trained, 
and therefore should not trust the AI recommendations [97]. In other 
cases, expert users are able to perform better than an AI alone [98]. 
Explainability information generated by the AI lacks the ability to 
identify and reason why its process failed [25]. As a result, there may be 
value in designing communications that highlight when to be skeptical 
of an AI, rather than just provide explanations. 

3.3. Personalization of AI predictions for different groups 

Personalizing an AI system may be valuable to increase trust, per-
formance, and efficiency. Therefore, the appropriate interface for an AI 
system will vary by users, who differ in terms of (a) expertise and (b) 
decision-making threshold. 

3.3.1. Expertise 
In the stakeholder engagement, the transplant professionals varied in 

terms of preferences, which may be driven by differences in experience, 
trust in AI, and comfort level with technology. In other words, prefer-
ences may vary based on both expertise in the domain and in AI systems 
and these can change over time as individuals gain expertise and 
experience [13]. When discussing the different levels of XAI informa-
tion, transplant surgeons and OPO coordinators saw benefit in having 
more XAI features as expandable options that they can access for diffi-
cult use-cases. Additionally, one OPO coordinator stated that their trust 
in AI would improve if the AI provided information on how each input 
affected the prediction. Expert users want to be able to use their 
judgement to decide how to leverage AI predictions. 

The literature suggests that one of the biggest differences between 
users of XAI is their domain expertise [99]. Novice users typically 
benefit from more explanations because they may not have a strong 
mental model for the task or the AI [97], [98]. In particular, novice users 
benefit from combining text and visual explainability information [56], 
[99] and receiving counterfactual explainability [60], [100–104]. 
Novice users trusted XAI more when assessing migraines, where they 
had high domain knowledge, compared to assessing temporal arthritis, 
where they had low domain knowledge [105]. 

Experts can effectively synthesize system-level and prediction-level 
AI explanations. Pathologists in cancer diagnosis desired more system- 
level information than prediction-level explanations [37]. In a qualita-
tive study, radiologists wanted more prediction-level explanations 
whereas physicians wanted more system-level explanations [106]. In a 
qualitative study with experts tasked to identify a criminal suspect and 
motives, users found that system transparency enabled them to inspect 
and verify the system operation. Providing more information did not 
increase the cognitive load as the users with explanations actually per-
formed the task more efficiently than users without explanations [107]. 

For expert users, explainability information may be more effective 
when it is interactive. For example, in a medical notes annotation task, 
an AI recommender system either provided multiple recommendations 
for annotating a highlighted word (interactive) or pre-annotated the 
highlighted word (non-interactive) [108]. Although experts were able to 
effectively evaluate the AI in both conditions, pre-annotations caused a 
loss of agency and a decrease in engagement despite their subjective 
reports that pre-annotations increased engagement. 

In addition, users may vary in terms of AI expertise or data literacy. 
Users with more ML experience tend to have higher performance and are 
better able to critically analyze explainability features [109]. However, 
for users with less AI expertise, perceived understanding can decrease 
when asked to explain in detail how the model makes its prediction 
[109], [110]. Similarly, users' perceived understanding decreased when 
users reviewed their performance in a forward simulation task, which 
involves users predicting the AI's outcome [100]. Text information on 
how to interpret the explanations may be more effective for helping 
users understand system behavior and develop a mental model of the AI 
[64], [106]. 

3.3.2. Decision-making process 
Users may also vary in terms of their decision-making process and 

mental model of the task itself. In the stakeholder engagement, trans-
plant surgeons discussed how there is variation in terms of risk posture, 
where some surgeons are willing to transplant marginal kidneys whereas 
others are more conservative. OPOs also observe this in terms of trying 
to place hard-to-place marginal kidneys. In general, there is evidence 
that transplant recipients can benefit from receiving a lower quality 
marginal kidney, because it still reduces their time on dialysis and 
therefore improves their quality of life [30], [31]. 

In a qualitative study on the AI onboarding needs of pathologists, 
users expressed an interest in the AI system providing both conservative 
and liberal predictions for outliers or edge cases to be consistent with the 
process of asking for a second opinion. In general, clinicians tend to 
prefer second opinions from doctors with a similar risk posture [37]. 

3.4. Customizing AI predictions for specific cases 

On top of personalization, there could be added benefit in custom-
izing the information from an AI depending on the case. This tailoring 
can be accomplished (a) by predicting case difficulty or (b) through user 
control of the explainability information. 

3.4.1. Case difficulty 
In the stakeholder engagement, transplant surgeons perceived the AI 

as most useful for difficult decisions, where they would want a second 
opinion. For simple cases, the AI provided little added benefit above 
their existing expertise. For example, transplant surgeons suggested that 
the AI could determine how much explainability information to provide 
based on donor characteristics. For a young healthy donor, they did not 
need AI support to decide to transplant. In contrast, OPOs perceived the 
explainability information as more generally useful and wanted to al-
ways review it. OPOs have a more process-oriented task requiring 
justification to switch to an accelerated process, and that justification 
could be provided by XAI. 

In some cases, the AI may be able to predict whether a case is 
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difficult, for example if it is an outlier or edge case. In these situations, 
users need additional explainability information because the AI is also 
more likely to be incorrect and therefore is less trustworthy. Experts are 
often able to discern when it is a difficult decision. For example, users' 
perceived trust and perceived performance of AI decreased as the task 
difficulty increased [111]. 

In the context of autonomous driving, users often compared the ve-
hicle's behavior to their own, mentioning how they would have per-
formed the task differently, especially in cases where their competence 
was higher than the vehicle [49]. The appropriate amount of explain-
ability may also depend on the specific task and therefore the role of the 
human user [46]. In a pediatric ICU context, physicians preferred 
detailed information for data exploration while nurses preferred more 
precise, actionable information [48]. 

3.4.2. Control of explainability information 
Alternatively, if users can identify a difficult case, they may be able 

to control the use of explainability information. In this situation, rather 
than identifying when the AI is incorrect, the user is focused on identi-
fying when the AI is likely to be less useful. In the stakeholder engage-
ment, transplant professionals and OPO coordinators wanted to control 
the level of explainability information provided based on the complexity 
of each case. They preferred to choose whether to view explainability 
information via buttons or expandable dropdowns. 

Users may prefer to only view explainability information if requested 
[66]. There is some evidence that this is an effective strategy. In 
reviewing medical images, lay users were better able to recognize cor-
rect and incorrect AI recommendations when explainability information 
was provided separately rather than on top of the image [112]. Simi-
larly, pediatric ICU clinicians also expressed a preference to only access 
some explainability features when needed, whereas they wanted others 
to be provided by default [48]. In another study, medical experts 
mentioned that having AI predictions for a typical use case along with 
the current case will improve their decision making [13]. For patholo-
gists reviewing images, trust in the system increased when they could 
guide the system towards the right direction by selecting similar in-
stances [113]. Similarly, users preferred a system they can modify and 
control even if only a small number of modifications are allowed [114]. 

However, there is a risk of information overload. Users supervising 
an unmanned aerial vehicle delivering packages reported that basic 
textual explanations improved their understanding whereas users who 
received a fully detailed explanation were overwhelmed [115]. Users 
perform significantly better, take less time, and have higher confidence 
with simpler decision table explanations than more complex explana-
tions [113], [114], [116], [117]. Additionally, users performed signifi-
cantly better when explanations were easily accessible compared to 
either no explanations or more difficult to access explanations that 
required multiple clicks [118]. Another qualitative study found that 
users may benefit if XAI is contextualized based on case severity, risk 
posture, and time sensitivity [119]. This suggests that enabling users to 
customize an XAI interface may be beneficial for user adoption [120], 
improving task performance [118] and reducing information overload. 

4. Discussion and areas for future research 

This study contextualized findings from a stakeholder engagement 
focused on the kidney transplant placement process with the XAI liter-
ature to identify human-centered insights for XAI interaction. 

4.1. Integration of AI in stakeholder decision-making 

There is value in soliciting stakeholder input as early in the design 
process as possible to identify the appropriate role of AI in a human-AI 
team, evaluate heterogeneity in the human's decision-making model and 
understand both human and AI constraints. For the transplant case, we 
anticipate framing an AI as a screening tool for OPOs and as a second 

opinion for transplant centers, while leveraging highlighting capabilities 
for both use cases. In many cases, the needs of various stakeholders may 
be in conflict with one another and necessitate different interfaces. For 
example, patient perspectives are not discussed in this analysis because 
they have different goals and are often seeking more comprehensive 
information about the transplant process in general, rather than support 
for a single decision. In this specific case, additional stakeholder 
engagement is needed to determine how and when to give patients AI 
support for evaluating specific kidney offers. However, the patient 
perspective is still needed here to understand their preferences for how 
their doctors and other staff interact with AI tools. Future research 
should explore how an AI can determine recommendations based on 
classification thresholds in multi-stakeholder medical settings, consid-
ering whether a fixed threshold, clinicians' interpretation of AI pre-
dictions, as well as patient preferences and risk tolerances should 
influence decision-making [121], [122]. Additional research is also 
needed to understand how framing an AI as a certain role within a 
human-AI team influences perceptions, adoption, and performance. We 
expect that providing clear framing for how to interact with an AI for a 
particular task will improve performance by supporting a cooperative, 
rather than competitive, interaction. In addition, clear framing on the 
role of the AI may alleviate concerns about AI replacing workers and 
liability for negative outcomes. 

Designers of AI decision support systems need to determine whether 
users are most likely to benefit from a system that mirrors their decision- 
making process or not. AI predictions may be more helpful when they 
are consistent with the human's existing decision-making process. This 
consistency may improve users' ability to evaluate the quality of the AI 
prediction. Other decision support tools in the transplant space have 
focused on predicting metrics that inform the final accept or decline 
decision, such as the time to better offer, probability of graft survival, 
and patient mortality [123], [124]. In future research, it would be 
valuable to compare providing decision support by using these types of 
metrics versus directly predicting the final decision. 

4.2. Provision of system-level and prediction-level information 

To date, there is significantly more research being conducted on how 
to communicate prediction-level explainability information, rather than 
system-level explainability information. In many cases, system-level 
information is framed as a disclosure, such as Google Model Cards, 
IBM AI FactSheets, and the Dataset Nutrition Label [125–128]. Litera-
ture suggests that both system-level and prediction-level information are 
necessary for users to build an appropriate mental model of the system. 
To improve these communications, AI interface designers and re-
searchers may find it valuable to conduct mental models research to 
formally characterize human users' mental models of both the task at 
hand as well as the AI model [49]. Identifying misconceptions may be 
valuable for identifying the most important information to communicate 
[129], especially in healthcare where AI's relative newness leads to 
misconceptions [130] and lack of basic AI knowledge among physicians 
[131]. Research is needed to determine the importance of system-level 
information in helping users appropriately trust AI models and sup-
port global model reasoning. For example, system-level information 
about how the model was trained could help users identify outliers or 
edge cases where the model may not be as good at making predictions. 
System-level methods, such as feature importance and decision trees, 
tend to improve users' trust and performance [91], [116], [132], [133] 
and could also help with adoption of the system [134]. Future research is 
also needed to determine the most effective method and how often to 
provide system-level XAI information. Objectively evaluating the user's 
understanding of the AI system's performance metrics, training process, 
and boundary conditions could help users build an appropriate mental 
model and trust in the system. Future research is required to determine 
how frequently users need to review system-level information to main-
tain appropriate trust and an accurate mental model of the system and 
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its limitations. 
In addition to system-level information, users may benefit from 

prediction-level information. Uncertainty metrics may help users un-
derstand when to trust AI predictions, as high uncertainty suggests that 
the AI may be less trustworthy for a particular case [135]. For 
explainability, a wide range of methods have been tested across textual, 
numerical, and visual formats. Feature relevance may be a good starting 
point to improve task performance and user trust. Human-AI teams 
rarely achieve complimentary performance. This is due in part to other 
challenges previously mentioned, such as poor mental models and 
inadequate onboarding. Studies suggest that XAI provided in a combi-
nation of textual, numerical, and visual formats improve users’ task 
performance, especially for novice users [136], [137]. Expert users may 
benefit more from having control of what XAI information they see. 
Future research should focus on developing a multi-step empirical pro-
cess of initially educating the stakeholders about the AI with system- 
level information and then investigating the effects of various 
prediction-level XAI information on task performance and user trust. 
Showing system-level information at regular intervals or with 
prediction-level information may help improve the human-AI team's 
task performance. 

4.3. Interaction of user expertise and level of XAI information 

For personalization, it may be valuable to adapt an AI operation and/ 
or interface to better account for the user's expertise level and/or 
decision-making threshold. Novice stakeholders may benefit from more 
explainability information in multiple modes (e.g., text and visual), 
while experts may benefit from more interactive interfaces to support 
engagement. Most research has focused on novice users because they are 
more accessible. It can be challenging to recruit busy professionals to 
provide an expert perspective in many studies. In these cases, it may be 
valuable to identify an alternative task that can be conducted by the 
public with consistent characteristics to the target task. In the transplant 
context, we have conducted studies in analogous domains, such as 
basketball betting [138] and image identification [87]. While not per-
fect, this can support theory development and refine the design before 
testing with the target population. 

4.4. Customization of system- and prediction-level information based on 
user and task 

For customization, it may be valuable to tailor AI communications 
depending on how easy or difficult a decision is for the user. This may be 
achieved automatically via an indicator that a particular case is an 
outlier. This may prompt the user to spend extra time examining the 
case, improving decision-making regardless of the quality of the AI 
prediction [132]. Alternatively, it should be valuable to build in flexi-
bility in an AI interface, if it does not reduce performance [139]. More 
research is needed to understand when and how a user can self-manage 
the information that they get from an AI, whether that is explainability 
information or opting-in to a prediction in the first place. It may be 
difficult to anticipate the appropriate amount of AI assistance, which 
may vary based on a dynamic process that is sensitive to the individual, 
task, and environment. Given concerns from the literature that users 
often prefer communications that do not improve performance, it may 
be valuable to design strong defaults to encourage effective use of an AI 
support tool. It is also possible that experts are better positioned to do 
this self-management than novice users. Specifically, future research 
should determine the level of XAI information required, for easy versus 
difficult use cases, and experts versus novice stakeholders, regardless of 
user preference. 

5. Conclusion 

Using stakeholder engagement to guide a literature review is an 

effective strategy for identifying new areas for research. Four primary 
themes emerged from this process related to 1) use of AI predictions, 2) 
information included in AI predictions, 3) personalization of AI pre-
diction for different groups, and 4) customizing AI prediction for specific 
cases. One of the primary findings here is the potential value of flexi-
bility when implementing AI decision support in the real world. More 
research is needed to understand when user control is appropriate, and 
for which users performing which tasks. While AI assistance has the 
potential to improve decision-making performance and efficiency, it 
may also burden users by providing too much information for cases 
where it is unhelpful or lead to over-reliance and inappropriate trust. 
Further research is needed to help users manage and control their in-
teractions with AI decision support. 
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