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ABSTRACT

The use of Artificial Intelligence (Al) decision support is increasing in
high-stakes contexts, such as healthcare, defense, and finance. Uncertainty
information may help users better leverage Al predictions, especially
when combined with their domain knowledge. We conducted a
human-subject experiment with an online sample to examine the effects
of presenting uncertainty information with Al recommendations. The
experimental stimuli and task, which included identifying plant and
animal images, are from an existing image recognition deep learning
model, a popular approach to Al. The uncertainty information was pre-
dicted probabilities for whether each label was the true label. This infor-
mation was presented numerically and visually. In the study, we tested
the effect of Al recommendations in a within-subject comparison and
uncertainty information in a between-subject comparison. The results
suggest that Al recommendations increased both participants’ accuracy
and confidence. Further, providing uncertainty information significantly
increased accuracy but not confidence, suggesting that it may be effec-
tive for reducing overconfidence. In this task, participants tended to have
higher domain knowledge for animals than plants based on a self-reported
measure of domain knowledge. Participants with more domain knowl-
edge were appropriately less confident when uncertainty information
was provided. This suggests that people use Al and uncertainty infor-
mation differently, such as an expert versus second opinion, depending
on their level of domain knowledge. These results suggest that if pre-
sented appropriately, uncertainty information can potentially decrease

overconfidence that is induced by using Al recommendations.

Introduction

ARTICLE HISTORY
Received 18 January
2023

Accepted 4 September
2023

KEYWORDS
Overconfidence; artificial
intelligence; uncertainty;
human-Al teams; risk
communication

Increasingly, artificial intelligence (Al) recommender systems are being integrated into high-risk
contexts ranging from healthcare to the military to the finance system. However, numerous
high-profile failures have highlighted the limitations of these systems (Dastin 2018; Sohn 2023).
Experimental evidence suggests that human-Al teams tend to perform better than either alone
(Bansal, Wu, and Zhou 2021; Rosenberg et al. 2018), especially for domain experts (Bien et al.
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2018; Lakhani and Sundaram 2017; Patel et al. 2019; Bai et al. 2020). However, human-Al teams
with novices tend to be less accurate than Al alone (Green and Chen 2019; Grgi¢-Hlaca, Engel,
and Gummadi 2019; Lin et al. 2020).

For successful human-Al teams, it may be helpful for users to understand the uncertainty
associated with specific Al recommendations, particularly in risky contexts where they may
struggle to understand the reliability of the Al (Elder et al. 2022). In general, users tend to
weigh Al recommendations like an expert’s when making decisions (Ashktorab et al. 2020; Wang,
Molina, and Sundar 2020), sometimes even giving it more weight than a human expert (Logg,
Minson, and Moore 2019). Although users are inclined to rely on Al recommendations, they
may adjust their strategy if they have domain expertise or know that the task is difficult to
predict in general. In addition, there is a risk of Al recommendations inducing overconfidence.
Users may have poor calibration and believe they and/or the Al system are better at a task
than they are (Moore and Healy 2008). However, little research has explored how Al recom-
mendations influence confidence and therefore induce overconfidence.

Providing uncertainty information with Al predictions

Uncertainty measures the lack of knowledge about an outcome. In the context of Al recom-
mendations, uncertainty can be measured as the probability that a prediction matches the
truth, which is also called the system confidence (Antifakos et al. 2005; Bhatt et al. 2021). Deep
learning models (a common approach to Al) are nonparametric and there are no well-established
methods for estimating confidence intervals, which are typically used to evaluate uncertainty
for statistical models. However, researchers are continuing to develop methods, such as Bayesian
approximation and ensemble modeling, to improve uncertainty quantification in deep learning
(Abdar et al. 2021).

Regardless of the specific metric, uncertainty can be communicated via text, numbers, and
visuals as appropriate depending on task and individual characteristics (Bhatt et al. 2021; van
der Bles et al. 2019). For example, an outcome can be as described as ‘very likely’ or a ‘90%
probability’ or visualized in a graph (Lipkus and Hollands 1999). Combining text, numerical, and
visual communications can increase accuracy and confidence (Gkatzia, Lemon, and Rieser 2016).
Communicating uncertainty is distinct from Al explainability, which aims to increase transparency
by describing the logic between the inputs and outputs (Gunning et al. 2019). Thus, explain-
ability describes what an Al system knows while uncertainty describes what the Al system does
not know (Tomsett et al. 2020).

For Al predictions, there is mixed evidence on the effectiveness of providing uncertainty
information to improve decision-making. In some studies, providing uncertainty information
increases accuracy (Bansal, Wu, and Zhou 2021; Fernandes et al. 2018; Gkatzia, Lemon, and
Rieser 2016), often because users trust the Al more (Antifakos et al. 2005). However, studies
have also found no effect of the use of uncertainty information. For example, Subramanian
et al. (2020) found no effect of uncertainty information when visualized as a bar graph. In
Antifakos et al. (2005), users wanted additional information when the Al's confidence level was
below 50%, suggesting that 50% may be a key threshold for user trust.

Most research on Al recommendations aims to calibrate trust, rather than confidence (Buginca
et al. 2020; Wang and Yin 2021; Zhang, Liao, and Bellamy 2020). One of the most widely accepted
definitions of trust is ‘the willingness of a party to be vulnerable to the actions of another party
based on the expectation that the other will perform a particular action important to the trustor,
irrespective of the ability to monitor or control that other party’ (Mayer, Davis, and Schoorman
1995). In the human-Al interaction context, Ferrario, Loi, and Vigano (2020) describe trust as
the willingness of a user to rely on Al predictions for decision making, without wanting to
review the Al's capabilities. While a user can trust an Al in general, they must also determine
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whether to trust each individual recommendation, which may not always be correct. Uncertainty
information can improve trust calibration, but accuracy only improves if the user has sufficient
domain knowledge to complement the Al (Zhang, Liao, and Bellamy 2020). In contrast, a con-
fidence measure reflects the perception of the human-Al team as a whole and the likelihood
that together they have identified the correct choice. Self-confidence can ultimately influence
their reliance behavior if poorly performing users blame themselves rather than the Al (Chong
et al. 2022). There is also a risk that communicating uncertainty may reduce trust, a phenom-
enon that is often observed when human experts express uncertainty about a prediction (van
der Bles et al. 2019).

Effect of domain knowledge

Experts can generally perform a task much better than novices. For example, Snow et al. (2008)
found that they needed four novices to label an item to the same accuracy as one expert in
a natural language task. In general, as the task difficulty increases, the need for a human expert
to be in the loop also increases (Maadi, Akbarzadeh Khorshidi, and Aickelin 2021). Logg, Minson,
and Moore (2019) found that experts tended to under-rely on algorithmic versus human rec-
ommendations, hurting their accuracy. In contrast, novices with insufficient domain knowledge
tended to over-rely on recommendation systems (Wang and Benbasat 2013), especially when
uncertainty information was provided (Bussone, Stumpf, and O’Sullivan 2015).

Experts may be in a better position to navigate Al recommendations, but may need appro-
priate meta-information like uncertainty information to evaluate whether to trust and therefore
rely on, specific recommendations (Feng and Boyd-Graber 2019). There is some evidence that
users who are overconfident in their own abilities are also more likely to adopt algorithmic
advice (Piehlmaier 2022; Zhang, Xu, and Palma 2019). Thus, users who rely on Al recommen-
dations may have a higher propensity for overconfidence.

Aim of study

More research is needed to understand how communicating uncertainty with Al recommenda-
tions influences human-Al team performance (Gkatzia, Lemon, and Rieser 2016). To address this
gap, this study evaluates the effect of providing Al predictions with uncertainty information on
accuracy and confidence for an image recognition task. In addition, this relationship is examined
for users at varying levels of domain knowledge.

Methods
Participants

We recruited 201 participants from Prolific, an online participant recruitment platform (Peer
et al. 2017). Eligible participants were over 18years old and spoke English. Overall, 49% were
male and 48% had completed a 4-year college degree. The average age was 33, ranging from
18 to 64years old. All participants provided informed consent and were compensated $5. This
study was approved by the University of Missouri Institutional Review Board (#2021926).

Design

Participants performed an image recognition task in a mixed-subject design with and without
Al recommendations (within-subjects). In addition, participants were randomly assigned to
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receive or not receive uncertainty information (between-subjects). Due to the high number of
planned tests, we use a<0.01 for interpretation to reduce false positives. The data, R code, and
experimental materials are available on Open Science Framework at https://osf.io/bjgu9/.

Stimuli

The stimuli were images of plants and animals from the ImageNet database, commonly used
for training and testing Al models. The Al recommendations were derived from an existing
deep learning model’s supplementary materials, including 88 images with five label predictions
and the associated predicted probabilities displayed as bars (Krizhevsky, Sutskever, and Hinton
2017). We restricted the stimuli to plants and animals to facilitate measuring domain knowl-
edge. Of the 42 images of plants and animals, we selected 32 images where the image label
was a focus of the image. Overall, there were 19 images of plants and 13 of animals. The
accuracy of the Al's first recommendation (referred to as Al accuracy) was 62% for animals
and 58% for plants.

For each image, there were six potential labels. In addition to the five labels provided by
Krizhevsky, Sutskever, and Hinton (2017) we either added the correct label (in cases where it
was not included in the provided labels) or another similar but incorrect label. The Al recom-
mendations were ordered such that the Al's best recommendation was listed first, although this
was not always correct. Overall, 19 of the 32 images included the correct label as the first
recommendation, 5 as the second recommendation, 2 as the third recommendation, 1 as the
fourth recommendation, 0 as the fifth recommendation, and 5 as the sixth recommendation
(i.e. the Al did not provide the correct label). For the sixth recommendation, the predicted
probability was always less than 1%. Since the sixth recommendation did not come from the
Al, this represented a prediction with extremely low confidence. This was necessary to measure
accuracy because the Al's recommendations did not include the correct label for 5 of the
32 images.

For the participants assigned to receive uncertainty information, each Al recommendation
included a numerical measure of the probability the label was correct and a color-coded bar
to enhance salience. The bars were color-coded green (100% — 76% confident), yellow (75%
— 51%), orange (50% — 26%), or red (25% — 0%). An example of the Al recommendation with
and without uncertainty information is shown in Figure 1. Overall, 11 of the images had a
probability for the correct label between 100% and 76%, 4 between 75% and 51%, 3 between
50% and 26%, and 14 images between 25% and 0%.

(a) (b)

Al Recommendations: Al Recommendations:
Leopard Leopard | 75%
Jaguar O R Jaguar | 20%
Cheetah Cheetah | 4%
Snow Leopard Snow Leopard 1%
Egyptian Cat Egyptian Cat | <1%
Puma Puma | <1%
What is this a picture of?
Leopard Jaguar Cheetah Snow Egyptian Puma
Leopard Cat

Figure 1. Example stimulus for (a) Al recommendations alone and (b) Al recommendations with uncertainty information.
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Measures

Participants identified each image via a multiple-choice question, ‘What is this a picture of?’
Participants chose a label from the Al recommendations presented in random order to measure
pre-Al accuracy. In addition, participants rated their pre-Al confidence via ‘How confident are
you in your answer?’ on a Likert scale where 1=not confident at all (0-20%), 5=extremely
confident (80-99%), and 6=absolutely confident (100%). These responses were then quantified
as the minimum values for each level of the Likert scale.

Participants again answered, ‘What is this a picture of?’ to measure post-Al accuracy with
choices provided in recommendation order. This design is summarized in Figure 2. For each
image, participants rated post-Al confidence using the same confidence scale and post-Al use-
fulness, ‘"How useful was the Al in recognizing the image?’ on a Likert scale where 1=not useful
at all and 6=extremely useful. We also recorded the time per image for the pre-Al and post-Al
evaluation. Overconfidence was calculated as the difference between participants’ average
accuracy and average confidence ratings.

Three attention checks were combined into a single score to evaluate data quality. First, after
the initial instructions, a multiple-choice question asked, ‘What was mentioned as the correct
answer to the image provided in the instructions?’ (Howler Monkey). Second, there was an
embedded attention check in the image recognition task with the same image as the example
in the instructions (Howler Monkey). Lastly, after the image recognition task, a multiple-choice
question asked, ‘How many Al recommendations did you get for each image?’ (answer: 6).

Participants rated their domain knowledge via two questions, ‘How well can you identify
plants?’ and ‘How well can you identify animals?’ on a Likert scale where 1=not well at all and
6=extremely well. Participants responded to an Al usefulness scale adopted from Venkatesh
and Davis (2000) as well as an Al reliability scale adopted from Madsen and Gregor (2000) on
a 7-point Likert scale where 1=Strongly disagree, 4=Neither agree nor disagree, and 7=Strongly
agree. In addition, participants rated overall perceived difficulty, ‘How difficult was this task?’
on a Likert scale where 1=extremely easy and 5=extremely difficult. Participants also rated
perceived trustworthiness, ‘How trustworthy was the Al?' on a Likert scale where 1=very untrust-
worthy and 5=very trustworthy. Lastly, we measured age, gender, and education level. Due to
significant skew, a log transformation was used to normalize age.

Figure 2. Summary of accuracy and confidence measures.
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Procedure

Participants reviewed instructions about the task and answered the first attention check ques-
tion. Then, they completed 33 randomly ordered image recognition tasks, which each included
a pre-Al as well as post-Al assessment (see Figure 2). The 33 tasks included 32 experimental
stimuli and 1 embedded attention check. Afterwards, participants completed the final attention
check and reported their domain knowledge, Al usefulness, Al reliability, overall perceived dif-
ficulty, Al trustworthiness, and demographics.

Results

Overall, 74% of the participants passed all three attention checks. More than 90% of the par-
ticipants responded correctly to two of the three attention checks. Only 78% of participants
correctly identified the number of Al recommendations for each image, which was asked near
the end of the experiment. No participants were removed for performance on the attention
checks, but the attention score was included as a control in the analysis. Results are reported
in the following sections for the effect of Al recommendations and uncertainty information in
general as well as in the context of varying domain knowledge. The key outcomes of interest
include accuracy and confidence.

Effect of Al recommendations

In a pre-post comparison, providing rank-ordered Al recommendations increased accuracy and
confidence. As reported in Table 1, post-Al accuracy was higher than pre-Al accuracy. However,
the average performance in the post-Al condition did not exceed the accuracy of simply select-
ing the Al's first recommendation. The pre-and post-Al accuracy was positively correlated for

Table 1. Summary of measures by conditions.

Within-subjects Between-subjects
Pre-Al Post-Al No Uncertainty Uncertainty
M (SD) M (SD) M (SD) M (SD)

Participants 201 99 102

All images (32 total, Al accuracy = 59%)
Accuracy 36% (8%) 54% (8%) 52% (9%) 57% (5%)
Confidence 43% (15%) 57% (16%) 56% (16%) 58% (15%)
Overconfidence 7% (16%) 3% (17%) 5% (18%) 1% (15%)
Time/image(s) 6 (19) 10 (6) 10 (6) 10 (5)
Al usefulness? 3.6 (0.8) 3.5 (0.8) 3.6 (0.7)
Task difficultyb 3.2 (1.0) 3.2 (1.1) 3.1 (1.0)
Al trustworthiness® 3.5 (1.0) 3.5 (1.0) 3.5 (1.0)

Plant images (19 total, Al accuracy = 58%)
Accuracy 27% (9%) 50% (10%) 46% (12%) 53% (7%)
Confidence 39% (14%) 53% (17%) 52% (18%) 5% (16%)
Overconfidence % (21%) 2% (17%) 3% (18%) % (16%)
Time/image(s) 4 (9) 1(7) 11 (7) 1 (7)
Al usefulness? 5(0.8) 3.5 (0.8) 3.6 (0.7)
Plant knowledge? 20 (1.0) 2.0 (1.2) 1.9 (0.8)

Animal images (13 total, Al accuracy = 62%)
Accuracy 48% (12%) 61% (9%) 59% (10%) 63% (7%)
Confidence 49% (17%) 63% (15%) 62% (16%) 64% (15%)
Overconfidence 1% (21%) 2% (17%) 3% (18%) % (16%)
Time/Image (s) 8 (44) 10 (5) 10 (6) 10 4)
Al usefulness? 3.7 (0.8) 3.6 (0.9) 3.7 (0.7)
Animal knowledge® 34 (1.2) 3.5(1.2) 33 (1.1)

26-point Likert scale.
b5-point Likert scale.
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Table 2. Linear mixed regression models for effect of Al recommendations on accuracy with (1) all, (2) plant, and (3) animal
stimuli.

Model 1 Model 2 Model 3
All Plants Animals
B (SE) B (SE) B (SE)

Intercept 0.41 (0.06)*** 0.37 (0.07)*** 0.35 (0.08)***
Al 0.19 (0.01)*** 0.25 (0.02)*** 0.17 (0.02)***
Domain knowledge 0.01 (0.01)* 0.02 (0.01)**
Knowledge*Al —0.01 (0.01) —-0.01 (0.01)
Average time/image(s) 0.00 (0.00) 0.00 (0.00) —0.00 (0.00)
Attention score —0.00 (0.01) 0.00 (0.01) 0.00 (0.01)
Task difficulty 0.00 (0.00) 0.00 (0.01) —0.00 (0.01)
Al trustworthiness —0.00 (0.00) 0.00 (0.01) —0.00 (0.01)
log(age) —0.02 (0.02) —0.05 (0.02)* 0.03 (0.02)
Male —-0.01 (0.01) —-0.01 (0.01) —-0.02 (0.01)
College 0.01 (0.01) 0.03 (0.01)* —0.01 0(.01)
Number of images 32 19 13
N 398 398 398

*p < .05, **p < .01, and ***p < .001.

each participant, r(200) = 0.39, p < .001. That this correlation is not higher suggests that par-
ticipants benefited from Al support, regardless of their initial performance. As expected, par-
ticipants spent significantly more time on the pre-Al image task than post-Al task, even though
there was an additional question for the post-Al evaluation, t(200) = 4.19, p < .001. There was
no relationship between performance and how participants perceived the usefulness or reliability
of the Al in general or the overall difficulty of the task.

In addition, confidence was higher after participants received Al recommendations. As reported
in Table 1, average post-Al confidence was higher than pre-Al confidence. Pre- and post-Al
confidence was highly correlated, r(200) = 0.72, p < .001, suggesting that although Al recom-
mendations increased confidence, participants anchored on their initial response.

In a paired t-test, participants were more overconfident before Al recommendations than
after Al recommendations, t(200) = 4.90, p < .001. This suggests that Al recommendations
improved participants’ calibration without inducing worse overconfidence. More confident par-
ticipants (post-Al) also tended to perceive the Al as more useful, r(200) = 0.61, p < .001.

In Table 2 Model 1, ranked Al recommendations significantly increased accuracy. Similarly,
in Table 3 Model 1, ranked Al recommendations significantly increased confidence. None of the
covariates were significant, suggesting that the Al alone was contributing to the improved
accuracy and confidence. Models 2 and 3 are discussed in detail below.

Effect of uncertainty information

Providing uncertainty information with the rank-ordered Al recommendations increased accuracy
but not confidence. As reported in Table 1, accuracy was higher when uncertainty information
was provided, although it did not exceed the accuracy of the Al on average. In the uncertainty
information, the Al reported a probability over 50% for the correct label for 15 out of the 32
images (i.e. less than half the time). This suggests that providing uncertainty information pro-
vided modest improvements above Al recommendations alone, likely because the uncertainty
information was a relatively weak signal.

In Table 4 Model 1, uncertainty information increased accuracy. This suggests that participants
could leverage additional information from the uncertainty information to improve their accu-
racy. In Table 4 Model 1, participants who perceived the Al as more useful had higher accuracy.
Participants who perceived the Al as more useful may have been more likely to rely on the Al
In Table 5 Model 1, uncertainty information did not significantly increase confidence. Participants
who perceived the Al as more useful had higher confidence, likely because participants who
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Table 3. Linear mixed regression models for effect of Al recommendations on confidence with (1)

animal stimuli.

all, (2) plant, and (3)

Model 1 Model 2 Model 3
All Plants Animals
B (SE) B (SE) B (SE)
Intercept 0.61 (0.12)*** 0.50 (0.12)*** 0.37 (0.12)**
Al 0.15 (0.01)*** 0.16 (0.02)*** 0.27 (0.03)***
Domain knowledge 0.05 (0.01)*** 0.07 (0.01)***
Knowledge*Al —-0.01 (0.01) —0.04 (0.07)***
Average time/image(s) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
Attention score —-0.05 (0.02)* —-0.04 (0.02) —-0.02 (0.02)
Task difficulty —0.02 (0.01)* —0.01 (0.01) —0.02 (0.01)*
Al trustworthiness 0.01 (0.01) 0.01 (0.01) 0.01 (0.01)
log(age) —0.04 (0.03) —0.06 (0.03) —0.03 (0.03)
Male 0.01 (0.02) 0.01 (0.02) 0.03 (0.02)
College 0.02 (0.02) 0.03 (0.02) 0.02 (0.02)
Number of images 32 19 13
N 398 398 398

"p < .05, **p < .01, and ***p < .001.

Table 4. Linear regression models for effect of uncertainty information on accuracy with (1) all, (2) plant, and (3) animal

stimuli.
Model 1 Model 2 Model 3
All Plants Animals
B (SE) B (SE) B (SE)
Intercept 0.40 (0.07)** 0.36 (0.09)*** 0.39 (0.09)***
Uncertainty information 0.06 (0.01)*** 0.08 (0.03)** 0.04 (0.04)
Domain knowledge 0.01 (0.01) 0.01 (0.01)
Knowledge*uncertainty information 0.00 (0.01) 0.00 (0.01)
Average time/image(s) —0.00 (0.00) —0.00 (0.00) 0.00 (0.00)
Attention score 0.01 (0.01) 0.02 (0.02) 0.00 (0.02)
Average Al usefulness 0.03 (0.01)*** 0.02 (0.01)* 0.03 (0.01)***
Task difficulty 0.01 (0.01)* 0.02 (0.01)** 0.01 (0.01)
Al trustworthiness —0.01 (0.01) —0.00 (0.01) —0.01 (0.01)
log(age) —0.00 (0.02) —0.02 0(.02) 0.02 (0.02)
Male —0.01 (0.01) —0.01 (0.01) —0.02 (0.01)
College 0.01 (0.01) 0.03 (0.01)* —0.02 (0.01)
N 199 199 199
Adjusted R2 0.19 0.19 0.09
F 6.13%** 5.23%*x 2.69%*

p < .05, **p < .01, and ***p < .001.

perceived the Al as more useful were more likely to rely on it. None of the other covariates

were significant.

Effect of domain knowledge

In this context, Al recommendations were valuable regardless of domain knowledge. In general,
participants had higher domain knowledge for animals than plants, t(395) = 13, p < .001.
Participants with higher animal domain knowledge also tended to report higher plant domain
knowledge, r(200) = 0.40, p < .001.

Participants generally performed better for the animal stimuli. As reported in Table 1, par-
ticipants were systematically more accurate and confident when identifying animals. Similarly,
the Al was also better at identifying animals than plants. As reported in Table 1, for plant
images, post-Al accuracy was higher than pre-Al accuracy, but did not exceed the performance
of the Al. For animal images, the average performance in the post-Al condition approaches the
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Table 5. Linear regression models for effect of uncertainty information on confidence with (1) all, (2) plant, and (3) animal

stimuli.
Model 1 Model 2 Model 3
All Plants Animals
B (SE) B (SE) B (SE)
Intercept 0.40 (0.12)*** 0.34 (0.12)** 0.32 (0.12)**
Uncertainty information 0.00 (0.02) 0.10 (0.04)* 0.16 (0.05)**
Domain knowledge 0.04 (0.01)*** 0.06 (0.01)***
Knowledge*uncertainty information —-0.05 (0.02)* —0.04 (0.01)**
Average time/image(s) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
Attention score —0.03 (0.02) —-0.03 (0.02) —-0.01 (0.02)
Average Al usefulness 0.13 (0.01)*** 0.12 (0.01)*** 0.10 (0.01)***
Task difficulty —0.02 (0.01)* —-0.01 (0.01) —0.02 (0.01)**
Al trustworthiness —0.02 (0.01) —0.01 (0.01) —0.01 (0.01)
log(age) —0.05 (0.03) —0.07 (0.03)* —0.06 (0.03)
Male 0.01 (0.02) 0.02 (0.02) 0.02 (0.02)
College 0.02 (0.02) 0.02 (0.02) 0.04 (0.02)*
N 199 199 199
Adjusted R? 0.38 0.39 0.41
F 14.29%** 12.62%** 13.26%**
"p < .05, **p < .01, and ***p < .001.
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Figure 3. Comparison of pre (yellow circle) and post (blue triangle) accuracy separated by (a) plant and (b) animal domain
knowledge. The dotted line represents the performance of the Al

accuracy of the Al. This suggests that even when domain knowledge varies, Al recommendations
help improve participants’ performance.

Interaction of domain knowledge and Al recommendations
Al recommendations systematically increased accuracy and confidence across levels of domain
knowledge. In Figure 3, there was no evidence of a relationship between accuracy and domain
knowledge (i.e. no slope). For both plants and animals, Al recommendations shifted accuracy
towards the Al accuracy and some participants were able to exceed it. In contrast, as shown
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Figure 4. Comparison of pre (yellow circle) and post (blue triangle) confidence separated by (a) plant and (b) animal
domain knowledge.

in Figure 4, participants with more domain knowledge tended to be more confident across
both plants and animals. In addition, there is evidence of an interaction between domain
knowledge and confidence for animal images. In Figure 4b, participants’ confidence did not
change after receiving Al recommendations with high animal domain knowledge. However, in
Figure 3b, participants with high animal domain knowledge still showed improvements in
accuracy from the Al recommendations. This suggests that Al recommendations did not con-
tribute to overconfidence for participants with high animal domain knowledge.

In the regression models reported in Tables 2 and 3, Al recommendations significantly
increased participants’ accuracy and confidence even when accounting for domain knowledge.
The effect on accuracy is stronger for plants than animal images, likely because participants
relied on the Al more for plants due to lower domain knowledge. Conversely, the effect on
confidence is stronger for the animal than plant images, likely because higher domain knowl-
edge allowed participants to gain more metacognitive benefits from the Al recommendations.
As expected from Figure 4, there was a significant interaction between domain knowledge and
Al for animal stimuli in Table 3 Model 3. This suggests that Al recommendations helped reduce
overconfidence, potentially by reminding participants of the limits of their domain knowledge.

Interaction of domain knowledge and uncertainty information

As shown in Figures 5 and 6, uncertainty information did not systematically increase accuracy and
confidence across levels of domain knowledge. None of the participants randomly assigned to
receive uncertainty information reported high plant domain knowledge (=3.6), so the data do not
span the entire scale range. However, there is evidence of an interaction between domain knowledge
and confidence for both plant and animal images. In Figure 6a and b, confidence increases as
domain knowledge increases when participants do not receive uncertainty information. However,
with uncertainty information, confidence does not vary with domain knowledge. As shown in Figure
6b, uncertainty information increases the confidence of participants with low domain knowledge
and decreases the confidence of participants with high domain knowledge. This suggests that
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by (a) plant and (b) animal domain knowledge.

participants who received the uncertainty information tended to have similar levels of confidence
irrespective of their domain knowledge and more consistent with their actual performance.

In the regression models reported in Table 4, participants had higher accuracy when provided
uncertainty information for plants (Model 2), but there was no effect of uncertainty information
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for animals (Model 3). This suggests that participants may have relied on the uncertainty infor-
mation more when they had lower domain knowledge in general. In contrast, in Table 5, par-
ticipants had higher confidence when provided uncertainty information for animals, but there
was no effect for plants. This suggests that participants may have used the Al recommendations
for confirmation, increasing their confidence. However, this did not work for plants where there
was low domain knowledge. In addition, there was a significant interaction between domain
knowledge and uncertainty information for predicting the confidence of animal images (see
Table 5 Model 3). This suggests that as domain knowledge increased, the effect of uncertainty
information on confidence decreased. This interaction also approached significance (o =0.07) for
plant images.

Perceived Al usefulness was associated with higher accuracy and confidence for animals (see
Model 3 in Tables 4 and 5). For plant stimuli, this effect was observed for confidence and
approached significance for accuracy. Similarly, higher perceived task difficulty was associated
with higher accuracy for plants (see Table 4, Model 2) and lower confidence for animals (see
Table 5, Model 3). Participants who perceived the Al to be more useful or the task to be more
difficult may have relied on the Al more.

Conclusion

In a mixed-subject design, participants performed an image recognition task with and without
Al recommendations (within-subjects). For the Al recommendations, participants were randomly
assigned to receive uncertainty information or not (between-subjects). Based on the results, we
have three primary findings, (1) Al recommendations increased accuracy and confidence, (2)
uncertainty information increased accuracy but did not affect confidence, and (3) Al recommen-
dations and uncertainty information reduced overconfidence (by reducing confidence) when
there was high domain knowledge.

In this study, Al recommendations increased users’ accuracy and confidence across all the
models for both plant and animal stimuli. None of the other covariates were significant, sug-
gesting the increase was primarily due to Al recommendations. On average, the human-Al team
did not perform better than the Al alone, consistent with other studies that relied on online
survey platforms (Green and Chen 2019; Grgi¢-Hlaca, Engel, and Gummadi 2019; Lin et al. 2020)
but unlike studies that used professional experts (Bai et al. 2020; Bien et al. 2018; Lakhani and
Sundaram 2017; Patel et al. 2019). However, some individuals were able to out-perform the Al.

Uncertainty information improved accuracy but did not affect confidence, consistent with
Gkatzia, Lemon, and Rieser (2016). Improvements in accuracy were largely driven by the plant
stimuli as uncertainty information did not significantly influence accuracy for animal stimuli.
However, uncertainty information did significantly increase confidence for animal, but not plant,
stimuli. This may be related to how people used the uncertainty information for the different
stimuli. Results indicate that participants who found the Al information useful also performed
significantly better on animal stimuli and had significantly higher confidence when responding
to both animal and plant stimuli. The plant stimuli were more difficult so participants may have
relied on the Al more, increasing accuracy but not changing post-Al confidence (Antifakos et al.
2005). In contrast, participants may have used the uncertainty information as a second opinion
for the animal stimuli, increasing confidence but not changing post-Al accuracy.

Overall, participants reported higher domain knowledge for animals than plants, which was
consistent with their performance as well as the Al's performance. Participants with higher
domain knowledge consistently had higher confidence, but not necessarily accuracy. Participants
with higher animal domain knowledge had higher accuracy for animal stimuli but this was not
consistent across modeling paradigms. This suggests that self-reported domain knowledge may
not be a reliable measure of expertise. In addition, there is a risk of overconfidence when
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participants perceive they have higher domain knowledge. In the context of human-Al teams,
this is when it is critical to clearly communicate when it is or is not appropriate to rely on the Al

There was some evidence that domain knowledge interacted with the presence of Al rec-
ommendations to increase accuracy and confidence. For the animal stimuli, participants with
high domain knowledge were more accurate and more confident when there were Al recom-
mendations. However, for the plant stimuli, participants with high domain knowledge were
more confident, but not more accurate when there were Al recommendations. This may be
related to the fact that there was lower domain knowledge related to plants overall. Overall,
this suggests that Al recommendations can improve performance, but as discussed above, there
is a risk of inducing overconfidence, particularly when participants have high perceived domain
knowledge.

Providing uncertainty information may be an effective strategy for minimizing overconfidence in
human-Al teams. For the animal stimuli, participants with high domain knowledge were less con-
fident, but there was no effect on accuracy when there was uncertainty information. For the plant
stimuli, there was no significant interaction between domain knowledge and uncertainty information.
This suggests that uncertainty information helps calibrate users and reduces overconfidence.

This study has three primary limitations. First, participants were recruited from Prolific and
did not necessarily include true experts at identifying plants and animals. This limited our ability
to make inferences, particularly for the plant stimuli where there was lower overall domain
knowledge. Second, the domain knowledge scores were self-reported and may have been
influenced by their perception of task performance. Future work should use objective measures
of domain knowledge to better understand how this factor influences the way people use and
perceive Al recommendations (Greis et al. 2017; Zhou et al. 2015). Third, confidence was mea-
sured on a Likert scale, which reduced the resolution of the measurement. However, this makes
the test more conservative and we still observed effects while minimizing participant burden.

Al recommendations have the potential to improve performance across a wide range of
domains. However, users may interact with those recommendations differently depending on
their knowledge and experience in the domain. This study suggests that recommendations that
include uncertainty may support efforts to help users calibrate and integrate their domain
knowledge with the Al input. In particular, communicating uncertainty supports efforts to
increase accuracy without inducing overconfidence.
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