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Abstract

In this work, we examine the topological phases of the spring-mass lattices when the spatial inversion

symmetry of the system is broken and prove the existence of edge modes when two lattices with different

topological phases are glued together. In particular, for the one-dimensional lattice consisting of an

infinite array of masses connected by springs, we show that the Zak phase of the lattice is quantized,

only taking the value 0 or π. We also prove the existence of an edge mode when two semi-infinite lattices

with distinct Zak phases are connected. For the two-dimensional honeycomb lattice, we characterize the

valley Chern numbers of the lattice when the masses on the lattice vertices are uneven. The existence

of edge modes is proved for a joint honeycomb lattice formed by gluing two semi-infinite lattices with

opposite valley Chern numbers together.

1 Introduction

The recent development of topological insulators in condensed matter physics has opened up new avenues
for localization and confinement of classical waves. In topological insulators, an insulating bulk electronic
material can support localized edge states on its surface, and the existence of edge states is associated with
the topological invariant of the bulk electron material [1]. The extension of concepts in topological insulators
to classical waves was proposed in the seminal work [2], where the topological phases in the electromagnetic
wave systems were introduced using the wave functions in the momentum space. Since then extensive
research has been devoted to control acoustic, electromagnetic and mechanical waves in the same way as
solids modulating electrons in topological insulators [3–7].

There exist mainly two strategies to realize topological wave insulators for classical waves. The first
strategy mimics the so-called quantum Hall effect in topological insulator using active components to break
the time-reversal symmetry of the system. This is realized by moderating rotational motion of air in acoustic
media or applying the external magnetic field in electromagnetic media [8–10]. The second strategy relies on
an analogue of the quantum spin Hall effect or quantum valley Hall effect, and it uses passive components to
break the inversion symmetry of the system [11–14]. In this work, we investigate the spring-mass topological
mechanical systems using the second strategy. The inversion symmetry in each periodic cell of the system is
broken by tuning either the mass parameter or the spring constant. The setup of the topological mechanical
material was introduced in [15], and our goal in this work is to provide a rigorous mathematical theory for
the topological phases and edge modes in such mechanical systems. The spring-mass topological mechan-
ical systems using the first strategy was realized in [16]. The mathematical studies for the corresponding
topological phases and edge modes will be forthcoming.

We examine topological mechanical systems in one and two dimensions. The periodic lattice in one
dimension is constructed over the real line with identical masses, wherein each mass is connected by two
springs with different spring constants. We derive the Zak phase of the lattice and show that its value is
quantized when the spring constant varies, only taking the value 0 or π. Additionally, we prove the existence
of edge modes when two semi-infinite mechanical systems with different Zak phases are joined together.
In two dimensions, the periodic mechanical system is constructed over a honeycomb lattice, wherein each
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where a(µ) = − (1 + γ)− (1− γ) eiµ and ā(µ) is the complex conjugate of a(µ). The eigenpairs of matrix in
(3) are

λ± (µ) = 2± |a(µ)| and v±(µ) =
1√
2

[

ā(µ)
±|a(µ)|

1

]

,

with ||v±(µ)||2 = 1. We note that if γ ̸= 0, then |a(µ)| ≠ 0 and there is a gap between two bands λ−(µ) and
λ+(µ) for µ ∈ [−π, π]. We call this gap as the band gap interval

I(γ) := (
√

2(1− |γ|),
√

2(1 + |γ|)), (4)

where
√

2(1− |γ|) and
√

2(1 + |γ|) are maximum and minimum values of
√

λ−(µ) and
√

λ+(µ) respectively.
We investigate the dynamics of the system for the frequency ω located in the band gap I (γ) which is induced
by a topological index called Zak phase.

The Zak phase associated with the frequency band λ(µ) is defined by (cf. [29])

θZak =

∫ π

−π

[

i (v(µ))
H
∂µv(µ)

]

dµ = −Im

(∫ π

−π

[

(v(µ))
H
∂µv(µ)

]

dµ

)

, (5)

where v = v+ or v = v− is the eigenvector associated with the eigenvalue λ±(µ) of the matrix defined
in (3) and vH stands for complex conjugate transpose of v. To avoid the difficulties in calculation of the
composition of differentiation and integration, we use the discretization of the integral in (5). To this purpose,
for µn = nπ/N , n = −N,−(N − 1), ..., N − 1, N where N ∈ Z

+, we observe that

log
[

(v(µn))
H
v(µn+1)

]

= log
[

(v(µn))
H
(v(µn) + ∂µv(µn)(µn+1 − µn)) +O

(

N−2
)

]

= log
[

(v(µn))
H
v(µn) + (v(µn))

H
∂µv(µn)(µn+1 − µn) +O

(

N−2
)

]

= log
[

1 + (v(µn))
H
∂µv(µn)(µn+1 − µn) +O

(

N−2
)

]

= (v(µn))
H
∂µv(µn)(µn+1 − µn) +O(N−2).

Then, by discretization of the integral, Zak phase can be written as

θZak = −Im

(∫ π

−π

[

(v(µ))
H
∂µv(µ)

]

dµ

)

= −Im

(

lim
N→∞

N−1
∑

n=−N

(v(µn))
H
∂µv(µn)(µn+1 − µn)

)

= lim
N→∞

−
N−1
∑

n=−N

Im
(

log
[

(v(µn))
H
v(µn+1)

])

.

We define the discrete Zak Phase as

θZak
N := −

N−1
∑

n=−N

Im
(

log
[

(v (µn))
H
v (µn+1)

])

.

We have the following lemma for a complex number:

Lemma 1. For a complex number z = reiθ with θ ∈ [−π, π], if z + 1 = |z + 1|eiβ , there holds











β < θ/2, for r < 1,

β = θ/2, for r = 1,

β > θ/2, for r > 1.
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Theorem 1. (Existence of edge modes) If γLγR < 0 such that two periodic mechanical systems with the
Zak phase θL ̸= θR are glued together as shown in Figure 3, then there exists an edge mode (Ua,j(t), Ub,j(t))
in the form of

Ua,j(t) = ua,je
iωτ and Ub,j(t) = ub,je

iωτ (9)

where j denotes the cell index, τ is the nondimensional time scale and ω ∈ I.

2.2.1 Transfer Matrix for the Periodic System

Assume that the solutions of (6)-(7) take the form in (9). For the right periodic system, ua,j and ub,j satisfy

−m
k

m
ω2ua,je

iωτ + k(1 + γR)
(

ua,je
iωτ − ub,je

iωτ
)

+ k(1− γR)
(

ua,je
iωτ − ub,j−1e

iωτ
)

= 0,

−m
k

m
ω2ub,j−1e

iωτ + k(1− γR)
(

ub,j−1e
iωτ − ua,je

iωτ
)

+ k(1 + γR)
(

ub,j−1e
iωτ − ua,j−1e

iωτ
)

= 0,

which implies

(

2− ω2
)

ua,j − (1 + γR)ub,j − (1− γR)ub,j−1 = 0,
(

2− ω2
)

ub,j−1 − (1− γR)ua,j − (1 + γR)ua,j−1 = 0.

This can be written as the system Auj−1 = Buj, where

A =

[

0 1− γR
−(1 + γR) 2− ω2

]

, B =

[

2− ω2 −(1 + γR)
1− γR 0

]

and uj =

[

ua,j

ub,j

]

.

We rewrite Auj−1 = Buj as

TRuj−1 = uj ,

where the transfer matrix

TR = B−1A =

[

− 1+γR

1−γR

2−ω2

1−γR

− 2−ω2

1−γR

(2−ω2)2−(1−γR)2

1−γ2
R

]

.

It can be shown that

det (TR) = 1.

The eigenvalues of TR are

λ±,R =
1

2

(

(

2− ω2
)2 − (1− γR)

2 − (1 + γR)
2

1− γ2
R

±
√

1

(1− γ2
R)

2 [ω4 − 4ω2]
[

(2− ω2)
2 − 4γ2

R

]

)

=
1

2(1− γ2
R)

(

(

2− ω2
)2 − (1− γR)

2 − (1 + γR)
2 ±

√

ω2 (ω2 − 4)
[

(2− ω2)
2 − 4γ2

R

]

)

.

The corresponding eigenvectors e±,R are

e±,R =

[

(2− ω2)
1 + γR + (1− γR)λ±,R

]

. (10)

For the left periodic system, similar calculations give that

TLu−j+1 = u−j

6



where the transfer matrix

TL =

[

(2−ω2)2−(1−γL)2

1−γ2
L

− 2−ω2

1−γL

2−ω2

1−γL

1+γL

1−γL

]

,

with eigenvalues

λ±,L :=
1

2(1− γ2
L)

(

(

2− ω2
)2 − (1− γL)

2 − (1 + γL)
2 ±

√

ω2 (ω2 − 4)
[

(2− ω2)
2 − 4γ2

L

]

)

and the corresponding eigenvector

e±,L =

[

1 + γL + (1− γL)λ±,L

2− ω2

]

.

Note that
√

2(1− |γL|) <
√

2(1 + |γR|) ≤
√

2(1 + |γL|) and
√

2(1− |γR|) <
√

2(1 + |γL|) ≤
√

2(1 + |γR|)
when |γR| ≤ |γL| and |γL| ≤ |γR| respectively. It follows that I ̸= ∅.

For ω ∈ I, λ±,R and λ±,L are real. Since det(TR) = 1 and λ+,R ̸= λ−,R, one of |λ+,R| and |λ−,R| is less
than 1, e+,R and e−,R are linearly independent and {e+,R, e−,L} form a basis of R2. Hence, u1 =

[

ua,1

ub,1

]

can be written as

u1 = a1e+,R + a2e−,R

for some constants a1, a2 ∈ R. Then

uj = T j
Ru1 = a1 (λ+,R)

j−1
e+,R + a2 (λ−,R)

j−1
e−,R.

For uj to vanish as j → ∞, it is necessary that u1 =

[

ua,1

ub,1

]

is parallel to the eigenvector of TR whose

corresponding eigenvalue has absolute value less than 1. Similarly, u−1 =

[

ua,−1

ub,−1

]

must be parallel to the

eigenvector of TL whose corresponding eigenvalue has absolute value less than 1 in order for uj to vanish as
j → −∞.

To find the eigenvalues of TR and TL with absolute value less than 1, we have

(

2− ω2
)2 − (1− γR)

2 − (1 + γR)
2 ≤ (2min{|γR| , |γL|})2 − (1− γR)

2 − (1 + γR)
2

≤ 4γ2
R − 1 + 2γR − γ2

R − 1− 2γR − γ2
R

= 2(γ2
R − 1) ≤ 0.

Thus λ− (γR) < λ+ (γL) < 0 and the eigenvalue of TR with absolute value less than 1 is

λR := λ+,R =
1

2(1− γ2
R)

(

(

2− ω2
)2 − (1− γR)

2 − (1 + γR)
2 + ω

√

(ω2 − 4)
[

(2− ω2)
2 − 4γ2

R

]

)

.

The corresponding eigenvector eR is

eR := e+,R =

[

(2− ω2)
1 + γR + (1− γR)λR

]

. (11)

By similar calculations, we obtain

λL :=
1

2(1− γ2
L)

(

(

2− ω2
)2 − (1− γL)

2 − (1 + γL)
2 + ω

√

(ω2 − 4)
[

(2− ω2)
2 − 4γ2

L

]

)

7



and the corresponding eigenvector

eL =

[

1 + γL + (1− γL)λL

2− ω2

]

. (12)

Therefore, we obtain that u1 =

[

ua,1

ub,1

]

must be parallel to eR and u−1 =

[

ua,−1

ub,−1

]

must be parallel to eL to

vanish as j → ±∞.

2.2.2 Proof of Theorem 1

By substituting (9) into the equations (8), we get
(

2− ω2 + γR − γL
)

ua,1 − (1 + γR)ub,1 − (1− γL)ub,−1 = 0,
(

2− ω2
)

ub,−1 − (1− γL)ua,1 − (1 + γL)ua,−1 = 0.
(13)

Since

[

ua,1

ub,1

]

and

[

ua,−1

ub,−1

]

are parallel to eR and eL respectively, there holds

[

ua,1

ub,1

]

= c1eR and

[

ua,−1

ub,−1

]

= c2eL

for some constants c1 and c2. Then by (13), we obtain
(

2− ω2 + γR − γL
)

c1
(

2− ω2
)

− (1 + γR) c1 (1 + γR + (1− γR)λR)− (1− γL) c2
(

2− ω2
)

= 0,
(

2− ω2
)

c2
(

2− ω2
)

− (1− γL) c1
(

2− ω2
)

− (1 + γL) c2 (1 + γL + (1− γL)λL) = 0.
(14)

(14) can be simplified as
[

Ω2 + (γR − γL) Ω− (1 + γR)
2 −

(

1− γ2
R

)

λR

]

c1 = (1− γL) Ωc2,
[

Ω2 − (1 + γL)
2 −

(

1− γ2
L

)

λL

]

c2 = (1− γL) Ωc1,
(15)

where Ω = 2− ω2. Multiplying the second equation in (15) by (1− γL) Ω gives
[

Ω2 − (1 + γL)
2 −

(

1− γ2
L

)

λL

]

(1− γL) Ωc2 = (1− γL)
2
Ω2c1. (16)

By the first equation in (15) and (16), we have
[

Ω2 − (1 + γL)
2 −

(

1− γ2
L

)

λL

] [

Ω2 + (γR − γL) Ω− (1 + γR)
2 −

(

1− γ2
R

)

λR

]

= (1− γL)
2
Ω2,

which can be simplified as
[

Ω2 − 4γL −
√

(4− Ω2) (4γ2
L − Ω2)

] [

Ω2 + 2 (γR − γL) Ω− 4γR −
√

(4− Ω2) (4γ2
R − Ω2)

]

= 4 (1− γL)
2
Ω2.

(17)

Observe that, for Ω = 0, we have
[

02 − 4γL −
√

(4− 02) (4γ2
L − 02)

] [

02 + 2 (γR − γL) 0− 4γR −
√

(4− 02) (4γ2
R − 02)

]

= 4 (1− γL)
2
02

which is equivalent to

(γL + |γL|) (γR + |γR|) = 0. (18)

Since γL and γR have different signs, either γL + |γL| = 0 or γR + |γR| = 0. Therefore, (18) holds and Ω = 0
is a solution of (17). Note that Ω = 0 gives ω =

√
2 ∈ I. This proves the theorem.

8







(a) β = 0 (b) β = 0.05

Figure 6: The band structure of the periodic system. (a) β = 0: The upper and lower bands touch at the
vertices of Brillouin zone and form the Dirac points. (b) β ̸= 0: A gap opens between the two bands.

hold for |κ− κ
∗| < γ.

2. The eigenvalue λ± (κ) in (23) has multiplicity two when κ = κ
∗.

Remark 1. Observe that if κi = Ki, then κ1 = κ3 + b1, κ3 = κ5 + b2, κ2 = κ6 + b2 and κ6 = κ4 + b1.
Therefore,

d (κ1) = d (κ3) = d (κ5) and d (κ2) = d (κ4) = d (κ6) , (26)

and it is sufficient to study the eigenvalues for κ = K1 and κ = K4.

When β = 0, from (23), the eigenvalues of M in (21) are

λ (κ) = 3± |d (κ)| .

Observe that

d (K1) = −1− exp

(

ia
4π

3a

)

− exp

(

ia
4π
3a + 0

√
3

2

)

= 0.

We obtain λ+ (K1) = λ− (K1) = 3 (Figure 6(a)). In addition, the derivative of λ+ (κ) at κ = K1 along the
direction w = (w1, w2) is

Dwλ+ (K1) = lim
h→0+

1

h

[

λ+

(

4π

3a
+ w1h, 0 + w2h

)

− λ+

(

4π

3a
, 0

)]

= lim
h→0+

√

1

h2

[

4 cos2
[

2π

3
+

w1a

2
h

]

+ 4 cos

[

2π

3
+

w2a

2
h

]

+ 1

]

=
a
√
3

2
.

Similarly,

Dwλ− (K1) = −a
√
3

2
.

Therefore, near K1, there holds

λ± (κ) = 3± a
√
3

2
|κ−K1|+O

(

|κ−K1|2
)

.

Following similar calculations, it can be shown that, for κ near K4,

λ± (κ) = 3± a
√
3

2
|κ−K4|+O

(

|κ−K4|2
)

.
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Note that have M (κ) =

[

3 0
0 3

]

for κ = K1,K4. Thus, the multiplicity of λ∗ is 2. Therefore, (Ki, 3) is a

Dirac point for i = 1, 4.

Remark 2. When β ̸= 0, we have λ− (κ) < λ+ (κ) for κ ∈ B and there is a gap between the upper and
lower bands λ± (κ) in (24) which is called band gap.

3.1.3 Valley Chern Number

The Berry phase is a phase angle that describes the global phase change of a complex vector over a closed
loop ν in its parameter space. The Berry phase associated with the band λ of the system in (21) is defined
as a line integral around a closed loop ν in the Brillouin zone (cf. [29]);

φ =

∮

ν

B(κ)dκ. (27)

In the above, B(κ) = (Aκx
(κ) , Aκy

(κ)) is the Berry connection, wherein

Aj(κ) := ⟨v(κ), i∂jv(κ)⟩, j = κx, κy,

and v is the eigenvector of M associated with the eigenvalue λ as defined in (24). By the Stokes’ theorem,

φ =

∫

D

Ω(κ)dS, (28)

where D is the region enclosed by ν and Ω(κ) is Berry curvature given by Ω (κ) = ∂κx
Aκy

(κ)− ∂κy
Aκx

(κ).
The valley Chern number for a Bloch wave vector κ = K is defined as Berry phase calculated over a closed
loop ν containing K scaled by 2π (cf. [34]), i.e.,

CK,ν =
1

2π

(∮

ν

B(κ)dκ (mod 2π)

)

=
1

2π

∫

D

Ω(κ)dS. (29)

Remark 3. For the eigenvector v of the system in (21), a gauge transformation ṽ (κ) = e−iϕ(κ)
v (κ) for a

differentiable function ϕ (κ) gives that B̃ (κ) = B (κ) +∇ϕ (κ). Hence the Berry phase φ̃ = φ + 2πm, for
some m ∈ Z, but Ω̃ (κ) = Ω (κ) since ∇×∇ϕ = 0. As such (29) is defined with modulo 2π.

Let ν be a circle centered at K with radius 0 < r ≪ 1, we define the discrete valley Chern number as,
for N ∈ Z

+,

CN
K,ν = − 1

2π



Im





N
∑

j=1

log⟨v (K + κj) ,v (K + κj+1)⟩



 (mod 2π)



 , (30)

where κj = r (cos (θj) , sin (θj)), θj = −π + (j − 1) 2πN . It is clear that

CK,ν = lim
N→∞

CN
K,ν .

In what follows, we use CK instead of CK,ν for simplicity.

Lemma 3. For N = 2n ∈ Z
+,

1. The Berry phase φ over the Brillouin zone is zero.

2. The valley Chern numbers for the vertices of Brillouin zone satisfy

CN
K1

= CN
K3

= CN
K5

and CN
K2

= CN
K4

= CN
K6

.

In addition, the valley Chern numbers satisfy CN
K1

= −CN
K4

.

12



3. Let v± be the eigenvectors of M defined in (24). If v = v+, β and CN
K1

attain opposite signs, and if

v = v−, β and CN
K1

attain the same signs, where v± is the vector given in (24).

Proof. (i) For N = 2n with n ∈ Z
+, let {κ̂j}Nj=1 be equally spaced points on the boundary of Brillouin zone

such that {K1,K2, ...K6} ⊂ {κ̂j}Nj=1. Then, for j = 1, 2, ..., n+ 1, we have

κ̂j = −κ̂n+j ,

which implies

d (κ̂j+n) = d (κ̂j)

and thus

v (κ̂j±n) = v (κ̂j)

for 1 ≤ j ≤ n+ 1 in v (κ̂j+n) and for n+ 2 ≤ j ≤ N in v (κ̂j−n). Thus we have

CN = −Im





N
∑

j=1

log⟨v (κ̂j) |v (κ̂j+1)⟩





= −Im





n
∑

j=1

log⟨v (κ̂j) |v (κ̂j+1)⟩+
N
∑

j=n+1

log⟨v (κ̂j) |v (κ̂j+1)⟩





= −Im





n
∑

j=1

log⟨v (κ̂n+j)
∗ |v (κ̂j)

∗
N/2+j+1⟩+

N
∑

j=n+1

log⟨v (κ̂j) |v (κ̂j+1)⟩





= −Im





N
∑

n=n+1

log⟨v (κ̂n)
∗ |v (κ̂n+1)

∗⟩+
N
∑

j=n+1

log⟨v (κ̂j) |v (κ̂j+1)⟩





= −Im





N
∑

n=n+1

log⟨v (κ̂n) |v (κ̂n+1)⟩+
N
∑

j=n+1

log⟨v (κ̂j) |v (κ̂j+1)⟩





= 0.

(ii) By Remark 1, d (K1) = d (K3) = d (K5). Therefore, v (K1) = v (K3) = v (K5) which implies CN
K1

=

CN
K3

= CN
K5

. Similarly, CN
K2

= CN
K4

= CN
K6

. Let {κj}Nj=1 be the equally spaced points on the circle as

given in the definition of the discrete valley Chern number, wherein N = 2n for some n ∈ Z
+. Note that

arg (κj+n) = arg (κj) + π for j = 1, 2, ..., n, thus

K4 + κj+n = − (K1 + κj) for 1 ≤ j ≤ n and K4 + κj−n = − (K1 + κj) for n+ 1 ≤ j ≤ N. (31)

Then,

d (K4 + κj+n) = d (K1 + κj) and d (K4 + κj−n) = d (K1 + κj),

which implies

v (K4 + κj±n) = v (K1 + κj) for 1 ≤ j ≤ n, and n+ 1 ≤ j ≤ N.

13



Then

CN
4 = −Im





2n
∑

j=1

log⟨v (K4 + κj) |v (K4 + κj+1)⟩





= −Im





n
∑

j=1

log⟨v (K4 + κj) |v (K4 + κj+1)⟩+
2n
∑

j=n+1

log⟨v (K4 + κj) |v (K4 + κj+1)⟩





= −Im

(

2n
∑

m=n+1

log⟨v (K4 + κm−n) |v (K4 + κm−n+1)⟩+
n
∑

m=1

log⟨v (K4 + κm+n) |v (K4 + κm+n+1)⟩
)

= −Im

(

2n
∑

m=n+1

log⟨v∗ (K1 + κm) |v∗ (K1 + κm+1)⟩+
n
∑

m=1

log⟨v∗ (K1 + κm) |v∗ (K1 + κm+1)⟩
)

= −Im

([

2n
∑

m=1

log⟨v (K1 + κm) |v (K1 + κm+1)⟩
]∗)

= −CN
1 .

(iii) Let {κj}Nj=1 be as in (ii). Then we have

⟨v (κj) |v (κj+1)⟩ = (1− β) |d (κj) ||d (κj+1) |fj (β)
[

rj (β) e
i(ξj−ξj+1) + 1

]

,

where

fj (β) =

(

3β +
√

9β2 + (1− β2) |d (κj) |2
)(

3β +
√

9β2 + (1− β2) |d (κj+1) |2
)

|d (κj) ||d (κj+1) |
,

rj (β) =
1− β2

fj (β)
, ξj = arg (d (κj)) .

For β > 0, fj (β) ∈ [1, 36
|d(κj)||d(κj+1)|

] is an increasing function of β and

√

1− β2 |d (κj)| > 3β +

√

9β2 + (1− β2) |d (κj)|2,

thus rj (β) ∈ [0, 1]. Consequently,

Im





N
∑

j=1

log⟨v (κj) ,v (κj+1)⟩



 = Im





N
∑

j=1

log
(

rj (β) e
i(ξj−ξj+1) + 1

)



 =

N
∑

j=1

εj , (32)

where εj ∈
(

0,
ξj−ξj+1

2

)

and we have used Lemma 1. Denoting d (κ (θ)) as d (θ), it follows that

d
(

−π

3
− θ̃
)

= d
(

−π

3
+ θ̃
)

and d

(

2π

3
− θ̃

)

= d

(

2π

3
+ θ̃

)

,

for θ̃ ∈
[

0, 2π
3

]

and θ̃ ∈
[

0, π
3

]

respectively. In addition, d(−π/3)d(2π/3) < 0. Therefore, as θ ∈ [−π, π], d (θ)
surrounds the origin on the complex plane and arg (d (−π)) = arg (d (π)) + 2π. Then, by (32),

Im





N
∑

j=1

log⟨v (κj) ,v (κj+1)⟩



 <

N
∑

j=1

ξj − ξj+1

2
=

ξ1 − ξN+1

2
= π.
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For each k|| ∈ [0, 2π
a ], we consider the solutions that propagate along the interface and decay along the

horizontal direction by letting

Ua
p,q(t) = ua

pe
iωγeik||q and U b

p,q(t) = ub
pe

iωγeik||q, (38)

where γ =
√

k/mt. An edge mode (Ua
p,q(t), U

b
p,q(t)) is the nontrivial solution to (35) - (37) which decays to

zero as p → ∞.
We aim to show that there exist edge modes for the joint system in Figure 7 when β ̸= 0. For each

k|| ∈ [0, 2π
a ], such edge mode attains an eigenfrequency ω

(

k||
)

such that ω2
(

k||
)

located in the band gap

(λ−

(

k||
)

, λ+

(

k||
)

), where

λ−

(

k||
)

= max
κ̃

λ− (κ̃) and λ+

(

k||
)

= min
κ̃

λ+ (κ̃)).

In the above, κ̃ = k1b1 +
k||a

2

2π b2 and k1 ∈ (0, 1).

Remark 4. For k|| ∈ [0, 2π
a ], λ−

(

k||
)

and λ+

(

k||
)

occur when

κ̃ =

(

n

2
+

k||a
2

4π

)

b1 +
k||a

2

2π
b2, for n ∈ {0, 1},

with (−1)n cos
(

k||a
2

2

)

< 0 and we have

λ−

(

k||
)

=
3−

√

9β2 + (1− β2) |d (κ̃) |2
1− β2

and λ+

(

k||
)

=
3 +

√

9β2 + (1− β2) |d (κ̃) |2
1− β2

, (39)

where |d (κ̃)| =
∣

∣

∣1 + (−1)
n
2 cos

(

k||a
2

2

)∣

∣

∣. It is clear that λ−

(

k||
)

< λ+

(

k||
)

.

Our main result is stated in the following theorem.

Theorem 2. (Existence of edge mode) If two periodic systems with opposite β values are connected as in
Figure 4(b), then for each k|| ∈ [0, 2π

a ], there exists an edge mode (Ua
p,q(t), U

b
p,q(t)) in the form (38) with

ω2
(

k||
)

∈ (λ−

(

k||
)

, λ+

(

k||
)

).

Remark 5. By Lemma 3, if β1 and β2 attain opposite signs, then C
(1)
Kj

C
(2)
Kj

< 0 where C
(i)
Kj

is the valley
Chern number calculated with βi at Kj .

3.2.1 Transfer Matrix for the Periodic System

In this subsection, we compute the transfer matrices for the lattices on the left and right side of the interface.
To simplify the calculations, we introduce the following notations:

τ
(

k||
)

:= 3− (1 + β)ω2
(

k||
)

,

σ
(

k||
)

:= 3− (1− β)ω2
(

k||
)

,

z
(

k||
)

:= 1 + eik||a
2

,

ξ
(

σ, k||
)

:= τσ − 1− |z|2,

We consider the solutions in the form of (38) for (35)-(37). For the right periodic system, by (36), ua
p and

ub
p satisfy

τua
p − ub

p−1 − ub
p − ub

pe
−ik||a

2

= 0,

σub
p−1 − ua

p−1 − ua
p − ua

p−1e
ik||a

2

= 0,
(40)
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which is reduced to A
(

k||
)

up−1 = B
(

k||
)

up where

A
(

k||
)

=

[

0 1
−z
(

k||
)

σ

]

, B
(

k||
)

=

[

τ −z
(

k||
)

1 0

]

and up =

[

ua
p

ub
p

]

=

[

ua

ub

]

p

.

We rewrite Aup−1 = Bup as

TR

(

k||
)

up−1 = up,

where the transfer matrix

TR

(

k||
)

= B−1A =
1

z

[

−|z|2 zσ
−zτ τσ − 1

]

.

The eigenpairs of TR are

λR,±

(

k||
)

=
1

2z

[

ξ ±
√

ξ2 − 4|z|2
]

and vR,±

(

k||
)

=

[

σ
λR,± + z

]

.

Similarly, by (35), ua
−p and ub

−p satisfy

τua
−p − ub

−p − ub
−(p−1) − eik||a

2

ub
−p = 0,

τub
−(p−1) − ua

−(p−1) − ua
−(p−1) − e−ik||a

2

ua
−p = 0.

We obtain TL

(

k||
)

u−p = u−(p+1), where the transfer matrix

TL

(

k||
)

=
1

z

[

−|z|2 zσ
−zτ τσ − 1

]

.

Since TR = TL, the eigenpairs of TL are

λL,±

(

k||
)

= λR,±

(

k||
)

=
1

2z

[

ξ ±
√

ξ2 − 4|z|2
]

and vL,±

(

k||
)

= vR,±

(

k||
)

=

[

σ
λL,± + z

]

.

Remark 6. Along the interface, we have

|z|2 =
∣

∣

∣1 + eik||a
2
∣

∣

∣

2

=

(

(−1)n+12 cos

(

k||a
2

2

))2

,

and |d|2 = (1− |z|)2.

In order for up to decay as p → ±∞, it is necessary that u1 =

[

ua

ub

]

1

and u−1 =

[

ua

ub

]

−1

are parallel to

the eigenvectors of TR and TL whose corresponding eigenvalues have absolute value less than 1.

Remark 7. (i) If ξ2 − 4|z|2 < 0, then

|λR|2 = |λL|2 =
1

4|z|2
∣

∣

∣
ξ ± i

√

4|z|2 − ξ2
∣

∣

∣

2

= 1.

Since we consider |λL,R| < 1, there holds ξ2 − 4|z|2 ≥ 0.

(ii) If |λR,+|2 < 1, then

ξ

√

ξ2 − 4 |z|2 < 0,

which implies ξ < 0. If |λR,−|2 < 1, then

−ξ

√

ξ2 − 4 |z|2 < 0,

which implies ξ > 0.
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By Remark 7, the eigenvalue λR with |λR| < 1 is

λR =















1
2z

(

ξ −
√

ξ2 − 4 |z|2
)

, for ξ > 0,

1
2z

(

ξ +

√

ξ2 − 4 |z|2
)

, for ξ < 0.
(41)

Since λL,± = λR,±, we have

λL =















1
2z

(

ξ −
√

ξ2 − 4 |z|2
)

, for ξ > 0,

1
2z

(

ξ +

√

ξ2 − 4 |z|2
)

, for ξ < 0.
(42)

Thus the parallelism condition above implies that

[

ua
1

ub
1

]

= c1vR =

[

c1σ
c1 (λR + z)

]

and

[

ua
−1

ub
−1

]

= c2vL =

[

c2σ
c2 (λL + z)

]

. (43)

3.2.2 Proof of Theorem 2

By (37) and (38), we obtain

ma(−ω2)
k

m
ua
1e

iωτeik||q + k
[

ua
1 − ub

−1

]

eiωτeik||q + k
[

ua
1 − ub

1

]

eiωτeik||q + k
[

ua
1 − ub

1e
−ik||

]

eiωτeik||q = 0,

ma(−ω2)
k

m
ua
−1e

iωτeik||q + k
[

ua
−1 − ua

1

]

eiωτeik||q + k
[

ua
−1 − ub

−1

]

eiωτeik||q + k
[

ua
−1 − ub

−1e
ik||
]

eiωτeik||q = 0,

which implies
τua

1 − ua
−1 − zub

1 = 0,

τua
−1 − ua

1 − zub
−1 = 0.

(44)

Then (44) can be simplified as
τc1σ − zc1 (λRz)− c2σ = 0,

τc2σ − zc2 (λLz)− c1σ = 0.
(45)

For σ = 0, the first equation in (45) implies that

c1λR|z|2 = 0.

which is equivalent to c1 = 0 and it gives the trivial solution for (40). The first equation in (45) implies that,
for σ ̸= 0,

c2 =
1

σ
c1 (τσ − z (λR + z)) , (46)

(46) and the second equation in (45) together imply that

c1σ =
1

σ
c1 (τσ − z (λR + z)) (τσ − z (λL + z)) ,

which is equivalent to

4σ2 =















∣

∣

∣

∣

ξ + 2−
√

ξ2 − 4 |z|2
∣

∣

∣

∣

2

, for ξ < 0,
∣

∣

∣

∣

ξ + 2 +

√

ξ2 − 4 |z|2
∣

∣

∣

∣

2

, for ξ > 0,

(47)
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by (41). We consider ξ < 0 and ξ > 0 respectively to obtain a solution to (47). We have, if ξ < 0,

2σ = ξ + 2−
√

ξ2 − 4 |z|2 or 2σ = − (ξ + 2) +

√

ξ2 − 4 |z|2.

(i) If 2σ = ξ + 2−
√

ξ2 − 4 |z|2, then

4σ2 − 4σ (ξ + 2) + ξ2 + 4ξ + 4 = ξ2 − 4 |z|2 ,

which implies

−1 + β

1− β
σ3 +

[

1 +
6β

1− β
+

6β

1− β

]

σ2 − σ

[

1− |z|2 + 6β

1− β

]

= 0. (48)

The above equation attains two nonzero roots:

σ1 =
1 + 3β −

√

4β2 + (1− β2) |z|2

(1 + β)
, σ2 =

1 + 3β +

√

4β2 + (1− β2) |z|2

(1 + β)
.

Note that, for β ∈ (−1, 1),

0 > ξ(σ2, k||) ≥ 4
|β| − β2

1− β2
> 0,

which is a contradiction to ξ < 0. For σ1,

ξ
(

σ1, k||
)

=
1 + β

1− β
σ2 − 6β

1− β
σ − |z|2 − 1 = −4β2 + 2

√

4β2 + (1− β2) |z|2
1− β2

< 0.

Therefore,

σ̃1 =
1 + 3β −

√

4β2 + (1− β2) |z|2

(1 + β)

is one root of (48).

(ii) If 2σ = − (ξ + 2) +

√

ξ2 − 4 |z|2, by similar calculations, we obtain two more roots

σ3 =
−1 + 3β +

√

16β2 + (1− β2) |z|2

1 + β
, and σ4 =

−1 + 3β −
√

16β2 + (1− β2) |z|2

1 + β
.

Similarly, we have

0 > ξ
(

σ4, k||
)

= 2
4β2 + 4 |β|
1− β2

≥ 0,

ξ
(

σ3, k||
)

=
8β2 − 2

√

16β2 + (1− β2) |z|2

1− β2
≤ 8

β2 − |β|
1− β2

≤ 0.

Thus, we obtain

σ̃2 =
−1 + 3β +

√

16β2 + (1− β2) |z|2

1 + β
,
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as another root of (47).
By similar calculations for ξ > 0, we obtain two more roots:

σ̃3 =
1 + 3β +

√

4β2 + (1− β2) |z|2
1 + β

and σ̃4 =
−1 + 3β −

√

16β2 + (1− β2) |z|2
1 + β

.

From the relation σ = 3− (1 + β)ω2, we obtain the corresponding eigenvalues:

ω2
1

(

k||
)

=
2 +

√

4β2 + (1− β2) |z|2

1− β2
,

ω2
2

(

k||
)

=
4−

√

16β2 + (1− β2) |z|2

1− β2
,

ω2
3

(

k||
)

=
2−

√

4β2 + (1− β2) |z|2

1− β2
,

ω2
4

(

k||
)

=
4 +

√

16β2 + (1− β2) |z|2

1− β2
.

(49)

Next we show that ω2
j

(

k||
)

∈
(

λ−

(

k||
)

, λ+

(

k||
))

for j = 1, 2 but ω2
j

(

k||
)

/∈
(

λ−

(

k||
)

, λ+

(

k||
))

for

j = 3, 4. For ω2
1

(

k||
)

, we have

w2
1 − λ− =

2 +
√

4β2 + (1− β2) |z|2
1− β2

− 3−
√

9β2 + (1− β2) |d|2
1− β2

≥ 1

1− β2

[

−1 +
√

1 + 2 [4β2 + (1− β2) |z|2]
]

≥ 0.

In the above, we have used Remark (6) to relate z and d. Thus, ω2
1 ≥ λ−. Similarly,

w2
1 − λ+ =

2 +
√

4β2 + (1− β2) |z|2
1− β2

− 3 +
√

9β2 + (1− β2) |d|2
1− β2

≤ 1

1− β2

[

√

4β2 + (1− β2) |z|2 − 1−
√

4β2 + (1− β2) |z|2 + 4
]

≤ 0.

Thus, ω2
1 ≤ λ+ and we have ω2

1 ∈ [λ−, λ+]. By similar calculations, we can show ω2
2 ∈ [λ−, λ+]. However, if

ω2
3 ≥ λ−, then

2−
√

4β2 + (1− β2) |z|2

1− β2
≥

3−
√

9β2 + (1− β2) |d|2

1− β2
,

which can be simplified as

−β2
(

1− β2
)

(|z| − 2)
2 ≥ 0,

which is impossible. Thus, ω2
3 < λ− and ω2

3 /∈ [λ−, λ+]. Similarly, we can show ω2
4 > λ+ and ω2

4 /∈ [λ−, λ+].
Figure 8 shows that ω2

1

(

k||
)

and ω2
2

(

k||
)

located in the band gap
(

λ−

(

k||
)

, λ+

(

k||
))

when a = 1 and β = 0.1.
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Figure 8: The upper and lower bands λ±

(

k||
)

, and the eigenvalues of the edge modes, ω2
1

(

k||
)

and ω2
2

(

k||
)

,
when a = 1 and β = 0.1.
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