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We introduce a maximally localized Wannier function representation of Bloch excitons, two-particle corre-
lated electron-hole excitations, in crystalline solids, where the excitons are maximally localized with respect
to an average electron-hole coordinate in real space. As a proof-of-concept, we illustrate this representation
in the case of low-energy spin-singlet and -triplet excitons in cubic lithium fluoride, computed using the
ab initio Bethe-Salpeter equation approach. We visualize the resulting maximally localized exciton Wannier
functions (MLXWFs) in real space, detail the convergence of the exciton Wannier spreads, and demonstrate
how Wannier-Fourier interpolation can be leveraged to obtain exciton energies and states at arbitrary exciton
crystal momenta in the Brillouin zone. We further introduce an approach to treat the long-range dipolar coupling
between singlet MLXWFs and discuss it in depth. The MLXWF representation sheds light on the fundamental
nature of excitons and paves the way toward Wannier-based post-processing of excitonic properties, enabling the
construction of ab initio exciton tight-binding models, efficient interpolation of the exciton-phonon vertex, the
computation of Berry curvature associated with exciton bands, and beyond.
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I. INTRODUCTION

Since their introduction 25 years ago [1], maximally local-
ized Wannier functions (MLWFs) have had a transformative
impact on our ability to compute and understand one-electron
observables using density functional theory (DFT). Today
MLWFs serve as a compact basis for linear scaling algorithms
[2], allow for the computation of Berry phase (geometric)
quantities [3-5] (e.g., electronic polarization [6]), and find
application in efficient and accurate interpolation of linear
response quantities (e.g., electron-phonon matrix elements)
[7-9], and more [10].

In the MLWF scheme, periodic Bloch states are related
to localized Wannier functions through a unitary transfor-
mation, one which simultaneously preserves the canonical
commutation relations while also localizing the sum of the
spreads of the states to the greatest extent possible [1,10,11].
While the scheme is most often applied to one-electron Bloch
states, the MLWF procedure is general and can be applied to
any lattice periodic function. Indeed this framework has been
used to construct localized representations of lattice vibrations
[12], the electromagnetic field in photonic crystals [13] and,
recently, perturbations to the electronic wave function [14].
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In principle, the scheme can formally be applied to mul-
tiparticle states that are Bloch periodic in some average
coordinate [15-17]. One such excitation of broad theoretical
and technological interest is the exciton, a two-particle cor-
related electron-hole state. To date, localized representations
of the exciton have only been constructed in the isolated limit
[18] and in one dimension [19]. Here, we introduce a general
and practical extension of the MLWF scheme for excitons in a
crystalline solid which may also serve as a blueprint for other
multiparticle states.

Excitons are correlated electron-hole pairs which often
dominate the low-energy optical response of semiconduct-
ing and insulating materials. Understanding these composite
particles plays an increasingly important role in the design
and development of next-generation of optoelectronic de-
vices, especially those based on complex materials with strong
light-matter interactions. Over the past two decades, ab initio
many-body perturbation theory within the GW approxima-
tion, where G is the one-electron Green’s function and W the
screened Coulomb interaction, and the Bethe-Salpeter equa-
tion (BSE) approach [20-24] has rapidly emerged as a pow-
erful and robust method for predicting excitonic properties
for a wide range of increasingly complex materials including
low-dimensional transition metal dichalcogenides [25], lead-
halide perovskites [26-28], and organic crystals [29-32], in
all cases yielding results in good agreement with experiment.
Given the technological relevance and increasing maturity of
computational architectures and algorithms [33], revisiting the
MLWF scheme in the context of excitons is timely.
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In solid-state systems with translational symmetry, the ex-
citon wave function can be written in Bloch periodic form
with respect to an average electron-hole coordinate. A canon-
ical example is the phenomenological Mott-Wannier model
[34,35] of a weakly bound exciton; here, the exciton is de-
scribed by a hydrogenlike wave function with the form

Wim (R, 1) = e QURE,, (1), (1

where R and r denote the average and relative coordinate of
the electron-hole pair, respectively, while F,;,,(r) is a hydro-
genic wave function with quantum numbers nfm. Notably,
Wem @(R, r) obeys Bloch’s theorem in R—i.e., Wq nem (R +
R, r) = ¢ Q®Wg (R, 1), where R is a lattice vector—a
general feature rigorously true of all descriptions of an exciton
in a perfect crystal, e.g., excitons classified as Frenkel [36] or
charge-transfer in crystals also obey Bloch’s theorem in R.

In this work we advance a new representation of the exciton
in a periodic crystal, one which is maximally localized in
an average electron-hole coordinate. This new representation
is a natural but as-yet unexplored extension of one-electron
Wannier functions to two-particle excitations and provides a
rigorous particlelike picture of the exciton complimentary to
the usual wavelike picture afforded by the Bloch representa-
tion of an exciton in a periodic solid.

The maximally localized exciton Wannier functions
(MLXWFs) allow for post-processing of exciton related
properties in analogy to the electronic case, for instance,
the ab initio construction of exciton tight-binding models,
the efficient interpolation of exciton eigenenergies [37,38]
and exciton-phonon matrix elements [39—41] throughout the
Brillouin zone, the computation of Berry curvature related
properties at the excitonic level [42—45], and more. Our
framework also deepens our understanding of the phenomeno-
logical Mott-Wannier [34,35] and Frenkel [36] descriptions of
an exciton in periodic solids. It further provides a physical
picture for the splitting of the transverse and longitudinal
exciton branches of the exciton band structure [46,47] in terms
of long-range dipole-dipole interactions between MLXWFs.

The remainder of this paper is organized as follows. In
Sec. II we introduce exciton Wannier functions. In Sec. III
we review the MLWF framework and adapt this formalism
for excitons. In Sec. IV we focus on matrix elements of the
exciton Hamiltonian in the MLXWF basis. We show singlet
excitons are coupled over large distances through a dipolar
interaction, and we draw an analogy to the theory of lattice
vibrations in a hetero-polar crystal. In Sec. V we detail how
to effectively partition the singlet exciton Hamiltonian into a
short-range part, amenable to Wannier-based post-processing,
and a long-range part which can be treated analytically. In
Sec. VI we detail our Wannier-Fourier interpolation scheme
for obtaining exciton band structures throughout the Brillouin
zone. In Sec. VII we summarize the GW-BSE approach and
computational details of our calculation. In Sec. VIII we apply
our framework to cubic lithium fluoride, LiF. We tabulate the
convergence of the Wannier spreads, visualize the MLXWFs
in real-space, and show the results of our Wannier-Fourier
interpolation for the lowest three exciton bands. We draw
comparisons for both the singlet and triplet cases. In Sec. IX

we give a discussion detailing potential future applications of
MLXWFs. We close in Sec. X with a summary of our work.

II. EXCITON WANNIER FUNCTION

An exciton is a composite quasiparticle consisting of a
correlated electron-hole pair. The position of the electron, r,,
and hole, rj, are correlated and encoded in the exciton wave
function, Wsq(r,, ry), where S and Q denote the exciton’s
principle quantum number and crystal momentum, respec-
tively. Physically, Wsq(r,, 1) is the probability amplitude
to simultaneously find an electron and hole at r, and ry,
respectively.

An increasingly standard approach for computing exci-
ton states and properties in solids is the ab initio GW-BSE
method, mentioned above. In this approach, Wsq(r,, r;) is
expressed as a coherent sum over noninteracting electron-hole
product states, namely,

WsQ(e 1) = > A V@)W _o(ra). )

cvk

where ¥,k(r) = Ty (r) denotes a single-particle Bloch

state with band index n and crystal momentum k (typically
computed from Kohn-Sham DFT, Hartree Fock, etc.), while
Afg( is the exciton expansion coefficient with subscript ¢
(v) indexing conduction (valence) states. The same exciton
wave function can be written in Bloch periodic form when
re-expressed in the average R = (r, 4 ry,)/2 and relative r =

r, — ry, coordinates. Explicitly,

1 )
WsoR, 1) = —— R Fy(R. 1), 3)

/No

where Fsq(R, r) is given by

1 5Q ik-
Fso(R, 1) = TN § :Acuk—&-Q/Ze f
cvk

X uck+Q/2(R + r/z)“:ka/z(R -r/2). 4

Importantly, Fsq(R, r) is cell-periodic in R but not in r. [Note
Eq. (1) is a specialized case of this general form.]

For present purposes, we assume that the exciton states are
computed on regular Q- and k meshes with Ng and Ny points,
respectively. Our exciton wave functions are normalized such
that

f |Wso(R, r)|*drdR = 1, )

where the integrals in R and r are to be performed over su-
percells with volume NgVyc and Ny Vi, respectively, with V,
denoting the volume of the unit cell. From here on all integrals
in R and r are understood to be taken over their respective
supercell volumes unless otherwise stated. In Appendix A, we
provide additional details on this change of coordinates and
our normalization conventions. In the same Appendix we also
discuss a generalization where the exciton is expressed in a
weighted-average coordinate R = ar, + fr;, with o, 8 > 0
and o + B = 1. For the sake of conceptual simplicity, we
will continue to work with the specialized case « = 8 = 1/2
throughout the main text.
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In this work, we define the exciton Wannier function as
a Wannier transform of the Bloch exciton in the average
electron-hole coordinate, explicitly,

Wer(R, 1) = “QRye (R, 1), ©)

1
— e
o2
where R is a lattice vector. The exciton Wannier functions
span the same functional space as the original excitonic states
and by construction are orthonormal in indices (S, R) so that
(WsrlWor) = 8ss'Sre- When translated by a lattice vector,
they transform as Weg(R — R/, r) = W g (R, 1), a result
which immediately follows from Bloch’s theorem.

Further, the exciton Wannier functions are localized in the
coordinate R and reside in the cell labeled by R. This is
readily seen in the limit where the cell-periodic function is
only weakly dependent on Q so that Fso(R, r) ~ Fs(R, r).
Then, Wsg(R, 1)~ Fs(R, 1) Y ¢ Q®®_ Since the only
length scales appearing in the sum are the lattice parameters,
Wsr (R, 1) should decay rapidly in R — R beyond a few mul-
tiples of R. By contrast, the spread in the relative coordinate,
r, is related to the exciton radius, which, for weakly bound
excitons, can be on the order of many unit cells. We expect
there are many scenarios where the spread in the average
coordinate is smaller than the spread in the relative coordinate.

III. MAXIMALLY LOCALIZED EXCITON
WANNIER FUNCTIONS

In the MLWF scheme, extended one-electron Bloch states,
Yk (r,) = (r.|nk), are related to localized Wannier functions
with orbital index m, w,z(r,) = (r,/mR), through a unitary
transformation

W, (Te) = \/_Z e R (R, (D)

where U,,,(K) is a unitary matrix which mixes some subset of
states, n € W, at a given k point.

In developing this framework, Marzari and Vanderbilt [1]
took advantage of the extra gauge freedom in Uy, (k) to lo-
calize the sum of the spread of the Wannier functions to the
greatest extent possible. For MLWFs, the sum of the spreads
is defined as

Nw

= > [(m0]rZ|md) —

m

QU] (mOlr,Im0)’], (8

where r, is understood as the position operator and the no-
tation, Q¢'[U], indicates that the spread is a functional of the
gauge, U.

Nowadays the minimization procedure is often performed
using Wannier90, an open source, post-processing software
for constructing MLWFs, compatible with many DFT codes
[48,49]. Wannier90 minimizes Eq. (8) in reciprocal space and
requires as a key input the overlaps of Bloch periodic states at
neighboring k points, M®&®) = (u,y |t b) ,c» Where the sub-
script “uc” indicates that the overlaps are to be computed in
the unit cell. As emphasized by the developers of Wannier90,
these inputs are entirely agnostic to the underlying electronic
structure theory calculation [48,49].

TABLE I. Notation for, and analogy between, electron and ex-
citon Wannier functions and related parameters. As defined in the

text,r =r, —r;, and R = ar, 4+ fr), with o = 8 = 1/2 being used
throughout this work (see Appendix A).

Electron Exciton
Bloch state Yk (Te) Wso(R, 1)
Wannier coordinate I, R
Conjugate momentum k Q
Conjugate position R R
Wannier function w,gr(T.) Wur(R, 1)
Rotation matrix Uin(K) Usu(Q)

A more subtle point is that MLWF procedure itself is
agnostic to the type of quasiparticle excitation which one
wishes to localize so long as the excitation can be written
in Bloch form. Said another way, the procedure can be used
to find localized representations of any lattice periodic exci-
tation. Accordingly, in analogy with Eq. (7), exciton states,
Wso(R, 1) = (Rr|SQ), are also related to localized exciton
Wannier functions, W,z (R, r) = (Rr|M R), through a unitary
transformation, namely,

Wyr(R, 1) = QR (Q)Wso(R, 1), (9)

L
where M denotes the principal quantum number of the exciton
Wannier function.

In further analogy with the one-electron case, we can lever-
age the gauge freedom and choose Uys(Q) to minimize the
sum of spread of the exciton Wannier functions defined as

Nw

QX [U] = Y [(MOIR?|MD) — (MOIRIMD)’),  (10)
M

with
(MO|R*|M0) = / [Wy5(R, r)|*?R*drdR. (11)

As emphasized previously, the spread here is with respect to
the average, and not the relative, coordinate.

We use the Wannier90 package to minimize Eq. (10).
In practice this is done by passing overlap matrices,
Mo (Q,B) = <FSQ|FS’Q+B), to Wannier90. We compute
these overlaps in the electron-hole basis as follows:

Z [Af&] A7 Q'l:rf};/z

cc'vv’k

Mss(Q,B) =

X {Uek|Uek1B/2) o (Uok—Q-B/2|Uk—Q) . - (12)

Equation (12) constitutes a pivotal result of this work. Im-
portantly, it allows us to compute overlaps between the
cell-periodic part of exciton wave functions with quantities
readily obtained from standard electronic software codes. A
generalization of Eq. (12) for arbitrary R = ar, + Br;, is de-
rived in Appendix B, see Eq. (B3) specifically.

In Table I, we distinguish the notation used for, and draw
an analogy between, electron and exciton Wannier functions.
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For use in the next section, it is convenient to note that
Eq. (9) can be inverted to give
RUs(QWyr®R, ). (13)

1
Yso(R, 1) = \/T— Ze
Q ur

Equation (13) can be derived from Eq. (9), with the use of the
identity Zf( ei(Q_Q/)'R = NQ5QQ/.

IV. ANALYTIC PROPERTIES OF THE EXCITON
HAMILTONIAN

An important property of one-electron MLWFs is that
they form a compact basis for expanding the local one-
electron Hamiltonian. In this case locality of the MLWFs
and one-electron Hamiltonian guarantees that matrix elements
in the MLWF basis—i.e., (m0|H®|nR)—decay rapidly with
increasing R. The same is not immediately apparent for the
exciton Hamiltonian which contains nonlocal interactions that
couple the electron and hole degrees of freedom.

In the absence of spin-orbit coupling, we can partition the
exciton Hamiltonian into a spin-singlet and spin-triplet sector.
In this total spin basis, the exciton Hamiltonian reads

HX =T — KP 4+ 284K, (14)

where T is a kinetic term related to the propagation of a free
electron-hole pair while —KP is an attractive screened direct
interaction and KX a repulsive bare exchange interaction cou-
pling the electron and hole [22]. s is 1 for singlets and O for
triplet excitons.

Below we show that the direct interaction is short-range so
that triplet MLXWFs at 0 and R couple only when the spatial
part of their MLXWF’s overlap. By contrast, the exchange
term is long-range and singlet MLXWFs couple even when
there is minimal real space overlap. For large R, we perform
a multipole expansion in this exchange term and show that at
leading order MLXWFs are coupled through a dipole-dipole
interaction which decays as 1/|R|?. In reciprocal space (Q
space), this long-range coupling is nonanalytic in the Q — 0
limit and can drive a splitting of the longitudinal and trans-
verse branches of the exciton band structure.

A. Exciton Hamiltonian in the MLXWF basis

The exciton Hamiltonian is invariant under translations by
a lattice vector, R, explicitly

HX'(R,r) = H* (R + R, r), (15)

so that matrix elements of HX! in the Wannier basis obey the
following identity:

(MR|HX|NR') = (MO|HX*|NR’ — R). (16)

It follows that the matrix element of the exciton Hamiltonian
between any two MLXWFs can be constructed from knowl-
edge of

HyS(R) = (MO|H*|NR) . (17)

We can relate His(R) to the exciton Hamiltonian in the
Bloch basis

HXNQ) = (SQIHX|S'Q) . (18)

Going forward, we use subscripts “M, N” to label matrix

elements in the MLXWF basis and “S, S”” to label matrix

elements in the Bloch basis. In cases where orbital or band

indices are omitted the result is independent of the basis set.
Using Eqgs. (9) and (13) we find

HF'(Q =) M Usu(QER RN (Q) (o)

R
and

His(R) =) e QRUJ (QHE (QUsn(Q).  (20)
Q

where sums over repeated band indices are implied. By con-
struction HX is diagonal in the Bloch basis. Its elements are
the exciton eigenenergies, Egq.

Like HX®, the direct, KP, and exchange, KX, kernels
are translationally invariant so it is sufficient to consider
the matrix elements K1, (R) = (MO|KP|NR) and K5 (R) =
(MO|KX|NR).

In the MLXWF basis, the commonly used static approxi-
mation [24] to the direct interaction kernel reads

2
KD (R) = / Wi (R, e (R, r)eTWNR(R, r)dRdr,

2D
where e is the electronic charge and ¢~!(R, r) is the inverse
dielectric function expressed in terms of the average, R, and
relative, r, coordinates (see Appendix C1 for derivation).
Notably, the direct term involves interexciton overlaps of
the electron-hole coordinates and only couples W,5(R, r) to
Wyg (R, r) when there is nonzero overlap in both R and r. It
immediately follows that KD, (R) decays exponentially in R
when the MLXWFs are exponentially localized in R.

Meanwhile the exchange interaction reads

&2

Kll)/%N(R) = /WAZO(R’ O)WWNR(R/, O)deR,,

(22)

(see Appendix C 1 for derivation). The exchange interaction
involves intraexciton overlaps of electron-hole pairs—i.e., the
electron and hole within a single exciton must overlap which
is why r =r, —r; = 0. Such overlaps are independent of
distance between exciton Wannier functions and for this rea-
son the exchange term couples MLXWFs which reside in
cells 0 and R through the Coulomb interaction even when
these MLXWFs are exponentially localized. We expect the
exchange interaction to decay slowly with R.

To see how K5y (R) decays at leading order in R we per-
form a multipole expansion in the Coulomb interaction. This
is justified in the limit where R is much larger than the spatial
extent of the MLXWF in the R coordinate. Retaining only
the lowest-order dipole-dipole term, we arrive at the dipolar
exchange kernel

xDip .y _ 2| Py Py (P} -R)(Py -R)

B0 = ¢ [ RF T IRP

}, (23)
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where Py, denotes the dipole moment associated with the
exciton Wannier function M, namely,

Py = / RWy(R, r = 0)dR (24)

(see Appendix C2a for derivation). We see that for Py # 0,
Kty (R) decays like 1/|RJ? in the large R limit.

For later use it is convenient to introduce the exciton dipole
moment in the Bloch basis, namely,

Ps = /R\DSO(R, r = 0)dR. (25)

We emphasize that Pg is, up to a multiplicative constant,
equivalent to the usual exciton transition dipole matrix ele-
ment used for studying optical processes. The connection is
made explicitly in Eq. (62). The r = 0 argument, often not
explicitly expressed, ensures that r, = r;: the photoexcited
state initially creates an electron and hole at the same position
S0 as not to violate causality.

The exciton dipole matrix elements in the Bloch and Wan-
nier basis are related through the following expressions:

1
Py = e ; Usu (0)Ps,
Ps = /Ng Z Uyys(0)Py, (26)
M

provided Ugy(Q) is analytic in the Q — 0 limit (see Ap-
pendix C 3 for derivation).

B. Dipolar coupling and nonanalyticity

In reciprocal space, the dipolar interaction can lead to a
nonanalyticity in Q which in turn has important implications
for the construction of exponentially localized MLXWFs. To
see how this comes about, we Fourier transform K, X Dlp (R) to
find

XDlp(Q) ZeiQ-RKE}?iP(R)
R
_ Ané? Z [P}, - (Q+ G)I[Py - (Q+ G)]
T Ve 1Q +GJ? ’

G
27

where G denotes a reciprocal lattice vector, and it is un-
derstood that Q is restricted to the first Brillouin zone (see
Appendix C2b for derivation). Equation (27) formally di-
verges for all Q, which can be seen by noting that the
summand remains finite for large G. This divergence is a
well known consequence of not removing the self-interaction
term, K, X D‘p R =0),in Eq. (23), before Fourier transforming
[50]. In Sec. V we will regulate this divergence. Presently
we are interested in the nonanalytic structure of KA),;}\[,)IP(Q)
near the origin, which can be studied at this level despite the
divergence. To isolate the small Q behavior, we define the
nonanalytic kernel as

Kin(Q = lim Ky, VPQ). (28)

where the notation indicates that G should be set to zero prior
to taking the limit. We then find

4’ (Py, - Q(Py - Q)

Vie QI .
For general Py, K)a(Q) will approach different values as
Q — 0 depending on the path taken in Q space, which is why

we refer to this as the nonanalytic kernel. The nonanalyticity
persists in Bloch basis where

KNy (Q) = (29)

472

K P(Q) = Z Usu(Q)Uy5(Q)
Py - (Q+GIPy - (Q+G)]
. § Q+GP G0
and
2 * . .
KINQ) = ATE B QPy - Q) 31

VucNQ |Q|2

In deriving Eq. (31) we have made use of Eq. (26) to write
this expression in terms of Pg. This nonanalyticity is well
known [22,46,47,51] and was recently revisited in the con-
text of first-principles BSE calculations of exciton dispersion
[37,38], where it was calculated by directly taking the Q —
0 limit of K;g,(Q). Our present derivation reinterprets this
nonanalyticity as stemming from dipolar coupling between
MLXWFs.

The nonanalytic kernel can lift the degeneracy between
longitudinal (L) and transverse (T) exciton states, a phe-
nomena known as LT splitting [22,46,47,51]. Further, in
low-symmetry systems, as a direct result of this nonanalyt-
icity, singlet exciton eigenvalues can exhibit rapid angular
variation about Q = 0, and may appear discontinuous when
plotted along certain directions in reciprocal space.

Finally, we note that the multipole expansion presented in
this section is especially applicable to cases where MLXWFs
are centered at the origin of their home cell. In cases with
multiple MLXWFs centered at different places in the home
cell, it may be more appropriate to expand about the distances
between Wannier centers, i.e., d = R + 7y — t), where ty
denotes the position of the Wannler center of the N" MLXWF
in the home cell. The results given in the section are easily
generalized in this case but left to future work.

C. Analogy with phonons

The notation, and relation between, KXPP and KNA resem-
bles that found in the dynamical theory of lattice vibrations
where infrared (IR)-active phonons lead to similar dipolar
coupling, LT splittings, and, in low-symmetry systems, a Q-
space nonanalyticity [50,52]. We summarize the situation for
phonons below and then draw an analogy to excitons.

In many materials, polar ionic displacement patterns can
induce an electric dipole moment. For long wavelength, IR-
active modes, the phonon eigenvector is such that these dipole
moments add constructively and we can associate a net mi-
croscopic dipole with each unit cell. Coupling between these
dipoles drives a splitting of the longitudinal and transverse op-
tical phonon branches and in low-symmetry systems can give
rise to a nonanalyticity in the dynamical matrix [12,50,52].
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With the aide of Eq. (13) we can arrive at a similar physical
interpretation for excitons. Notably, Eq. (13) allows us to
express the exciton wave function as a sum over MLXWFs.
Each MLXWEF resides in a cell labeled by R, and carries a
dipole moment P,,. For bright excitonic states (Pg # 0), the
Wannier rotation matrices are such that these dipole moments
add constructively and we can associate a net microscopic
dipole with each unit cell. Long-range interactions between
these dipoles drive a splitting of the longitudinal and trans-
verse exciton branches and in low-symmetry systems can give
rise to a nonanalyticity in the exciton Hamiltonian.

More generally, we note that dipolar interactions, LT-
splitting, and nonanalyticity are phenomena associated with
polar excitations, IR active phonons, or bright excitons.

V. PARTITIONING THE EXCITON HAMILTONIAN IN
THE WANNIERIZATION SUBSPACE

The long-range dipolar coupling in the singlet exciton
Hamiltonian is critical to account for in post-processing ap-
plications like Wannier-Fourier interpolation, where Hjyo (R)
must decay rapidly with increasing R to obtain accurate
interpolations. These long-range couplings constitute a non-
trivial difference between MLXWFs and their one-electron
counterparts.

A strategy for handling these interactions is to first re-
move the long-range coupling to arrive at a short-range (SR)
Hamiltonian which we expect to be more suitable for use in
Wannier-based post-processing applications.

Accordingly, we partition the exciton Hamiltonian as fol-
lows:

H*(Q) = H*(Q) + 285K (Q), (32)
where the long-range kernel is defined as
K™ (Q) = K*PP(Q) — K*PP(0) (33)

and where expressions for K*PP(Q) are given in the MLXWF
and Bloch bases in Eqgs. (27) and (30), respectively. The bar
on K*PiP(0) indicates that the G = 0 component should be
omitted when computing this term. This subtraction regulates
the divergence in K*PP(Q) so that K*R(Q # 0) is formally
convergent. We have dropped orbital/band indices in these
expressions to indicate that the partitioning can be made in
any basis set. However, for the sake of concreteness it is
convenient to specialize to the MLXWF basis. Then Eq. (33)
reads

4762 [Py, - (Q+ G)HI[Py - (Q+G)]
KR Q) = 4 T
MN Vae ; Q + GJ?
47 e? [P}, - G][Py - G]
_ (34)
Vie 624 IG|?

As written, K38 (Q) is well defined for all Q # 0 and ap-
proaches the nonanalytic kernel in the limit where Q — 0.
Explicitly,

lim Ky7(Q) = KR (Q). (35)

This limit should be compared to that given in Eq. (28). Note
that here there is no need to set G = 0 before taking the limit.

At Q = 0 Eq. (34) evaluates to

47eé* [P}, - G][Py - G]
Vie IGJ? G=0

Kyn(0) = (36)
which is indeterminate. In the following section we show
that a similar indeterminate term appears in Hyvs (0) which to
lowest order cancels with Kj ;% (0). The cancellation is a direct
consequence of our partitioning and definition of Kj;%(Q).
The net result is that at lowest order Hy(0) is well defined
despite the indeterminate contributions from both H$(0) and
K (0).

A. Partitioning for Q =0

The indeterminate behavior of HX°'(0) originates from the
exchange kernel. To see this in detail we Fourier transform the
exchange interaction in Eq. (22) and set Q = 0 to find

Ky (0) =Y (M0['“®|0) v(G) (0l “*F'IND) ., (37)

G
where
4re? 1
G)=—— 38
v(G) TRRTETE (38)
and
(0le '6CRINO) = / e CRW (R, 0)dR. (39)

Now, we isolate the head (G = 0) contribution to the sum in
Eq. (37) and expand the complex exponential to lowest order
to find

4me? (P}, - G)(Py - G)
Vie IGJ?

where we have used (0]e '6®’|NO) = —iG - Py + - --. This
limiting behavior should be compared with KiX (0), given
in Eq. (36). We see that at Q = 0 the long-range kernel
exactly equals the lowest order term in the expansion of
the head of the exchange kernel. For singlets, while both
H¥(0) and KiR(0) are indeterminate, at lowest order,
HyN(0) = H3SH(0) — 285KLR,(0) is well defined; the inde-
terminate contributions cancel. Indeed it is this cancellation
which motivated the definition of KLX,(Q) given in Eq. (33).

When higher order terms in Eq. (40) are negligible, sub-
tracting 2851(1‘%,1},(0) from HA),;,C\}(O) is equivalent to setting the
head of the Coulomb interaction in the exchange term to zero.
Explicitly,

+oeL o (40)
G=0

KEN;G:O(O) =

HR(0) = Tyn(0) — Koy (0) + 285K, (0),  (41)

where K\ (0) is equivalent to K5\ (0) but with the v(G)
replaced by the modified Coulomb interaction

4re® 1
v gr! ) (42)
While we have only shown the cancellation between
Kiin-G—0(0) and K% (0) to first order, it is easy to see that
including higher order long-range couplings in K};5(Q), e.g.,
dipole-quadropole, quadropole-quadropole, etc., systemati-
cally leads to further cancellation between these two terms.

5(G) =
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Further, the cancellation is independent of the basis set. Moti-
vated by these results, we define the short-range Hamiltonian
atQ =0tobe

HSR(0) = T(0) — KP(0) + 28,K%(0), (43)

where we have dropped the orbital indices to indicate that
the definition is basis set independent. Because HX'(0) is
ill-defined, it is natural to define the exciton states at Q = 0
as eigenstates of H5®(0). Notably, our definition of the short-
range Hamiltonian coincides with the usual ab initio BSE
Hamiltonian used for studying optical properties where it can
be shown that using the modified Coulomb interaction in
Eq. (42) facilitates the inclusion of local field effects [53].

In practice, H SR(0) is constructed and diagonalized in a
basis of electron-hole product states to obtain exciton eigen-
states, Wgo(R, r), and eigenvalues Egg prior to Wannierization.
Throughout this work whenever we reference Q = 0 exciton
states, e.g., as in Eq. (9) or Eq. (25), we have in mind the
eigenstates of H5R(0).

B. Partitioning for Q # 0

Working in a basis of Q =0 exciton states, we can
construct an exciton Hamiltonian for states near Q = 0 as
follows:

lim FEH(Q) = HEF(0) + 256K Q). (44)
where HSS, (0) = Egpdss and Kgsj,*(Q) was defined in Eq. (31).
When we try to rotate Eq. (44) into the MLXWF basis
using the exciton rotation matrices, Uys(Q), we encounter
a challenge. Because Wannierization is always performed
in a subspace, it is only possible to rotate the sector of
limg_¢ HSXSC,‘(Q) for which §, S € W. By contrast, the non-
analytic interaction mixes the entire space of bright (Pg # 0)
excitonic states. Inevitably, the long-range interaction couples
MLXWFs with states outside the Wannierization subspace.
At lowest order we could simply neglect the coupling to
states outside of the Wannierization window, however numer-
ical results indicate that this tends to greatly exaggerate the ef-
fect of KX (Q), leading to nonphysical results. Our approach
here is to first derive an effective Hamiltonian which down-
folds the nonanalytic interaction into the Wannierization sub-
space and then rotate the Hamiltonian into the MLXWF basis.
Let S, S’ € W denote excitonic states in the Wannierization
window (also referred to as the active space) and R, R' ¢ W
label excitonic states outside the Wannierization window (the
passive space). Adopting a Lowdin partitioning strategy [54],
we treat HSR(0) as our unperturbed Hamiltonian, Ko (Q) as
a perturbation, and sum over all transitions involving states
outside the Wannierization subspace, effectively integrating
out the passive states. We arrive at the following expression:

hm H;%C,‘ (Q, w)

K (Q)Kzs' (Q)

= Hg (0) + 235 [KE?(Q) +2) = ™

REW
KM QKR (QKYe(Q)
(w — Ego)(w — Egyg)

+22 Y

R.,R'¢W

+] (45)

where the superscript “eff” serves as a reminder that this
effective Hamiltonian mixes only states in the Wannierization
subspace. Our analysis implies that even after downfolding,
the exciton Hamiltonian can still be partitioned into a short-
and long-range part

lim H™"(Q @) = Hig'(0) + 285K (Q. @), (46)

where Kgsl,\’eff(Q, ) denotes the bracketed term in Eq. (45)
summed to infinite order. The price to pay for downfolding
is that the nonanalytic part is now frequency dependent and
Eq. (46) must be solved self-consistently to obtain exciton
eigenvalues. When all terms in the infinite series in Eq. (45)
are retained, eigenvalues of this effective Hamiltonian exactly
coincide with those of the original Hamiltonian in Eq. (44) for
Sew.

Fortunately, the separable structure of Kye (Q) allows the
series to be summed to infinite order to obtain the exact result,

w) = e56(Q, KM (Q), 47

where S, S’ € W and epg(Q, w) is the “background” dielec-
tric function and is given by

KSI'\_IS‘/} seff (Q

epc(Q, w) =

) (Pr - QP - Q)’ 48)

vucva|(2|2 w — Epy

where Py are dipole moments associated with Bloch excitons
[see Eq. (25)]. Importantly, the sum on R in egg(Q, w) runs
only over Bloch exciton states outside the Wannierization
subspace (see Appendix D for derivation).

We see the effect of downfolding is for states in the passive
space to screen the nonanalytic coupling between excitons in
the active space. The result is closely related to the S approx-
imation, first introduced in Refs. [55,56], where the exchange
term in the BSE is screened to compensate for the fact that the
BSE is solved in a finite subspace of electron-hole transitions.
Similar downfolding techniques were recently used to study
x-ray absorption spectra in liquid water [57].

Using Wannier rotation matrices at Q = 0, we can rotate
Eq. (46) into the Wannier basis to find

lim Hy™(Q. o) = Hyy (0) + 28Ky (Q. ). (49)

REW

Let Egq and Cy5(Q) denote the eigenvalues and eigenvectors
of Eq. (49), respectively. By construction Egq exactly coincide
with the eigenenergies obtain by diagonalizing Eq. (44) for
S € W. Once Egq and Cys(Q) are known, it is possible to
cast Eq. (49) as a static, albeit non-Hermitian, Hamiltonian,
namely,

(12‘)0 Xcl eft(Q) _ 15111{\/(0) + ZSSKAI}IQ,eff(Q)’ (50)

where
K Q) =Y K Qlegs @]y 6D
~

with

[ (@] ZcNfs(Q)eBG(Q EsQ)Cin(Q)  (52)

and with K,{:’,ﬁ (Q) given explicitly in Eq. (31). Derivations of
these results are given in Appendix D, where we further show
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that Eq. (50) has the same eigenvalues and eigenvectors as
Eq. (49).

To recap, we have developed a partitioning of the exciton
Hamiltonian near Q = 0 which (1) mixes only states in the
Wannierization subspace, (2) reproduces the exciton eigen-
values near Q = 0, and (3) decouples into a short-range and
long-range (nonanalytic) part. Motivated by these results, we
define an effective short-range Hamiltonian near Q = 0 as

hm HRM(Q) = hm Hgyvt(Q) —25sKhnT(Q),  (53)

where Hﬁf\}(Q) is the original exciton Hamiltonian. We can
generalize this definition to arbitrary Q as follows:

HSR(Q) = HXS(Q) — 285KIR<(Q), (54)

where

LR ett(Q) — Z

and with [e5L(Q)lyy and KR (Q) defined in Egs. (52)
and (34), respectively. From Eq. (35) it immediately follows
that when Q — 0 Eq. (54) reduces to Eq. (53). In practice,
K, Ne"(Q) is constructed as follows. First, we build and di-
agonalize Eq. (49) to obtain Esq and CMS(Q) With these
eigenvalues and eigenvectors, we construct [&g, (Q) N'N ac-
cording to Eq. (52). The effective long-range kernel is then
constructed according to Egs. (55). The procedure is compu-
tationally inexpensive, involving only a few diagonalizations
of a small My x Ny matrix at each Q point.

We emphasize that all results presented here are for bulk
materials where the Q — 0 limit of the Coulomb interaction
is given by v(Q) = 4me?/|Q|?. For confined and low dimen-
sional systems, the Q — 0 limit of v(Q) changes [58] and
expressions in this section should be modified accordingly.

We have further neglected the effects of spin-orbit cou-
pling. When included, the exciton Hamiltonian can no longer
be partitioned into a singlet and triplet sector, instead exci-
tons should be labeled by their total angular momentum. In
general, all excitons receive an exchange contribution and the
partitioning described in this section should be applied to all
states. In practice, the formulas of this section can be used
as they stand provided the definition of Py in Eq. (25) is
appropriately generalized for spinors.

Qs @]y 59

VI. WANNIER-FOURIER INTERPOLATION

We now turn to the interpolation of exciton band structures,
making use of the results derived in the previous section. We
start with triplet excitons, where there is no exchange coupling
and hence no dipolar interactions which simplifies matters.
Here, the interpolation procedure is entirely analogous to
what is done at the one-electron level [7,10]. We then discuss
what modifications must be made to carry out the procedure
for singlets.

A. Triplets

Given the exciton energies, Esq,, from, e.g., an ab ini-
tio BSE calculation, and exciton Wannier rotation matrices,
Upus(Q.), on a coarse uniform grid of Q. points, we first

Wannier-Fourier transform to obtain hopping matrix elements

Z e—chRUA]:IS(QC)ESQ‘ Usn(Q.), (56)
5Q.

HYY(R) =

and subsequently Fourier transform to an arbitrary Q point to
find

Hy(Q) = ) dORHH(R). (57)
R

Triplet exciton eigenenergies at Q are obtained by diagonal-

izing H5{(Q). The success of this scheme hinges critically

on the rapid decay of H;y%(R) with increasing R, which, for

triplets, is guaranteed when W,3(R, r) is well localized in R.

B. Singlets

For singlet excitons, even when W, ;(R,r) is well-
localized in R, the matrix element Hys (R) will still decay
as 1/|R|® as discussed in Sec. IV A, which in many cases
will be too gradual to perform Wannier-Fourier interpolation
efficiently.

To deal with this issue, we remove the long-range inter-
action before Wannier-Fourier interpolating, and add it back
after the interpolation is complete. This strategy is inspired
by a widely used technique for Fourier interpolating phonon
eigenfrequencies in many semiconductors and insulators [59].
We outline our four-step procedure below.

(1) Subtract the effective long-range interaction, defined
in Eq. (55) to obtain the effective short range Hamiltonian on
a coarse grid:

HyN(Q,) = Host(Qo) — 285Ky (Q.). (58)

(2) Fourier interpolate to obtain HS®< at an arbitrary Q
point:
HSR ett(R) Z —iQ,- RHSR eff(QC)
Q.
HSR eff(Q) Z iQRHAS/»Il]ZV,eff(R). (59)
R

(3) Add back the effective long-range interaction to obtain
HX at finite Q:

HSHQ) = HINT(Q) + 285K 5°T(Q). (60)

(4) Diagonalize HA)/I(IC\; (Q) to obtain singlet exciton eigen-
values at arbitrary Q points.

We emphasize here that it is critical to use the effective
long-range interaction, defined in Eq. (55), rather than the
bare long-range interaction, defined in Eq. (34). The former
properly accounts for long-range coupling to states outside the
Wannierization window while the latter does not.

VII. IMPLEMENTATION AND COMPUTATIONAL
DETAILS

As previously emphasized, the Wannierization procedure
is independent of computational method used to compute
excitonic properties. Popular methods include time-dependent
density functional theory [53], equation-of-motion coupled
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cluster [60], and the ab initio GW-Bethe-Salpeter equa-
tion (BSE) approach [24], to name a few. Here we adopt the
latter method and summarize the approach below.

A. Implementation

For computational tractability, the BSE is cast as an eigen-
value equation in a basis of electron-hole product states

(rerplcvkQ) = Yk (re) ¥y o(rs) and reads
(fck — Evk—Q)ANK
+ ) (cvkQIK VK Q) AV, = EsoAly. (61)

'k

where &, are GW quasiparticle energies and K" = —KP +
285K* is the electron-hole interaction kernel. Upon solving
the BSE, one obtains exciton eigenenergies, Egq, and exciton
wave functions in terms of the expansion coefficients, Afg(
see Eq. (2).

At Q =0, the exchange term is ill-defined because the
Coulomb interaction is divergent in the long-wavelength limit.
As discussed in Sec. VA we build KX(Q = 0) with the
modified Coulomb interaction, (G) = 4mwe?/|G|*(1 — o),
which is equivalent to the usual Coulomb interaction except
the G = 0 component has been set to zero. For all other Q, the
usual Coulomb interaction, v(Q + G) = 4mwe?/|Q + G|?, is
used to construct KX(Q). Modifying the Coulomb interaction
in this way regulates the nonanalyticity contained in KX(Q)
and ensures that the exciton coefficients are well defined at
Q = 0. While this is not the only regulation scheme, it is con-
venient and consistent with our definition of the long-range
kernel in Eq. (33).

The exciton dipole matrix elements, in the Bloch basis
are computed from exciton expansion coefficients and single-
particle Bloch states as follows:

Ps = /R\yso(R, r = 0)dR

N
=\ e 2o A o Rl (62)
k
cvk

where A3Y should be calculated from the modified Q = 0
kernel as discussed in the previous paragraph. Note Py is
equivalent to the usual exciton transition dipole matrix ele-
ments used in optical studies [24]. From Eqgs. (26) and (62) it

immediately follows that

1
Py = = ;UsmmZAf,ﬂ’k (kIR ter)ye - (63)

cvk

With Py, we construct the K AL;;,’CH(Q, w) as prescribed in
Eq. (55) and detailed in the bottom right-hand corner of Fig. 1.
In practice Ewald’s technique is used to efficiently evaluate
Eq. (55). Additional details can be found in Appendix E.

B. Computational details

As a first application, we apply the above formalism to
Wannierize the low-lying excitons in LiF, a prototypical wide
band-gap insulator with weak dielectric screening and corre-
spondingly strong electron-hole interactions. We note that LiF

Wannierization

i Quantum Espresso
¢ BerkeleyGW [ Dipolar interaction |\
sQ
Ao Ese | | / epg(w)
(Eq.61) — 7 P —_ (Eq. 48)
¢ (Eq. 62)
MSS’(Qr B)
(Eq. 12)
l Wannier90
USM(Q) _ 1y PM — KLR,eff
(Eq. 10) (Eq. 63) (Eq. 55)
| J U J

FIG. 1. Workflows for obtaining the unitary matrix Usy, (Q) that
leads to MLXWFs (red section) and computing the dipolar coupling
between MLXWFs (blue section). Software used in this work is
indicated.

was one of the first systems studied within the ab initio GW
plus BSE approach [24] while the closely related compound
LiCl appeared in the original work on MLWFs [1].

The starting point for all calculations is a ground state
density functional theory (DFT) calculation to obtain Kohn-
Sham energies and eigenstates [61,62]. We use a planewave
basis set, the local density approximation (LDA), and
norm-conserving pseudopotentials taken from pseudo-dojo
[63,64]. To converge the ground state density we use an 80 Ry
planewave cutoff and 8 x 8 x 8 k mesh. All DFT calculations
are performed with Quantum Espresso [65].

We perform BSE calculations for LiF atop the Kohn-Sham
eigenvalues and eigenstates. The electron-hole kernel, K ch ig
expanded in one conduction band and three valence bands. For
the direct kernel we assume static screening, and compute the
static dielectric matrix within the random phase approxima-
tion using a sum-over-bands approach [66,67]. In computing
the susceptibility we include 195 unoccupied bands and use a
20 Ry planewave cutoff. All BSE calculations are performed
with BerkeleyGW [33].

Our workflow requires exciton eigenenergies, Egq, and
eigenstates, Wgq, on a regular Q mesh. In principle the k
and Q meshes on which we solve the BSE are decoupled,
however in practice it is convenient to take them to be com-
mensurate so that a single set of wave functions can be used
to compute overlaps appearing in Eq. (12). From Eq. (12) we
see that for a fixed Q mesh we require the following exciton
expansion coefficients Afﬁ( +p> and wave function overlaps
(Uyk—Q-B/2|Uvk—Q) .- Because of the B/2 shifts, for a fixed Q
mesh we require a k mesh which is both commensurate and
twice as dense, along each reciprocal lattice vector direction,
as the Q mesh. To give an explicit example, Wannierizing
the exciton on a 5 x 5 x 5 Q mesh requires solving the BSE
at 125 Q-pts with the electron-hole kernel constructed on a
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10 x 10 x 10 k mesh. Throughout this work, we use a I
centered Q mesh and half-shifted k mesh.

The factor B/2 is linked to our choice to Wannierize in R =
(r, +1ry)/2. As discussed Appendix B it is more generally
possible to Wannierize in R = ar, + Brj, where « + 8 = 1
and o, B > 0. Notably fora =1,=00ra=0,8=1, it
is possible to take the two meshes perfectly commensurate.
For illustrative purposes, in the main text we have taken o =
1/2, B = 1/2 which represents a good compromise between
conceptual simplicity and computational tractability. We have
numerically confirmed that for LiF the choices « =0, 8 = 1
ando = 1, B = 0 give MLXWFs with the same orbital shapes
and centers as those discussed below.

Finally, we note that the total number of exciton bands
is fixed by the basis size, in this case Nx, = Nx X N X N,,
where N, and N, are the number of conduction and valence
states used to expand the electron-hole kernel. For the
example above we have Nx, = 3000. In this work, no
symmetry or interpolation scheme is used when building the
electron-hole kernel.

VIII. RESULTS
A. Exciton energies and dispersion

LiF takes up a rock-salt crystal structure and we use a
lattice constant of 4.026 A for all calculations. It is a di-
rect gap material with a LDA Kohn-Sham gap of E;°* =
8.87 eV, consistent with previously reported values between
8.3-8.8 eV for the LDA gap [68-71]. We attribute this range
to slight variability in the lattice parameters, the inclusion or
noninclusion of the Is state in the Li pseudopotential, and
a mixture of Gaussian versus planewave basis sets used. To
account for quasiparticle corrections we rigidly shift the con-
duction bands so that the fundamental gap is Egy = 14.3 eV
and stretch the valence bands by 15%, as was done in prior
work [72,73].

Our BSE calculation of LiF shows that the lowest energy
triplet (T') exciton, at I' (Q = 0), is threefold degenerate.
The additional repulsive exchange interaction in the singlet
kernel lifts the degeneracy, leading to a twofold degenerate
transverse (S;), and nondegenerate longitudinal (S;) exci-
ton, as expected. We obtain the following energies for these
states: Er = 12.00 eV, Eg, = 12.36 eV and E5, = 13.08 eV,
all of which are largely consistent with prior work. Our ex-
citon binding energy, Eg = EQy — Es, = 1.94 eV, is slightly
larger than what has been reported in the older literature
(1.5-1.8 eV) [24,70,72] and slightly less than a recent report
of a 2.05 eV [74]. Similarly, the LT-splitting Apr = Es, —
Es, = 0.72 eV is somewhat larger than 0.5 eV previously re-
ported [24]. For present purposes our results are in satisfactory
agreement with prior work.

In Fig. 4 we show the BSE-computed exciton dispersion
(blue curve) for the low energy triplet (right panel) bands.
We find that the excitons at I" are threefold degenerate. The
three lowest exciton bands remain entangled throughout the
Brillouin zone but are well separated from higher lying bands
(see Fig. 4). In the left panel of the same figure, we show
the exciton dispersion for the singlet states. We can clearly
see that the threefold degeneracy at I' is lifted by the ex-
change interaction, with the longitudinal branch higher in

TABLE II. Minimized spread €2 for singlet and triplet excitons in
LiF and its decomposition into invariant, €2;, off-diagonal, Q2¢p, and
diagonal Q2p, parts. The spread of the individual Wannier functions
are reported in the final column. All values are reported in A2,

Q mesh Q Q Qop Qp WF spread
Singlets

3x3x3 4.799 4738 0.061 0.0 1.600

4x4x4 5.881 5.823 0.058 0.0 1.960

5x5x%x5 6.503 6.470 0.060 0.0 2.176
Triplets

3x3x3 3.980 3.957 0.023 0.0 1.327

4x4x4 4.494 4.476 0.018 0.0 1.498

S5x5x%x5 4.797 4.778 0.017 0.0 1.599

energy than the two degenerate transverse branches [75]. The
eigenvalues approach a well defined value in the Q — 0 limit,
independent of the path taken the Q space. The three lowest
singlet bands are not entirely isolated from higher lying singlet
states, however the disentanglement is fairly minimal occur-
ring only near the L points at the BZ edge. Our calculations
are in very good agreement with prior ab initio calculations of
the exciton dispersion in LiF along high-symmetry paths [73].

B. Wannierization of excitons in LiF

Based on the exciton dispersion, we restrict our analysis
to the subspace W which contains the lowest three exciton
bands, Nyy = 3. For triplet states we do not provide a starting
guess for the Wannierization procedure. For singlets, which
are minimally entangled, we find that it is helpful to provide
Wannier90 with some initial guess for the exciton Wannier
functions. Here we use the already Wannierized triplet states
as our initial guess. In Appendix B we detail how these over-
laps are constructed. We utilize the standard disentanglement
scheme [11] implemented in Wannier90 to select the optimal
three-band subspace for constructing MLXWFs.

In Table II we report on the convergence of the Wannier-
ization procedure for both singlet and triplet excitons with
increasing Q mesh. We decompose the total spread, €2, into
its invariant, 2, off-diagonal, Qop, and diagonal, Qp, con-
tributions (see Ref. [1] for details on the decomposition). As
discussed previously, the underlying k mesh is chosen twice
as dense as the Q mesh. Despite this additional variability,
we still observe clear convergence trends. The convergence
of the total spread, €2, is relatively slow, stemming primarily
from the gauge invariant part of the spread, €2y, which is fixed
after the disentanglement procedure is complete. By con-
trast, the gauge dependent part of the spread, Qp + Qop, the
part which is actually minimized after the subspace is fixed,
converges rapidly with increasing Q mesh, changing by less
than 0.002 A2 between the final two steps. This behavior is
analogous, and the level of convergence in €2 similar, to what
was reported at one-electron level in the original paper by
Marzari and Vanderbilt [1] in simple semiconducting systems.
We further find that Qp is strictly zero, an indication that all
Wannier functions possess an inversion center.

In the final column of Table II, we report the spread of
the individual exciton Wannier functions, i.e., (M0|R?>|M0) —
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2

FIG. 2. Triplet MLXWF for LiF, plotted as a function of the aver-
age coordinate R with the relative coordinate r = 0—i.e., Wy;4(R, 0)
vs R. Green and gray spheres denote Li and F atoms respectively. The
Wannier function is entirely real so that blue and red lobes denote
regions of positive and negative probability amplitude, respectively.
In panel (a) we show an enlarged version of the MLXWF for M = 2.
In panel (b) we show the three MLXWFs (M = 1-3).

(MO|R|MO)>. We find all three Wannier functions have the
same spread, stemming from the cubic symmetry of LiF, and
in Table II we report a single value in this column. For a given
Q mesh, we find the singlet MLXWFs have larger spreads
relative to the triplets. The result is expected as singlets expe-
rience an additional exchange force which further delocalizes
these states relative to their triplet counterparts.

C. Visualizing the MLXWFs

To examine the nature of the MLXWE, in Fig. 2, we plot
isosurfaces of the MLXWF in R with r held fixed at 0. Ex-
plicitly, we plot

WyaR, 1 = 0) = —— 3" Usy(@)Wsq(R,r = 0)  (64)

e %
versus R. While it is possible more generally to restrictr = ¢,
where ¢ is some constant vector, our choice r = 0 is motivated
by the fact that it is precisely this component which appears in
the exchange integral and MLXWF dipole moments defined in
Egs. (22) and (24), respectively. We observe that the MLXWF
is well localized in R in the cell R = 0. This should be con-
trasted with Wgq(R, r = 0), which is delocalized in R across
the entire crystal. In Fig. 2(a) we show an enlarged version
of the MLXWF. We find that the MLXWF are centered on
the fluorine site. The MLXWF has nontrivial nodal structure
and in future work it will be interesting to rationalize its
shape in terms of linear combinations of electron-hole product
states. In Fig. 2(b) we plot the isosurfaces for the other two
MLXWFs.

TABLE III. Magnitude of MLXWF dipole moments (in A), Pyl
and the background dielectric constant evaluated at the longitudinal
and transverse exciton energies.

k mesh N Pyl  epc(Es;, Q > 0) epg(Es, Q— 0)
3x3x3 645 0.260 2.06 1.58
4x4x4 1533 0261 2.06 1.59
5x5x5 2997 0261 2.04 1.58

In analogy to the one-electron case, our numerical results
indicate that the Wannierized excitons can be made entirely
real through multiplication by a complex phase. For triplets
we find ImW/ReW = 0.0001 while for singlets InW/ReW =~
0.01. Further, we see the MLXWFs transform as odd func-
tions under inversion symmetry and have a nonzero dipole
moment. For singlet excitons, this dipole moment gives rise
to long-range dipolar interactions between MLXWFs [see
Eq. (23)] and drives the splitting of the longitudinal and trans-
verse exciton branches as previously discussed in Sec. IV B.

D. MLXWEF dipole moments and LT splitting

The MLXWF dipole moments can in principle be com-
puted through real-space integration of the MLXWF depicted
in Fig. 2, following Eq. (24). However, here it is more conve-
nient to compute them via Eq. (63) using Afgk and Ugy(0),
quantities we already have in hand at the end of our BSE
and Wannierization calculation, respectively. In Table III we
report the magnitude of the MLXWF dipoles.

The MLXWF dipole moments are the main ingredients for
constructing the dipolar interaction between MLXWFs. As
discussed in Sec. VB, it is important to further screen this
interaction to correctly account of coupling to excitons outside
the Wannierization subspace.

In Table III we report the values of background dielectric
function evaluated at the longitudinal and transverse exciton
energies computed with different Q meshes. As the Q mesh
increases, so does the k mesh, and consequently the number
of solutions to the BSE, Nx.. In constructing the effective
dielectric function, see Eq. (48), we must sum over all states
outside Wannierization window N = Nx. — Nyy. Presently
Nyy is held fixed at 3. Despite the increase in the number of
states, £(Es,, Q — 0) ~ 2.0 and ¢(Es,, Q — 0) = 1.6 across
all Q meshes, pointing to the stability of the procedure.

E. Exciton band structure interpolation

As a first application, we show how MLXWFs can be used
to interpolate exciton energies throughout the Brillouin zone.
Our goal here is to illustrate that the MLXWFs functions can
be used as a basis for constructing ab initio tight-binding
models which faithfully reproduces the exciton dispersion and
contains the same physics as the usual Bloch description.
Additional applications are expounded upon in the following
section.

In Fig. 3 we plot the magnitude of the BSE Hamiltonian in
the Wannier basis, Hjx'(R), as a function of |R| in a manner
analogous to what is done in Ref. [7] for HPFT. Physically
these matrix elements can be interpreted as hopping matrix
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FIG. 3. Decay of the singlet (blue curve) and triplet (red curve)
BSE Hamiltonian in the Wannier representation Hjs(R) as a
function of R for LiF. The data points correspond to the largest
value of the matrix element at a given |R|—i.e., [|[HR)|| =
maxyy =& [Hys (R)-

elements in the MLXWEF basis. As expected, we observe that
the triplet matrix elements decay exponentially in |R| while
the singlet matrix elements appear to decay more slowly. The-
oretically, we expect Hixst(R) to decay as 1/|R|? for singlets.
Our numerical results highlight the importance of removing
the long-range dipolar coupling before interpolating.

In Fig. 4 we show the results of our Wannier-Fourier in-
terpolated exciton dispersion for LiF. In blue, we plot a linear
interpolation of the singlet and triplet exciton eigenenergies
obtained through explicitly diagonalizing the BSE Hamilto-
nian at 72 Q points along a high symmetry path. In red
we overlay our Wannier-Fourier interpolated exciton disper-
sion which we computed starting from a 5 x 5 x 5 coarse
Q mesh. We find our Wannier-Fourier interpolation scheme
(see Sec. VI) gives excellent agreement for both the singlet
and triplet exciton dispersions. In the inset of the left panel,
we show how Wannier-Fourier interpolation preforms without

correcting for long-range interactions. In this case, we find
that the dispersion agrees relatively well away from I", but
completely fails to capture the LT-splitting in the Q — 0 limit,
highlighting the importance of analytically handling the long-
range term.

IX. DISCUSSION

We expect that MLXWFs could find wide application
much as MLWFs have for one-electron states. By design
we have formulated our framework to mirror as closely as
possible the one-electron case. In doing so we are hopeful
that with minimal effort many of the same Wannier-based
post-processing tools available for electrons may be readily
adapted for the excitonic case. In this work, we have al-
ready shown that the internal routines in Wannier90 can,
with minimal modification, be used to plot MLXWFs and
interpolate the exciton band structure. We expect the same
to be true for other quantities. For instance, using MLXWFs
we can interpolate the exciton-phonon vertex [39—41] in a
manner analogous to how MLWFs are used to interpolate the
electron-phonon vertex [7]. Another example is the use of
MLXWFs to rotate into a smooth gauge which will facilitate
the computation of Berry-phase related properties, like the
anomalous hall effect [3], at the excitonic level.

In adapting these workflows to the excitonic case, it will be
important to carefully treat the long-range dipolar coupling
between singlet MLXWFs. As previously discussed these
long-range couplings are inherently tied to the polarization
carried by the exciton, and have no analog at the single
electron-level (though there is an analogy with phonons, see
Sec. IV C). These long-range interactions are responsible for
many interesting properties of excitons. For instance, we have
already shown they give rise to splitting of the longitudinal
and transverse exciton branches in LiF. In lower symmetry
systems these dipolar interactions will lead to nonanalytic
behavior in the exciton eigenvalues. In the context of exciton-
phonon coupling we anticipate a long-range polar coupling

14 - . §
=
2 131 .
>
o
5 N
LTC}] \

12 - .

L r X w L r X w L

FIG. 4. Singlet (left panel) and triplet (right panel) exciton dispersion for LiF. Linear interpolation of exciton eigenergeies explicitly
explicitly obtained by diagonalizing the BSE at 72 Q points along the high-symmetry path (blue curve). Wannier-Fourier interpolated exciton
dispersion starting from a I'-centered 5 x 5 x 5 Q mesh (dotted red curve). The inset of the left panel shows how Wannier-Fourier interpolation

performs without isolating the long-range contribution.
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between bright excitons and polar phonons. While long-range
Frohlich [76] and piezoelectric [77] electron-phonon cou-
pling have been studied from first-principles, to the best of
our knowledge, the polar exciton-lattice coupling mentioned
above has yet to be explored. By contrast, this long-range
coupling has already been linked to the anomalous enhance-
ment of the exciton spin-hall effect relative to the case where
electron-hole interactions are neglected [42-44]. Our for-
malism provides a way to compute this enhancement from
first-principles.

Beyond Wannier-based post-processing applications we
expect the MLXWFs will provide valuable insight into the
fundamental nature of the exciton itself. In much the same
way that MLWFs provide a bridge between Bloch states and
tight-binding orbitals, MLXWFs provide a bridge between
the Mott-Wannier [35] and Frenkel [36] starting points for
describing an exciton. More specifically, just as the shape of
MLWEFs can often be rationalized in terms of linear combi-
nations of atomic orbitals, the real space orbital structure of
MLXWFs can be rationalized in terms of linear combinations
of electron-hole product orbitals. Such analysis could help to
better understand the most dominant electron-hole transitions
which compose excitons in complex materials. MLXWFs
could also serve as a practical tool for quantifying the degree
of electron-hole charge-transfer and compliment existing ab
initio methods [31].

MLXWFs also provide an optimal orbital basis for de-
scribing the low-energy physics of excitons near the optical
band-edge in much the same way that MLWFs provide a
efficient basis for describing quasiparticle states near the fun-
damental band edge, or Fermi surface for metallic systems.
Indeed with the quantities computed in this work it is possible
to write down an effective tight-binding Hamiltonian for low-
lying excitons, namely,

HX = Z (MO|HSRIND) ¢} penre
MN
RR’

+> 265 (MOIK"TIND) c} penr.  (65)
MN
RR'
where D = R’ — R. The first term is readily understood as
the usual hopping term while the second term is the dipolar
long-range interaction which couples exciton orbitals over
long distances. We note that this is not the only partition-
ing which can be made. For certain applications it may be
useful to further isolate higher-order dipole-quadrupole and
quadrupole-quadrupole couplings as has recently been done
for the electron-phonon vertex [77]. However as shown in
the main text all Q-space nonanalyticity is contained in the
lowest order dipolar term and for many applications we expect
Eq. (65) may serve as a suitable effective Hamiltonian.

One such application of particular interest is the study of
exciton transport. For tightly bound excitons, the two terms in
Eq. (65) lead to two different transport mechanisms. The first
term gives rise to short-range Dexter-like [78] transport while
the second term gives rise to long-range Forster-like transport
[79,80]. The MLXWF computed in this work can be used as
a diabatic basis for studying exciton dynamics [19], shedding
light on exciton dynamics.

Finally, in this work, we have generalized the one-particle
Wannierization procedure to handle a specific two-particle ex-
citation (the exciton). In principle this procedure may readily
be adapted to handle other two-particle excitations, for exam-
ple the bipolaron, as well as excitations involving more than
two particles, for instance, trions and biexcitons, and beyond.

X. CONCLUSIONS

In this work, we have developed a procedure for con-
structing maximally localized exciton Wannier functions
(MLXWFs). We have benchmarked our work on LiF, and
demonstrated that the MLXWFs converge smoothly with
increasingly dense Q meshes and can be used for post-
processing applications, like Wannier-Fourier interpolation of
the exciton dispersion. We expect this work will serve as a
starting point for many other post-processing applications as
discussed in Sec. IX. Our framework helps to connect the
classic Mott-Wannier and tight-binding pictures of excitons
in a first principles context further bridging the gap between
condensed matter and quantum chemistry methods for com-
puting neutral excitations.
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APPENDIX A: DEFINITIONS AND CONVENTIONS

1. One-electron states

We use the following standard definitions and conventions
for the single-particle Bloch states

Yk (r) = (A1)

L )
/Nx
and

1 .
. — . G lG-l‘,
Ui (1) N %:c k(G)e

(A2)

where u,k(r) is the cell-periodic part of the Bloch state, G a
reciprocal lattice vector, V. the volume of the unit cell and Ny
the number of k points in the regular mesh the on which the
wave functions are computed (equivalently the number of unit
cell in the periodic Born—von Karman supercell). Taking the
Fourier components c,x(G) to be orthonormal in » for a fixed
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k,ie.,

> (G)ewk(G) = S, (A3)

G

it immediately follows that u, (r) and v,k (r) are orthonormal
in the unit cell and crystal supercell, respectively, that is

/ druy (EY it (F) = S (A4)

and

/ dr iy ()Y (r) = ke Sy, (AS5)
Wk

where the notation ka indicated that the integral is to be
performed over Vx = VM.

2. Exciton States
a. Electron-hole coordinates

The exciton wave function expressed in electron-hole co-
ordinates takes the form

Wso(re, 1) = Y AN Wa(re) Vi _o(ra),
cvk

(A6)

where ACSS( are the exciton expansion coefficients. For a fixed
Q, we take the exciton expansion coefficients to be orthonor-
mal in the band index S, explicitly

S'Qx 4SQ _
ZAcvk Acvk - 855,'
cvk

(AT)

It follows that the exciton wave function as defined in Eq. (A6)
is orthonormal in the crystal supercell.

b. Weighted-average and relative coordinates

For the purpose of this work it is convenient re-express the
exciton in average R and relative r coordinates. In the main
text, we defined these coordinates as R = (r, + r;)/2 andr =
r. — r,. Here we consider the more general transformation for
R given below,

R = ar, + Br,, (A8)

where o + 8 =1 and «, B > 0. We now refer to R as the
weighted-average. In this coordinate system, the exciton wave
function can be written in explicit Bloch periodic form,

Uso(R, 1) = MR, 1),

1
A9
/Ne (A9

J

/ dR/ dr xR, D)Xk (R, 1) = (Uek+aQlUek+aQ )y (Uok—pQr 1Uk—pQ) . Okk's
uc Vk

where Fsq(R, 1) is the cell-periodic part of the exciton wave
function and is given by

Fso(R, 1)

1 ‘ .

= D AT €™ ek raQ(R + By (R — ar),
cvk

(A10)

where Ng and Ny are the number of mesh points used in the
Q and k meshes, respectively.

Note by taking o = 8 = 1/2, Fsq(R, r) reduces to the
specific form reported in Eq. (4) of the main text. Generally,
the functional form of Fsq(R, r) hinges on ones choice of
weighted-average coordinate, i.e., the choice of «, 8. This de-
pendence is implicit in the R coordinate. To keep the notation
light, we will not explicitly label Fso(R, r) with an &, § index.

¢. Normalization

Below we demonstrate that the exciton wave function as
defined above is orthonormal in the k/Q crystal supercells.
By this we mean

/ dR/ dl“ng(R, l‘)lI/S'Qf(R, I‘) = (SQQf(sSs/, (All)
VQ Vk

where the notation indicates that the integrals over the
weighted-average and relative coordinate should be per-
formed over a crystal supercell with volume Vo = NgV, and
Vk = M Vi, respectively. We expect there will be many cases
where the Q mesh needed for Wannierization will be less
dense than the k mesh on which the BSE must be diagonal-
ized to obtain converged excitonic states. For this reason we
delineate between the two meshes at all stages in the following
derivations.

To demonstrate orthonormality it is convenient to further
partition Fsq(R, r) as follows:

FsqR,r) =Y A% oXako(R, 1), (A12)
cvk
where
1 .
XearoR. 1) = —= e e raQR + Byl _,o(R — ar),
k
(A13)

elnd XcokQ(R, 1) is cell-periodic in R, explicitly x. k(R +

R, r)= XCUkQ(Rv r).
On the way to demonstrating orthonormality of the exciton
wave functions, it is helpful to prove the following result:

(A14)

which will be used in Appendix B. We make use of the Fourier expansion in Eq. (A2) to express

1
Xcka(Rv I') = ﬁ «/V_
uc

G.,G,

ik- * iGe-(R —iG,-(R—
T Y cara(Ge)ely_pg(Gy)el G RHFDGrRem,

(A15)
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Then

/ dR/ dr Xc*qu(Ra r)Xc’v’k’Q’(Rv I‘) = Z C:k+aQ(Gc)ckaﬂQ(Gv)cc’k%aQ’(Gc’ )C:'k'ﬂsQ/(Gv’)
Vi G..G,.G..Gy

x _/ dRe’( G.+G,+G, G,)R‘} / drefi(k—k’)-reiﬂ(fG(.JrGl./).reia(vaJer,).r
k

= > hua0Gk-po(Gu)ecw 1aq (G po (Gu)c,6, 56,6, Sk
G..G,.G. .Gy
= (Uek+0Q|UektaQ ) e {Uvk—pQ | Uvk—Q) e kK- (A16)
From this result and orthonormality of the cell-periodic states [see Eq. (A4)], it immediately follows that
{(XcvkQl XevkQ) = ScerSvu Sk - (A17)
We can show that the exciton wave function is normalized to 1 in the crystal supercell

1 ; /
(Wso|¥sq) = — / dRe Q)R / drFio (R, r)Fyq (R, 1)
NQ Vo Wk
= (SQQ// dR‘/V dl‘FSb(R, l')FS'Q(R, l')
uc k

=do0 Y. A% oA fﬁv,k,MQ[ / dR f drxao®. Dxevko(R, r)]

cvk,c’v’k

SQx N
= SQQ/ Z Act?k-i—aQA( Sk’-&-aQBLC/(SUU(akk/
= SQQ/(SSS/ ,
where we have used the cell-periodicity of Fso(R, r) in R to reduce the integral over Vg to an integral in the unit cell and in
passing from line 3 to line 4, we have used Eq. (A17).
For later use it will also be helpful to note that

/ Wso(R, 0)dR = / Fso(R, 0)dR = —— ZAwk / e (R (R)dR = 0. (A18)
Vo uc cvk

APPENDIX B: DERIVATION OF EXCITON OVERLAPS

Because the exciton wave function has a Bloch periodic structure when expressed in R + ar, + Br;, it is possible to
Wannierize in R = ar, 4 fBr;, for any «, 8 > 0 pair which sum to 1. In other words one can minimize the sum of the spreads of
the exciton Wannier function, i.e.,

J
QU3 e, f] = [(MOIR*|MD) — (MOIR|MD)’] (B1)

for any R = ar, + Bry,. In the main text we choose @« = 8 = 1/2 for its conceptual simplicity and computational tractability.
Below we derive the relevant overlaps which must be passed to Wannier90 to Wannierize for arbitrary R + ar, + Bry,.

Here it is helpful to explicitly label quantities by their («, ) pair. To Wannierize in the coordinate R = ar, 4+ fr; we must
pass to Wannier90 overlaps of the form

V5P B) = (g i) (B2

Starting from Eq. (A12) we find

(01 B) SQx S'Q+B (o, B)* (. B)
SS’ (Q B) = Z Acvk+aQAc’v’k’+aQ+aB|:/ dR/V ercka (R, I‘)Xc’v’k’ +B(R I‘):|
cvk,c’v'k’/ uc k

_ SQr  4S'Q+B
= E Akt aQA vk 100 raB (Uck+aQlUcktaQ+aB)ye (Uvk—pQ—pBlUvk—pQ) ,c Sk’
cvc'v'k

S S'Q+B
= Y ANALLLD b (eluersaB) ye (o pBli—Q) . - (B3)

cuc’v'’k
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In going from line 1 to line 2, we have made use of Eq. (A16)
and in the last line we have made a change of variables, k —
k — Q. To recover Eq. (12) in the main text, take « = 8 =
1/2.

It is important to understand that while different choices of
o, B will change the functional which is minimized, it may
happen that the Ugy(Q) which minimize fogt[U ;o, B] are
independent of «, 8. For LiF we have numerically verified that
the choicesa = 1,8 =0, =1/2, 8 =1/2,anda =0, 8 =
1 all give the same Wannier rotation matrices. Only the spread
Q[U; «, B] differs with choice of @ and 8.

For singlet excitons we find it is also necessary to provide
Wannier90 with a starting guess. Here we use already Wan-
nierized triplet states as a starting guess for Wannierization
of the singlet excitons. To do so, we pass Wannier90 the
following overlaps:

AR = (UsolWyg) = Y ASEAIQUM(Q). (B4

cvkT

APPENDIX C: DERIVATION OF DIRECT AND EXCHANGE
TERMS IN THE WANNIER BASIS

1. Electron-hole kernel in the MLXWF basis

To derive the direct and exchange terms we work in
electron-hole coordinates and subsequently transform to
average/relative coordinates. Both the exchange and direct
electron-hole kernel take the form

Kuv(R) = / oo (Tes T)K (e, 14, T, 1, )WyR (1, 1),)d ],
(CH

where d[r] = dr.dr;dr,dr; and the integrals are over the su-
percells associated with the electron and hole k-point meshes.
In this real space electron-hole basis, the screened direct term
takes the form

H(re, Ti)u(re, 1) (X, T,)8(r, 1)),
(C2)

D . —
K (I'e, Irp;Xe, I‘;,l) =¢&

while the exchange operator takes the form
KX(re, 115 1,, 1)) = v(re, 1,)8(re, 1,)8(rL, 1)) (C3)
Substituting these expressions in we find
Kin(R)

= / W o(xe, 1)e ™ (Ko, T)V(re, TH)Wyg (re, T))dT Ty,
(C4)

KX (R) = / t (Fe £V (Ee, )Wy (B, )dTodry. (C5)

When re-expressed in the weighted-average R = ar, + fr;,
and relative r = r, — rj, coordinate W (r., r;) = W;5(R, 1)
while W(r,, r.) = Wy3(R, 0). With these substitutions, and
adopting the normalization scheme described in Appendix A,

we find

2
Kpy(R) = / dR / dr Wy, (R, r)e ' (R, r)e—WNR(R, r)
Vo Vi r

(C6)
and
2

_ , . e
KA’;N(R):/ dR/ dR' Wy (R, O)WWNR(R/’O),
Yo Yo

(C7)

which are equivalent to Egs. (21) and (22) reported in the main
text.

2. Leading-order expansion of the exchange interaction
Here we provide details on the lowest order expansion of
KXy(R)inR.
a. Real space

We start from the exchange interaction in the MLXWF
basis
&2

IR — Rl
2

IR —R —R|

KR = [ WigR0) oy (R 0)JIRAR

Wyo(R', 0)dRAR,
(C8)

= /‘WA‘}“(R, 0)

where we have made a change of integration R" — R’ + R
and used the identity Wy,g (R + R, r) = W;3(R, r) to arrive
at the second line.

To derive the leading order contribution to this integral
we make a multipole expansion in Coulomb interaction. The
lowest order term in this expansion is

2 / D /I N
¢ _o[RR S RRRR
IR =R’ —R| IR|? IR|?

(C9)
Plugging this first-order expansion into Eq. (C8), we arrive at
the dipolar kernel [see Eq. (23) in the main text]

XDIP(R) _ PM_. P, B Py, - R_)(PN -R) . (C10)
IR|3 R
where
PM=/ RW,5(R, 0)dR. (C11)
Vo

b. Reciprocal space

In Eq. (27) of the main text we give the Fourier transform
of the dipolar interaction. To derive this result we start with
the Fourier expansion of the Coulomb interaction

2
¢ _4ne? Z +i(q+G)R

IR—R —R| V,

1 , A
% e*t(q+G)~R e*lqR’
lq+ GJ?

where Vyq = NgqVic and we have used e

(C12)

iG-R =1
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Multiplying both sides by ¢/® and summing over R, we find

Z e JOR _ 477 ¢?
|R -R - 1_{| B Vuc

where we have used ) g QR N@dqq-
Plugging Eq. (C13) into Eq. (C8) we obtain

2
[ f JR O R 1: R|WN(-,(R/,0)deR’]eiQR

47 e? R ;
= Z[ / dRW; o (R, 0)e" QTOR }

G

To arrive at the dipolar contribution we expand both sides to lowest order in R and R’. We find that

R

where MLXWF dipole moments, Py, are defined in Eq. (C11).

3. Exciton transition dipole matrix elements and their relations

The MLXWEF transition dipole matrix elements naturally
appear when making the multipole expansion of the exchange
interaction. Here we discuss properties of these dipole matrix
elements and their relation to the usual dipole matrix elements
used to study optical properties.

In our multipole expansion we found that only the
MLXWF dipoles at R = 0 were required. Nevertheless in the
discussion below it is helpful to consider the MLXWF dipole
matrix element at nonzero R, defined as

Py = / RW, (R, r = 0)dR. (Cl16)
Vo

We also introduce the Bloch exciton dipole matrix element at
nonzero Q, defined as

Pso = / RV (R, r = 0)dR. (C17)
Vo
Below we will prove
Psq = Psodqo, (C18)
Pyr = Pysp- (C19)

These results can be derived by considering how the Bloch
and Wannier exciton dipole moments transform under trans-
lation in the weighted-average coordinate.

For the Bloch exciton dipole moment we have

P = / R¥so(R, 0) dR
Vo
(R+R)¥so(R + R, 0)dR
Vo

= / (R + R)Wso(R, 0)'QR 4R
Vo

= eiQR / R\Ist(R, O)dR + REiQ'R / WSQ(R, 0) dR
Vo Vo

P, - P P -R)Py-R)] .05
2 M IN  \ty iQ-R
821|m3 R[S }

. 1 . ,
e+l(Q+G)'R e—l(Q+G)-R , (C13)
%: Q+GP
—— | | aR e @ORy SR 0)]. Cl4
|Q+m{/i ¢ wo(R 0) (C19)
47 G)|[Py - G
_Ame [Py - (Q+ G)IL N2 Q-+ )]’ C15)

Ve 5 1Q + G|
[

= QR / RUso(R, 0)dR + 0

Vo
_ JORp (C20)

where we have shifted the integration variable by a lattice
constant, applied Bloch’s theorem, and used Eq. (A18) to
arrive at the final line. To complete the argument, note that
the only way for Psq = ¢'@RPgq to hold for arbitrary R is for
Psq = Psodgo which proves Eq. (C18).

Along similar lines, we have

PMRZ/ RW,r (R, 0)dR
Vo

=/}R+mmmm+RﬁMR
Vo

- / RW,;5(R, 0)dR + R [ W,;5(R, 0)dR
Vo Vo
_ / RW,,5(R, 0)dR + 0
Vo
=Py, (C21)

where we have used the relation W,z(R+R,r)=
Wyo(R, 1) and [ W3R, r =0)dR =0, this last relation
follows from Eq. (A18).

With these results we can show that the Bloch and
MLXWEF transition dipole matrix elements are related through
the Wannier rotation matrices at Q = 0. We start from

LIJS() (R, r —= 0) =

%memmr—m (C22)

which follows from Eq. (13), and integrate both sides against
R to find

1
s0 = \/T—Q %}; Ups 0Py = \/]\TQ%:UAES(O)PM‘_”

(C23)
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where we have used P,z = Py [see Eq. (C19)] and the
trivial relation ) g 1 = Ng. Equation (C23) can be directly
inverted to express Py, in terms of Pgg. Alternatively, we can
derive the inverse relation starting from

Wyp(R, r = 0) = F Y Usu(Q)¥so(R, r = 0), (24)

which follows from Eq. (9) in the main text. Again we inte-
grate both sides with respect to R to find

1
Pyy = \/7 Z Usu(Q)Psq = \/ITQ Z Usm (0)Ps0,
s
(C25)

where we have used Psq = Psodqo [see Eq. (C18)]. Equa-
tions (C23) and (C25) coincide with Eq. (26) in the main text.

4. Exciton position matrix element

The exciton transition dipole matrix elements should be
distinguished from the expectation value of the position op-
erator. The latter, in the MLXWF basis, is defined as

(R) i =/ dR/ drw) R, r)RW g (R, ). (C26)
Vo Vi

Importantly, the position operator matrix elements of
MLXWFs centered on different cells are related by the ad-
dition of a lattice vector R. Explicitly,

R)yr = (R)y +R.

This relation is analogous to what is seen at the one-electron
level and plays an important role in many post-processing
applications where a consistent choice of R is crucial to obtain
correct results, e.g., the Berry phase theory of polarization.
Equation (C27) should be contrasted with Eq. (C21), notably
the dipole matrix elements are invariant under translation.

(C27)

APPENDIX D: DERIVATION OF THE EFFECTIVE
NONANALYTIC KERNEL

a. Downfolded nonanalytic kernel

In this section we derive the downfolded nonanalytic ker-
nel [see Eq. (47)]. Our starting point is the infinite series in
Eq. (49),

NA,eff NA KM QKRS (Q)

KSS’ (Q) KSS’ (Q) + 2R§v a)—Em)

KSMQKRR QKRS (Q)
(w — Ego)(w — Egy)

+2° >

R.R'¢W

—+ e,

(D1)
where Kgg‘?“ (Q), given in Eq. (31), is reported here for clarity:

4re* [Py - Ql[Ps - Q]
VucNQ |Q|2 )

The separable form of K3i (Q), allows Eq. (D1) to be summed
to infinite order. We find

Kyor(Q) = KNNQ)[1 + 20(Q)x*¢(Q)
+ 20 Q)X Q) + - - -1,

KNNQ) =

(D2)

(D3)

where the common ratio,

20(Q)x86(Q) =

Z PR'Q][PFQ‘Q]’ (D4)

VuLIVQ|(2|2 w — Ego

can physically be interpreted as the product of the Coulomb
interaction, v(Q), and background susceptibility, xgg(Q), in
the Q — 0 limit. Equation (D3) sums to

Ko M(Q) = e54(Q, K50 (Q),

R¢W

(D5)
where
eBc(Q, w) = 1 = 2v(Q) x3c(Q, ).

We see that states in the passive space dynamically screen the
nonanalytic coupling between active space states.

(Do)

b. Static nonanalytic kernel

In this section we show how to cast the frequency-
dependent effective Hamiltonian [see Eq. (49)] as a static
non-Hermitian Hamiltonian [see Egs. (50)—(52)] in the
MLXWEF basis. Our starting point is Eq. (49), reproduced here
for clarity:

lim H v (Q, @) = Higi, (0) + 285K y*(Q, @), (D7)
where
Kyun"(Q, o) = £54(Q, @)K (Q), (D)

with K}J4 (Q) defined in Eq. (29) in the main text. Let Esg and
Cus(Q) denote the eigensolutions of Eq. (D7) so that

Z lim Hy"(Q. Es)Cns(Q) = EsCus(Q).  (D9)

Define
1im0 HXT(Q)

_;Zh

Note that by construction limg_.o Hyo"(Q) has the same
eigenvalues and eigenvectors as Eq. (D9).
Plugging Eqs. (D7) and (D8) into Eq. (D10) we find

(l)lﬁ}) Hﬁf\;'eff(Q) HSI}V (0) + Z(SSKNA eff(Q)’

m Hyo™(Q, Esq)Chis (Q)Cya (Q). (D10)

(D11)

where

KNACT(Q) = ZK,{}Q,(Q)[SEé

N’

@]y (D12)

and

[e56(Q]yx ZCN’S(Q)S (Q. Esq)Csy (Q).  (D13)

Equations (D11)—~(D13) are equivalent to those given in the
main text [see Egs. (50)-(52)].

Note, because Csy(Q) are obtained by diagonalizing
Eq. (D7) they are unique only up to a phase. For example,
if Cys(Q) satisfies Eq. (D7), then so will s @Cys(Q). In
Eq. (D13) the arbitrary phases associated with Cy:s(Q) and
CS’A} (Q) cancel so that [81;(1;(Q)]NW is well defined.
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APPENDIX E: EWALD SUMMATION

The reciprocal space dipolar kernel, KXP'P(Q), defined in
Eq. (27) as

4ne22 [P}, - (Q+ G)[Py - (Q+ G)]

XD1p
@= Q+GP

A ,
(ED)

formally diverges. This divergence stems from the self-
interaction (R = 0) term in the real space dipolar kernel,
KXPiP(R) [see Eq. (23)]. By contrast, the long-range kernel,
defined in Eq. (34) as

[P} - (Q+ G)IPy - (Q+G)]

47 e?
Ky Q) =——>" -
Vie 45 Q+G|
_4neZZ[P,*W~G][PN-G] E)
Ve & IGI?

is convergent. Still, the convergence with respect to the G sum
is slow, a consequence of subtracting two divergent quantities

from one another. To efficiently evaluate K; N(?) we make
use of Ewald’s technique [50]. We partition KMN (Q) into
a rapidly converging reciprocal and real-space sum [see, for
instance, Eq. (73) of Ref. [52] for additional details on this
partitioning].

For a sufficiently large range separation parameter, A, the
real-space contribution to the Ewald sum can be made negligi-
ble. Retaining only the reciprocal space contribution we arrive

at the following approximation to KX (Q):
Kin(Q)
_dme [Z [P}, -(Q+ G)I[Py - (Q+ G)] o~ (QHGP/(4A%)
Vie L5 IQ+GJ?
LA ST .
G20

Note that for A — oo Eq. (E3) reduces to Eq. (E2) and is
exact. For sufficiently large A, Eq. (E3) gives a very good
approximation to Eq. (E2) and converges much faster, so that
only a few G-shells need to be included. For LiF we take A to
be one inverse Bohr.
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