2023 57th Asilomar Conference on Signals, Systems, and Computers | 979-8-3503-2574-4/23/$31.00 ©2023 IEEE | DOI: 10.1109/IEEECONF59524.2023.10476804

An IRS-Assisted Secure Dual-Function
Radar-Communication System

Yi-Kai Li"? and Athina Petropulu’
!Dept. of Electrical and Computer Engineering, Rutgers University, Piscataway, NJ, USA
2Dept. of Electrical and Computer Engineering and Technology, Minnesota State University Mankato, MN, USA
E-mail: {yikai.li, athinap } @rutgers.edu

Abstract—In dual-function radar-communication (DFRC) sys-
tems the probing signal contains information intended for the
communication users, which makes that information vulnerable
to eavesdropping by the targets. We propose a novel design for
enhancing the physical layer security (PLS) of DFRC systems,
via the help of intelligent reflecting surface (IRS) and artificial
noise (AN), transmitted along with the probing waveform. The
radar waveform, the AN jamming noise and the IRS parameters
are designed to optimize the communication secrecy rate while
meeting radar signal-to-noise ratio (SNR) constrains. Key chal-
lenges in the resulting optimization problem include the fractional
form objective, the SNR being a quartic function of the IRS
parameters, and the unit-modulus constraint of the IRS param-
eters. A fractional programming technique is used to transform
the fractional form objective of the optimization problem into
more tractable non-fractional polynomials. Numerical results are
provided to demonstrate the convergence of the proposed system
design algorithm, and also show the impact of the power assigned
to the AN on the secrecy performance of the designed system.

Index Terms—DFRC, physical layer security, IRS

I. INTRODUCTION

Integrated sensing and communication (ISC) systems aim
to perform both sensing and communication functions from a
common platform [1]-[4]. Thus, ISC systems are prime candi-
dates for next-generation wireless systems, such as unmanned
aerial vehicles or autonomous vehicles, which are envisioned
to achieve both high data rates and high sensing performance
simultaneously. A special case of ISC systems is the Dual-
Function Radar-Communication (DFRC) systems, which not
only use a common platform for both communication and
sensing but also use a shared waveform for these two functions
[5]-[7]. In DFRC systems, user information is embedded in
the probing waveform, resulting in higher spectral efficiency
compared to general ISC systems. However, this also raises
security concerns as the embedded communication informa-
tion can potentially be intercepted by a target that is also an
eavesdropper. This paper focuses on security issues associated
with DFRC systems, approaching the design of the system
from a physical layer security (PLS) perspective.

By exploiting the physical characteristics of the wireless
channel, PLS design aims to enable the legitimate destination
to obtain the source information successfully, while preventing
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an eavesdropper (ED) from decoding the information [8]. PLS
design of communication systems has been well investigated
[9]-[15]. One approach to ensure PLS is cooperative jamming,
where trusted relays act as helpers and beamform artificial
noise (AN), aiming to degrade the ED’s channel [9]-[13].
Another approach is that the source beamforms AN along
with the information for users, in a way that the users do
not experience interference [14], [15]. PLS design for DFRC
systems has been considered in [16], [17], where the DFRC
system embeds AN in the transmit waveform, and a radar
beamformer and the AN are jointly designed respectively
to minimize the ED signal-to-noise-ratio (SNR) [16], and to
maximize the weighted sum of normalized fisher information
matrix determinant and normalized secrecy rate [17].

Here, we consider the problem of DFRC systems aided
by intelligent reflecting surfaces (IRS). IRS can assist DFRC
systems in overcoming performance limitations caused by
path loss or blockage, which are likely to arise in the next-
generation wireless systems. These systems often rely on
high frequencies to achieve high communication rates and
sensing performance. However, high frequencies experience
high attenuation and blockage. IRS is a planar array that
consists of passive elements, each of which can alter the
phase of the incoming electromagnetic wave in a computer-
controlled manner. These elements can cooperatively perform
beamforming to increase the power level in intended directions
or decrease it in unintended directions. IRS can also create
additional links between the radar and the users, or between
the radar and the targets, thus introducing more degrees of
freedom (DoFs) for system design [18]-[22]. When there is
no line-of-sight (LOS) between the radar and the target, the
IRS can provide alternative paths for the radar signal to reach
the target [18], [20].

In this paper, we investigate design for an IRS-aided secure
DFRC system design from the PLS perspective. The radar
transmits a precoded waveform along with additive precoded
AN. The precoding matrices and the IRS parameter matrix
are jointly designed in order to optimize the communication
secrecy rate, reflecting secure communication performance,
while maintaining a certain level of radar SNR, reflecting good
target sensing performance. The secrecy rate is a non-convex
function of ratios and the radar SNR is a non-convex fourth
order function of the IRS parameter. For a fixed IRS parameter,
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Fig. 1. IRS-assisted secure DFRC system.

the design of waveform and AN precoding matrices can be for-
mulated as a quadratic programming problem. The challenge
mainly lies in optimizing with respect to the IRS parameter,
i.e., in simultaneously considering the non-convex fractional
objective of secrecy rate, and the non-convex high-order radar
SNR. To address the non-convex high-order radar SNR term
we express it as a quadratic function of an auxiliary variable,
which is quadratic in the IRS parameter. Subsequently, we
replace the SNR with a lower bound that is linear in the
auxiliary variable, and which is found via the minorization
technique [23]. To address the non-convex fractional objective
of secrecy rate and achieve a tractable design problem we
invoke a fractional programming technique [24].

The literature on striking a balance between PLS and
sensing performance for IRS-aided DFRC systems is sparse.
In [25]-[27], the waveform design problems are formulated as
quadratic programming problems, and respectively addressed
by fractional programming technique [25], Riemannian con-
jugate gradient (RCG) algorithm [26], and first-order Taylor
series approximation [27]. The IRS parameter design problems
are respectively solved by minorization maximization (MM)
[25], the RCG algorithm [26], and the numerical simulta-
neous perturbation stochastic approximation method [27].
As compared to the above literature, our work addresses
the challenging fourth order SNR term, which is either not
considered in [25], [26], or it is not convexified to facilitate a
tractable problem in [27]. As compared to [25], [26], besides
the radar waveform design, we consider the design of AN as
well, which results in a different design problem.

II. SYSTEM MODEL

We consider an IRS-aided DFRC system as Fig. 1, where
the DFRC is communicating with a user and is simultaneously
tracking a non-line-of-sight (NLOS) target, who is also an
eavesdropper. The DFRC has an Nr-antenna uniform linear
array (ULA) transmitter, and a collocated Ngr-antenna ULA
receiver. The inter-antenna distance in both arrays is denoted
by d. An N-element IRS is deployed to aid both the sensing
and communication functionalities. The channels are assumed
flat fading and perfectly known. The transmitted signal at the
DFRC radar is

x =ws+ Wyn, (D)

where w € CN7X! denotes the precoder for information
intended for the communication user, s represents the trans-
mit waveform that contains the information for the user.

s is assumed to be zero-mean white with unit variance;
W, € CNtxNr j5 the precoding matrix for the AN, and
n ~ CN(On,.x1,0%Iy,) is the AN. The AN is used for
jamming and detecting the target/ED.

Since there is no LOS between the radar and the target, the
transmitted waveform arrives at the target via the DFRC-IRS-
target path, and the target echo reaches the radar receiver via
the target-IRS-DFRC path. The signal at the radar receiver is

yr = BHu®a;(Ya,e)a] (Yo, ve)®Ha(ws + W,on) + ng
= Cr(ws+ Wy,n)+ng, 2)

where [ is the target reflection coefficient; H,; and Hy; are
the normalized IRS-DFRC and DFRC-IRS channels, respec-
tively; ® = diag([e/?1,e/?2, ... €I?N]) represents the IRS
parameter matrix and is diagonal, where ¢,, € [0,27) is the
phase shift of the n-th element of IRS; a;(¢,,.) is the
steering vector of IRS, and v, and v, are the azimuth and
elevation angles of the target relative to the IRS, respectively;
ng ~ CN(0 Nex1, a%I Ny ) indicates the additive white Gaus-
sian noise (AWGN) at the DFRC receiving array, and o%
represents the power of noise per radar receive antenna.
The SNR at the radar receiver for detecting the target is

vg = tr[Cr [ww! + W, W] C#] /o}. 3)

The received signal at the communication user is written as

(g" + BAfT ®Hy)(ws + W,n) + ny,
CS(WS + Wnn) + Ny, 4)

Yu =

where g € CV7*1 is the channel between the user and DFRC
transmitter; Sy is the path-loss of the DFRC-IRS channel;
f € CV*! denotes the user-IRS channel; n, ~ CN(0,02) is
AWGN at the user.

The received signal at the target/ED is

ye = (B%al (Ya, ) ®Ha)(Ws + Won) + nge
= C;fl; (WS + Wnn) + Nte, (5)

where ny. ~ CN(0,02,) is AWGN at the target/ED.
The achievable rate at the user and target/ED are respectively

A
WP o2)

R, =log (1 + SINR,,) = log (1

e wl?

Ry, = log (1 4+ SINR.) = log (1 4+ ——te™l___) (7
te = log te) g( |c£wn|2+afe>”

Remark In the following we will assume that the tar-
get/eavesdropper angle is known. However, it does not need
to be known exactly. As long as the target will fall within the
beam that will be formulated by the proposed system, it will
be detected and its angle will be fine-tuned. The new angle
will be used in the subsequent communication/sensing phase.
In this way, the proposed DFRC will be able to track moving
targets.
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ITII. SYSTEM DESIGN

We consider the design of the radar information precoder,
w, the artificial noise precoder, W,,, and the IRS parameter
matrix, ®, as that of maximizing the secrecy rate, defined as
(R. — Ry.), while satisfying certain constraints, i.e.,

P max R,— R
(®) w,W,,, & u te

ns

(8a)
tr[ww'' + W, W] < Pp (8b)
|®,0|=1, Yn=1,--- ,N (8c)
(8d)

S.t.

YR = YR,th

where (8b) enforces that the total power of the waveform and
AN stays below Pg; (8c) enforces unit modules elements in
®. This is because the IRS is composed of passive elements,
which can only change the phase of the impinging signal; (8d)
ensures that the radar SNR will be above threshold g ¢,

The problem (P) in (8) is challenging for the following
reasons: (i) The design variables, w, W,,, ®, are mutually
coupled. (ii) The objective is the difference between two non-
convex functions (R, and R;.), and is non-convex. (iii) The
radar SNR in (8d), v, is quartic in ®. Since g is quadratic
in Cr as (3), and Cy is second order in ® as (2). (iv) P is
subject to highly non-convex unit modulus constraints (UMC)
as (8c).

To decouple the design variables, we divide the problem
(8) into two sub-problems. The first one is optimization with
respect to w and W,, for fixed ®, and the second one is
optimizations with respect to ® for fixed w and W,,. These
two sub-problems are solved in an alternating way until a
convergence condition is met [28].

A. First sub-problem: Solve for w and W, by fixing ®

The first sub-problem is formulated as follows:

(P1) Inax Ry — Rye (%a)
s.t. tr[ww’ + W, W] < Pg. (9b)

YR 2 YR,th- (9¢)

Note that R,, R:., and v are all second order functions of
w and W,,, as (6), (7) and (3), respectively. However, both
R, and Ry, are fractional forms of the design variables. Here,
we invoke the quadratic transform technique [24] to recast R,,
and Ry, into non-fractional functions of w and W,,. Thereby,
the problem (P;) is modeled as a non-fractional quadratic
programming problem. The Lagrangian dual expressions of
R, and R;. in (6) and (7) are respectively

Ry = (1+7) lefw?/ (legwl* + [l Wal[* + o) — 7u
+log (1 +7u) = —ai(leqwl* + [|ct Wa|* + 07)
+20,7/1+ volelw| +1log (1 + 7)) — Y, (10)
Rie = (14 1) [etowl?/ (Iefow [+ e W P +07.) — e
+1og (1 + yie) = —ai (|t wl® + ||c W |* + o7

+2ate V 1+7te‘ctj;wl+10g(1+’yte> _fytea (1])

where vy, au, Yte, and oy are auxiliary variables, whose
values are updated in each iteration. Then, the objective can
be re-written as

Ry — Rie = c+ R(vVIw) + tr [M(W, W[ + ww)], (12)

where

¢ = log (14+74) —Yu—log (1+7se) +Vte + 07— 0, (13)

v = 2ay, V 1+’Yucu — 20, V 1+’ytectev (14)
M = o?cicl —a’cicl. (15)
Thereby, a quadratic programming problem with non-

fractional objective and constraints is formulated. We invoke
semidefinite relaxation (SDR) to address the re-formulated
problem. By letting R, = wfw and Ry, = WZW,,, the
Problem (IP;) in (9) becomes

(P;) max R(vIw)+tr[M(Rw, +Ry)]+c¢  (16a)
w,R, Rw,
s.t. tr[Ry + Rw, ] < Pgr (16b)

tr[CH Cr Ry + Rw,, ]| /0% > Yr,en(16¢)
R, = ww (16d)

where ¢ in the objective (16a) is irrelevant to the design
variables, and thus can be dropped; R,, and Ry, are set
as positive semidefinite matrices in the optimization process.
The Problem (Py) in (16) is a linear programming problem, of
which the optimal solution, say w* and R;Vn, can be obtained
by numerical solvers, for example CVX toolbox [29]. The
optimal solution for W, is obtained by calculating the square
root matrix of Ry, .

B. Second sub-problem: Solve for ® by fixing w and W,
The design problem of IRS parameter, ®, is as follows

(Py)  max Ry — Ry (17a)
s.t. ®,,.|=1, Yn=1,---,N(17b)
YR = YR, th (17¢)

Besides the fractional form objective, the problem (P) in
(17) is subject to challenging non-convex UMC on ® as
(17b). Moreover, the v in (17¢) is a non-convex fourth order
function of ®, and this term needs to be convexified to make
the problem solvable.

We re-write the effective channel for the user as

el =g" + BAfT®Hy = g” + ¢” B diag(f)Hy

=g’ +¢'D, (18)

where ¢ = diag(®) is the column vector that contains all

1
diagonal elements of ®, and D = g7 diag(f)Hg. Similarly,
the effective channel for the ED/target is re-written as

¢l = B7af (o, o) ®Hy = ¢7 B2 diag(as (Va, Ye)) Ha
=¢"E, (19)
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where E = 5%diag(a[(wmwe))Hdl. By invoking (14), (18),
and (19), the first term in the transformed non-fractional
objective in (16), R(vI'w), can be re-written as

R(vIwW) =R(d"n) + 1, (20)

where
n = 2(auy/14+9D — /1 +7E)w, (21)
c1 = 2R(ou/1+vugTw). (22)

Furthermore, ¢; is taken as a constant in the second sub-
problem. Likewise, by referring to (15), (18), and (19), the
second item of the converted objective in (16), tr[MRyy, ], is
re-expressed as

2 T H _* 2. .T H _*
tr[MRy, | = a;.c;. W, W, ¢}, —aic, W, W, c

= ¢ 'Li¢" — R(¢" p) — c2, (23)
where

L, = o2EW,WIE? —o2DW,WHIDH (24)

p = 2a°DW,Wig* (25)

cy = aigTWang*. (26)

Likewise, ¢, is taken as a constant in the design of ® or ¢.
Similarly, tr[MR,,] can be re-written as

#[MR,] = ¢'Li¢* —R(¢"H) — &, @27
where
L, = AZEww!EY — o’Dww/ D, (28)
B = 22°Dwwlg* (29)
Cy = aigTwng*. (30)

Thereby, the objective, R,, — R;. can be re-written as

Ry — Rie = R(VIwW) + tr[M(Ryw, + Ry,)] + ¢
= ¢" (L1 +L1)¢" + R[@" (n — p — B)] + const, (31)

which is a quadratic function of ¢.

Next, we need to transform the radar SNR, ~g, in
(17¢) to make (P3) solvable. Recall that the radar channel
Cr = BHu®a; (Yo, Ve)at (1o, 1) ®Hy. By denoting U =
®a; (1, ¢e)a?(wa, 1e)®, vr can be re-arranged as

YR = tr[CgCT [WWH + WanH Jo%

= 32 /oqtr[UPHIH, UHy(ww! + W, W H |
W 52520 7, (32)
where in step (a), tr[U7 AUB”| = u” (B® A)u is referred
to, Z = [Hy(ww + W, WIHHIT © (HEZH,,;), and u =
vec(U). Note that both U and u are quadratic in ® or ¢. To
create a lower bound for g that is quadratic in ¢, we need
to havea bound which is linear in u. For this we invoke MM
[23] as

YR = ﬁz/U%uHZu

> '?R = BQ/O'IQ%(UHZut + u{-]zu - uflzut)y (33)

where u; = vec[®,as(Vq, Ve )at (1hq, . ) ®s], where ®; is the
solution of ® in ¢-th/previous iteration, the current iteration
index is (¢t 4+ 1), and g is the surrogate function for vyg. In
addition, the first term of v is re-expressed as

u? Zu, © vee(U)vec(V) = tr[UTV]

(c) *

= tr [(I)Hal (¢aa we)a}q (ﬂ’a» '(/)e)(I)HV}

= ¢"{[a}(Ya, Ye)af (Ya, ve)] 0 VI I,
where u = vec(U); V is set such that vec(V) = Zu;; U =

®a;(q,e)al (q, ) ®. Similarly, the second term in Jg,
ufZu, can be re-written as

(34)

uffZu = ¢" {[a; (Yo, Ye)a] (Yo, V) 0 Y},  (35)

where the matrix Y satisfies vec(Y) = ZTuj. Thereby, 7z
in (33) can be written as

Ar = ¢ Lod* + ¢" Ly — f%/opul! Zu,, (36)

where the third term is not relevant to the variable ¢, and

Ly = 82 /o%{[a] (e, Ve)af (Yo, ¥e)] o VY, (37)
Ls = 82 /0%{[ar(ta, Ve)a) (Ya, ve) 0o YT}, (38)

So far, the objective (17a) and constraint (17c) in (P3) are
transformed into non-fractional quadratic form. By invoking
(31) and (36), (P2) can be re-written as

¢" (L1 +L1)¢" + R[o" (n — p — )] (39)

(Py) mgx
st. |@,.l=1, Yn=1,--- N (39b)
¢ Lot + ¢ Lsd > Y, (3%¢)
where Vg = YRth T B%/o%uflZu,. Now, (Pp) is a

quadratic programming problem with UMC on the elements of
the variable ¢ as (39b). We solve (IP3) with SDR by relaxing
the UMC as

(P2) max - tr[(Ly + LR + Rl (n — p — )] 400)
st. Rilpn=1Yn=1,--- N (40b)
|[R2]n7n| <1,vn=1,--- N (40c¢)

tr[LoR5] + tr[LsRa] > 7k 4 (40d)

R, = o (40e)

R = ¢po” (40f)

The solved ¢ is substituted into the sub-problem 1 of next
iteration. In addition, the overall optimization algorithm for
jointly designing w, W, and ®, is summarized as Algorithm
1. Furthermore, obj(Hl) is the objective, or secrecy rate (R, —
R;.), obtained in the (¢ 4 1)-th iteration. ¢ is the indicator of
error tolerance.
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Algorithm 1: Secrecy rate maximization

Result: Return w, W,, and ®.

Initialization: ® = ®,, w = wog, W, = W, ,,
Yu = Yu,05, Cu = Qy 05 Vte
t=0;

while (1) do
// Auxiliary variables update

0, = VIFlelwl/ (el wl + [T W P +03):

Yu = W/ ([T W, |12 + 02):
e = VITYe|cowl/ ([cfow P+ ||l W [*+07, );

Vte = ‘Ctj;W|2/<||cteW ||2 + Jte)

// First sub-problem

Solve (P) of (16) to obtain w and Ry, ;

Obtain W, as the square root matrix of Ry, ;

// Second sub-problem

Substitute w, W,,, found in the first sub-problem
into the second sub-problem;

Obtain ¢ by solving (P.) in (40);

® = diag(¢):
// Condition of termination

if ((t > tmax) || (‘ {obj(t“)—obj(t)}/obj(t)‘ < 5))

= Yte,00 Ote = Clte,0s

then
| Break;
end
t=t+1;
end
TABLE I
SYSTEM CONFIGURATIONS
Parameter Value
Error tolerance indicator of Algorithm 1, € [dB] —20
Maximum number of iterations allowed, tmax 20
Rician channels g, f, Hy;, and H,,; [dB] 0
Noise power at the radar receiver, 012% [dBm] 0
Noise power at the communication user, cri [dBm] 0
Noise power at the target/ED, o2, [dBm] 0
Inter-antenna distance at radar transmitter/receiver, d A/2
Number of antennas of radar transmitter, Np 16
Number of antennas of radar receiver, Ng 16
Number of IRS elements, N 25
Target coefficient |3] [dB] —40
SNR threshold at radar receiver v 5 [dB] —11
Radar power budget Pr [dBm] 30

IV. NUMERICAL RESULTS

In this section, we present numerical results to demonstrate
the convergence of the proposed algorithm. While AN helps
PLS, it results in loss of communication signal power. Let w
be ratio of user information power over the total power of user
information and AN. We show via simulations of w, on the
system performance. The channels are simulated as Rician.
The parameters of the simulation are shown as in Table 1.

Fig. 2 demonstrates the convergence of our proposed al-
gorithm. The solid blue line represents the mean of the
convergence curves of the objective (secrecy rate), which are

Secrecy Rate [bits/s/Hz]
N
T

Iteratlon

Ratio of Power of Information w = 0.5

Secrecy Rate [bits/s/Hz]
B [e)]
N .

0 5 15 20

1
Itera?ion

—

Rano of Power of Information w = 0.9

Secrecy Rate [bits/s/Hz]
N L= (o))

0 5 10 15 20
Iteration

Fig. 2. Convergence of the proposed algorithm.

[}

[6)]

—Secrecy Rate (R, — Ry.)
—e—User Rate (R,)
Target/ED Rate (R;.) q

w

Achievable Rate [bits/s/Hz]
N

N
!

-
L

0 . x
0 0.2 0.4 0.6 0.8 1
Ratio of Power of Information (w)

Fig. 3. The impact of w on the achievable rates.

obtained with 30 different channel realizations. The light blue
shaded area around the solid line shows the variance among
the 30 distinct realizations. It is observed that, the objective,
R, — Ry, reaches convergence in few iterations. In addition,
the convergence holds for different values of w.

In Fig. 3, the influence of the power ratio of user infor-
mation, w, on the achievable rates, is investigated. When w
is small, low power is allocated to the user information, and
high power to the AN. As a result, the user rate (R,) and
rate at the target/ED (R;.) are both low, and the secrecy rate
(R, — Rye) is also low in this case. When w increases, both
R, and R;. are enhanced. R, increases fast when w is small,
and slow when w is large. Meanwhile, R;. rises slowly when
w is low, and increases fast when w is large. Therefore, with
the increase of w, the secrecy rate, R, — R;., increases at first,
since R, increases faster than R;. in the beginning (See Fig.
3 when w is less than 0.86). Afterwards, Ry, rises faster, so
the secrecy rate drops. When w is 1, only user information
embedded waveform is transmitted towards and illuminate the
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target/ED for the sensing task, which leads to high ED rate,
and decreased secrecy rate.

V. CONCLUSIONS

In this paper, we have considered an IRS-aided DFRC sys-
tem, where the target to be sensed acts as an eavesdropper. We
have proposed an alternating optimization algorithm to jointly
design the transmitted waveform for user information, the AN,
and the IRS parameter matrix, to maximize the secrecy rate
subject to certain non-convex constraints. We have invoked
an efficient fractional programming technique, quadratic trans-
form, to convert the fractional objective of secrecy rate, to a
more mathematically tractable non-fractional form. Thereby,
the design of waveform of user information and AN was trans-
formed to a non-fractional quadratic programming problem.
The IRS design problem, which contains a challenging fourth
order function of the IRS parameter, was degraded to a second
order one via the effective bounding technique, MM, to deliver
a tractable IRS optimization problem. The numerical results
have demonstrated the convergence of the proposed algorithm,
and the influence of the user information power ratio on the
achievable rates.
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