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ABSTRACT

Extended Reality (XR) technologies offer capacity for transforma-
tive social experience, but also the potential to exacerbate the already-
prevalent interpersonal harms in social VR. While forecasting the
prominence of virtual and physical harm through VR-to-AR social
interaction, this paper advocates for the use of consent as a novel de-
sign framework to aid in the construction of XR technologies aimed
at mitigating harm. We outline a three-step process for applying a
consent lens to design of XR experiences: selecting a definition or
model of consent, designing XR consent mechanics to support users
in practicing consent according to said model, and assessing consent
mechanics through user studies. We demonstrate the feasibility of a
consent-based approach to design with a case study involving par-
ticipatory design of consent mechanics in XR dating environments
with women and LGBTQIA+ stakeholders.

Index Terms: Human-centered computing—computer-mediated
communication—XR; Human-centered computing—Consent

1 INTRODUCTION

Extended reality (XR) devices have emerged as a promising technol-
ogy with the potential to significantly impact society and become as
synonymous as the iPhone or personal computer (PC). It is estimated
that over 70.8 million people in the US will use XR technology at
least once per month in 2023 [15]. Major companies such as Meta,
Microsoft, and Apple are actively investing in the development of
XR devices and exploring novel use cases for these devices. While
it is exciting to observe major companies invest in extended reality
as the future of human-computer interaction (HCI), there are unique
harms that researchers and developers will have to mitigate to ensure
that XR experiences are safe and inclusive of all user groups.

There is mounting evidence of novel and severe interpersonal
harms in social virtual reality (VR) applications, which are poised to
propagate in future XR experiences, including the risk of physical
harm in AR interactions [35,37]. Studies have indicated that online
dating platforms are associated with instances of sexual violence
and harassment in both online and physical-world contexts [1,32]
and have postulated on physical harm through VR-to-AR interaction
across modalities [39]. VR dating applications are emerging now [7]
such as Planet Theta, Flirtual, and Nevermet, which can serve as
environments for new forms of sexual harm both in VR and in
subsequent face-to-face interactions [22, 38].

Sexual harm is not experienced equally. Historically women and
LGBTQIA+ individuals have disproportionately been victims [4].
We are beginning to see similar trends with computer-mediated
sexual harm, such as in online dating [32, 40] and in social VR
[9,22,38]. Effectively designing current and future XR environments
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for harm mitigation is thus essential for fostering inclusive and
equitable user experiences.

The current state of XR design for mitigating interpersonal harm
is in fledgling stages [36], marked primarily by platform policies
against harassment and user blocking/reporting features that necessi-
tate a user to first be harmed before such features can be used. There
are also personal space bubbles [10,25,29] which render offending
users invisible if they encroach on one’s personal space—especially
to intentionally harass one through groping of their virtual avatar
or other visual artifacts (e.g., drawing phallic symbols). However
users have indicated that the mere awareness that an invisible user
is trying to inflict harm can still be traumatizing [38], and such a
feature would be inapplicable in AR settings and physical bodies.

In this paper we propose consent-based design as an alternative
framework for designing harm-mitigative social XR experiences.
Consent—or voluntarily agreement to a particular act or behavior—is
the defining quality of sexual violence and other interpersonal harms
[4]. It has also featured heavily in best practices around sex within
the LGBTQIA+ and BDSM communities [23,41], thus lending itself
as a readily understood lens for designing XR experiences with such
communities. We use the term consent-based design to impose
an overarching design goal on social XR: to ensure that any XR
experience is voluntarily agreed/consented to by the recipient user(s).
We organize the consent-based design framework into three steps:
1) selecting a consent definition (what criteria must be satisfied for
an experience to qualify as “consensual”?), 2) designing XR consent
mechanics (design patterns that support users in practicing consent
exchange), and 3) evaluating and iterating on consent mechanic
design.

In the following sections we introduce the concept of consent
from related disciplines and review how it has been applied to tan-
gentially related HCI research. We then unpack the stages of the
consent-based design framework and illustrate how it can be applied
to social XR through a case study involving participatory design
of consent mechanics in XR dating environments with women and
LGBTQIA+ stakeholders.

2 UNDERSTANDING CONSENT

Definitions and terminology for consent vary across fields and topic
areas [2, 8, 14,27]. Nonetheless, recent literature - particularly in
its application to computing disciplines- converges on a conceptual
definition of consent as voluntarily permission or agreement to a
specific act or behavior [14]. The contexts in which consent has been
studied and applied are wide-ranging. Perhaps most well known
is consent to sexual activity given that the lack of consent is the
defining criteria of sexual violence which, contrary to rape myths
[4,17] does not always happen through deliberate force. Rather,
problematic consent practices —or the ways in which individuals give
and perceive to receive agreement to sex - predispose individuals to
becoming perpetrators and victims of non-consensual sexual acts
without their realization. Examples include inferring consent to sex
through unreliable nonverbal cues (e.g., clothing choice, a bikini
picture on one’s dating app profile), and assuming one is not allowed
to deny consent due to perceived spatiotemporal norms (e.g., inviting
a person to one’s college dorm room late at night) [11, 24, 41].
Consent has also featured heavily in the legal literature, but in cases
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of sexual violence and more generally about legal contracts and
other interpersonal disagreements [27].

There remains a lack of consensus over what precise criteria must
be satisfied for an activity, behavior, or occurrence to be deemed
consensual. In the literature on consent to sex one of the more
popular consent definitions or models is affirmative consent, which
broadly puts on the onus on initiators of sexual acts to receive
overt agreement to sex rather than on recipients to overtly refuse
[12,14,42]. Core tenets of affirmative consent have been abbreviated
in the acronym FRIES: consent must be Freely given, Revokable,
Informed, Enthusiastic, and Specific [14].

2.1 Consent in HCI

Consent has emerged as a contemporary framework for design and
study of human-computer interaction (HCI) [42]. Some examples
of how consent can be applied in HCI include: how to properly
gain users’ consent for data collection [35], consent methods for the
collection of secondary data [33], contextual approaches to consent
that consider the factors such as the task at hand and environment [8],
research into the design of interfaces that (im)properly gather con-
sent [31], and maintaining consent through the use in artificial intel-
ligence models to inform users [35]. The standard for maintaining
consensual interactions between human and computer has been the
notice-and-consent framework [19], referring to a two-step process
of making users aware of a consent request following by enabling
the user’s choice of whether to give consent to collection of their
personal data.

Consent has also been applied to study and reflection on social
media application design [12], interactions with non-player char-
acters in sex-themed video games [18], and interactions with sex
robots and other embodied devices [28]. Most germane to our topic
of social XR, new research has studied consent practices of social
VR users [21] and demands of prospective VR dating users for tech-
nology to scaffold consent exchange [38]. That work collectively
shows that while users desire mechanics in XR environments to me-
diate exchange of consent to interpersonal behavior, the current state
of XR design does not effectively support such consent exchange.
We build on these findings by proposing a consent-based design
framework that researchers and designers can apply to guide design
and development of usable consent mechanics for a wide range of
social XR experiences spanning the virtual and physical continuum.

3 CONSENT AS A LENS FOR CONSIDERING AND ADDRESS
DISPARITIES IN XR EXPERIENCE

There is the potential for users of XR technology to encounter var-
ious forms of interpersonal harm or disparities in the initial devel-
opment of this technology. Due to the unique nature of XR and the
currently limited use cases and high cost associated with the technol-
ogy, the potential for access disparities between users is high [30],
which could lead to a digital divide where certain populations are
simply excluded from the opportunities offered by XR technologies.
This has been seen in the adoption of VR devices, where potential
users have been alienated from using the technology due to budget-
friendly versions not offering an experience that compares to the
higher-end devices. These lead to further divisions where XR ex-
periences can pose challenges for individuals who do not fall into
the traditional M-WEIRD (Male-Westernised, Educated, Industri-
alised, Rich, Developed) demographic [6,34]. People with mobility,
visual, or auditory impairments may face barriers when navigating
or interacting within virtual spaces [3, 13], XR experiences may not
adequately represent the diversity of its users and backgrounds, and
a lack of diverse training could cause XR technology to perpetuate
content bias and stereotyping that is already present in the physical
world and in online communities today [20]. Without taking this into
account, XR technologies could lead to misinterpretation among
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users, discomfort, and an entire population feeling disconnected
from reality-enhancing technology.

While not mutually exclusive, oftentimes those who experience
the most harm from technology, whether it be harassment through
online platforms, data leaks, or unknown data collection, are those
who never had a say in how the technology was developed [5, 26].
For example, it is well documented that users who go about exploring
worlds within virtual reality may run into users who will harass and
grope their avatar’s without a user’s consent [9,36]. Some users
may ignore this interaction because they do not resonate with their
digital avatar, but other users that experience phantom touch or some
combination of haptic gear may be able to feel that interaction. This
is an example of how non-consensual interactions and features may
be minor inconveniences for some users but could be harmful to
others. This is where consent must be considered. When considering
consent in the design of these interactions, perhaps there could be
some way to design anti-groping features from the ground up so that
those interactions could be negated entirely. It would not negatively
affect those who are not affected but would be incredibly beneficial
to the affected population. By analyzing disparities through the
use of consent, researchers can address disparities of any kind in a
comprehensive approach that integrates inclusivity, diversity, equity,
accessibility, or a design focus of their choosing into the further
development of XR. In working to actively minimize disparities,
developers can create a more meaningful and ethical experience for
a broad range of users.

4 CONSENT AS AN AVENUE FOR INVOLVING LGBTQIA+
PERSPECTIVES IN XR DESIGN

Within the realms of inclusion, diversity, equity, accessibility, trans-
parency, and ethics, consent remains a vital topic, especially within
queer and minority communities [23,41]. Applying consent as a
design lens could aid in the development of technologies that are
inclusive from their inception. As an example, one fairly well-
documented case of queer individuals adapting applications to their
needs would be through their modified use of dating apps. Prior to
the production of more inclusive alternatives, LGBTQIA+ online
daters tried repurposing dating apps as makeshift affirmative consent
technologies for more transparent discussion of sex and consent prac-
tices to screen potential partners prior to meeting face-to-face [41].
Researchers have explored consent-focused design principles in VR
and advocated for incorporating consent in VR design, suggesting
that insight could be gained on how to design consensual interactions
by directly involving members of the LGBTQIA+ community [21].
Moreover, since current design principles may inherently carry bi-
ases, there has been a growing call to develop design guidelines that
are directly influenced by individual experiences, promoting safer
and more inclusive virtual environments [39].

5 CONSENT-BASED DESIGN FRAMEWORK FOR XR EXPERI-
ENCES

How can consent be foregrounded in the design of XR experiences,
particularly to support marginalized groups who are already dispro-
portionately impacted by nonconsensual behavior? We organize
the consent-based design framework into three steps: 1) selecting a
consent definition (what criteria must be satisfied for an experience
to qualify as “consensual”?), 2) designing XR consent mechanics
(design patterns that support users in practicing consent exchange),
and 3) evaluating and iterating on consent mechanic design.

5.1

There is no universal conceptual definition of consent or criteria
for which to qualify an experience as “consensual.” This requires
designers and researchers of consensual XR experiences to first
select or create their own definition of consent and associated criteria.
For instance, according to problematic perceptions of sexual consent

Selecting a Definition of Consent
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by the general public consent “could” be defined through nonverbal
behavior—one’s clothing choice or a particular look given to another
person [16]. On the other hand, it could be defined through a model
advocated by public health organizations such as affirmative consent,
which necessitates that consent has to be unambiguous and overt
[12, 14]. In HCI a host of additional consent models sensitive to
computer-mediated contexts have been devised, particularly in the
domain of consent to personal data collection, which — if not already
transposable to the social XR context — can serve as inspiration for
new, XR-specific models of consent that researchers/designers may
want to devise themselves or in consultation with stakeholders they
seek to protect.

5.2 Designing XR Consent Mechanics

The benefits of selecting a consent model or definition are in de-
lineating qualities of an interaction that must be satisfied for it to
qualify as consensual. Or put another way: it enables clear criteria
for which to clarify when interpersonal harm is occurring (i.e., when
consent has indeed not been exchanged). Such instances can be focal
scenarios for which to design consent mechanics, which are design
patterns in XR environments and applications that enable users to
practice consent exchange according to the chosen model/definition.
We would refer readers to HCI literature on related contexts for
formative examples of consent mechanic concepts—specifically: con-
sent mechanics in VR dating environments [38], affirmative consent
mechanics in mobile social media platforms [12], and consent me-
chanics for human-robot interaction adhering to the FRIES model
of consent [28].

5.3 Evaluating and Iterating on Consent Mechanic De-
sign

How well do the designed and developed consent mechanics in
the previous stage scaffold consensual interaction? May they have
adverse impact on users in some way? To answer these questions
it is essential to subject formative consent mechanic prototypes to
user evaluation. This could be in the form of usability sessions
for early-stage feedback, experiments to compare the impact of
consent mechanics relative to other safety tools, or diary studies in
which users employ consent mechanics in recurrent XR-mediated
social interactions. Researchers could also involve stakeholders
more collaboratively in design and assessment of consent mechanics
with participatory design, which we illustrate in the next section.

6 CASE STUDY: APPLYING CONSENT-BASED DE-
SIGN TO XR DATING APPLICATIONS WITH
WOMEN AND LGBTQIA+ STAKEHOLDERS

To demonstrate how to apply the consent-based design framework to
XR experiences here to introduce an ongoing study using XR dating
as a context to speculate on how social interaction with potential
sexual partners across VR and AR can be designed to foster safety
and mitigate harm. The lab involved 16 LGBTQIA+ stakeholders to
articulate safety concerns in dating interactions that transition from
VR into physical reality and how such concerns can be addressed
through XR interface design. Women and LGBTQIA+ demograph-
ics are prioritized at this stage because they are overwhelmingly
the victims of sexual violence and harassment (in general and in
computer-mediated contexts like online dating and social VR).
During the facilitation of our study, users were asked to design
dating interactions that they had experienced in the past, what were
some positive and negative experiences they had taken from those
interactions, and how they would use that to inform how online
dating should proceed with the addition of XR devices. The key
results from this portion of the study were to get individuals to think
about the individual experiences that they would perceive as dan-
gers within the dating environment. Upon completion of the initial
exercise, participants were introduced to affirmative consent using
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the FRIES model to understand the theory behind a consensual inter-
action. They were then tasked with breaking down the experiences
they had previously indicated as being points of potentially negative
interactions in VR dating and designing a way that such interactions
could have been made consensual. These exercises yielded multiple
consent-based designs that were focused on combating some of the
perceived dangers and allowed the researchers to compare the itera-
tive designs step by step to map overarching patterns that appeared
between one group of diverse individuals. For instance, while not
explicitly stated by any particular participant, multiple designs were
created that had an emphasis on maintaining gender-affirming inter-
action between queer individuals who may use VR dating as a way
to express their gender in a way that they are unable to in reality. An-
other design theme that was formed through the analysis of multiple
prototypes was different ways of proposing ways of implementing a
virtual assistant whose sole purpose was to send gentle reminders to
users who may be crossing one’s boundaries around consent

As a result, all of the designs that participants produced were
very specific to their own individual backgrounds. Consent played a
key role in the design of these designs by being able to explain and
identify how problematic behavior within VR dating could happen
and then guiding the users through clear, understandable guidelines
as to how a consensual interaction should take place. The method
was also effective at determining gaps in existing consent models as
well. There were multiple instances where participants were unable
to determine how an interaction in the VR dating environment could
meet the requirements of the FRIES model, leading participants to
conclude that in some cases there are large gaps of information that
cannot be obtained to make a truly informed consent decision (e.g.,
inability to determine “who” one’s partner really is that they are
giving consent to). While the methods used in this study pertained to
XR dating, we encourage its use as inspiration for how a consent lens
could be applied to other types of XR experiences with marginalized
groups.

7 CONCLUSION

This paper highlights the potential role of consent (voluntary agree-
ment to a behavior or experience) as a novel research and design lens
within the context of XR technologies. The rise of Extended Reality
(XR) devices presents immense potential for impacting society and
revolutionizing human-computer interaction. However, it is essential
to prioritize consent-centered design to ensure equitable, safe, and
inclusive experiences for all users. By acknowledging the diverse
backgrounds of users through consent-based design, developers can
create technologies that respect users’ autonomy and foster a safer
and more just XR environment. Through a case study of XR dating
technologies we demonstrate how engaging marginalized communi-
ties, particularly LGBTQIA+ stakeholders, with a consent lens can
manifest novel approaches and designs for safety-oriented social XR
experiences.

8 ACKNOWLEDGEMENTS

This work is partially supported by the U.S. National Science Foun-
dation under Grant No. IIS-2211896.

REFERENCES

[1] M. Anderson, E. A. Vogels, and E. Turner. The virtues and downsides
of online dating, 2020.

S. Assadi, S. Khanna, and Y. Li. The stochastic matching problem
with (very) few queries. In Proceedings of the 2016 ACM Conference
on Economics and Computation, EC *16, p. 43—60. Association for
Computing Machinery, New York, NY, USA, 2016. doi: 10.1145/
2940716.2940769

G. Barbareschi, D. Zuleima Morgado-Ramirez, C. Holloway,
S. Manohar Swaminathan, A. Vashistha, and E. Cutrell. Disability
design and innovation in low resource settings: Addressing inequality
through hci. In Extended Abstracts of the 2021 CHI Conference on

[2]

[3]

Authorized licensed use limited to: University of Michigan Library. Downloaded on September 05,2024 at 02:13:15 UTC from IEEE Xplore. Restrictions apply.



[4]

[5]

[6]

[8

=

[9]

[10]

(1]

[12]

[13]

[14]
[15]
[16]

[17]

(18]

[19]

Human Factors in Computing Systems, CHI EA *21. Association for
Computing Machinery, New York, NY, USA, 2021. doi: 10.1145/
3411763.3441340

K.M. K. S..L.R. Basile KC, Smith SG. The National Intimate Partner
and Sexual Violence Survey: 2016/2017 Report on Sexual Violence.
National Center for Injury Prevention and Control, Centers for Disease
Control and Prevention., 2022.

R. Brewer, B. Westlake, T. Hart, and O. Arauza. The Ethics of Web
Crawling and Web Scraping in Cybercrime Research: Navigating
Issues of Consent, Privacy, and Other Potential Harms Associated
with Automated Data Collection, pp. 435-456. Springer International
Publishing, Cham, 2021. doi: 10.1007/978-3-030-74837-1.22

D. G. Cabrero. Participatory design of persona artefacts for user expe-
rience in non-weird cultures. In Proceedings of the 13th Participatory
Design Conference: Short Papers, Industry Cases, Workshop Descrip-
tions, Doctoral Consortium Papers, and Keynote Abstracts - Volume
2,PDC 14, p. 247-250. Association for Computing Machinery, New
York, NY, USA, 2014. doi: 10.1145/2662155.2662246

D. Chakraborty, S. Patre, and D. Tiwari. Metaverse mingle: Discover-
ing dating intentions in metaverse. Journal of Retailing and Consumer
Services, 75:103509, 2023. doi: 10.1016/j.jretconser.2023.103509

S. Chancellor, J. A. Pater, T. Clear, E. Gilbert, and M. De Choudhury.
thyghgapp: Instagram content moderation and lexical variation in pro-
eating disorder communities. In Proceedings of the 19th ACM Confer-
ence on Computer-Supported Cooperative Work & Social Computing,
CSCW 16, p. 1201-1213. Association for Computing Machinery, New
York, NY, USA, 2016. doi: 10.1145/2818048.2819963

G. Freeman, S. Zamanifard, D. Maloney, and D. Acena. Disturbing
the peace: Experiencing and mitigating emerging harassment in social
virtual reality. Proc. ACM Hum.-Comput. Interact., 6(CSCW1), apr
2022. doi: 10.1145/3512932

G. Freeman, S. Zamanifard, D. Maloney, and D. Acena. Disturbing
the peace: Experiencing and mitigating emerging harassment in social
virtual reality. Proc. ACM Hum.-Comput. Interact., 6(CSCW1), apr
2022. doi: 10.1145/3512932

J. S. Hirsch, S. R. Khan, A. Wamboldt, and C. A. Mellins. Social
dimensions of sexual consent among cisgender heterosexual college
students: Insights from ethnographic research. Journal of Adolescent
Health, 64:26-35, 2019. doi: 10.1016/j.jadohealth.2018.06.011

J. Im, S. Schoenebeck, M. Iriarte, G. Grill, D. Wilkinson, A. Ba-
tool, R. Alharbi, A. Funwie, T. Gankhuu, E. Gilbert, and M. Naseem.
Women’s perspectives on harm and justice after online harassment.
Proc. ACM Hum.-Comput. Interact., 6(CSCW2), nov 2022. doi: 10.
1145/3555775

Y. Jin, S. Lee, S. Kim, J. Seo, K. Jung, H. Lim, and J. Lee. Divrsity:
Design and development of group role-play vr platform for disability
awareness education. In Proceedings of the 2023 ACM Designing
Interactive Systems Conference, DIS *23, p. 161-174. Association for
Computing Machinery, New York, NY, USA, 2023. doi: 10.1145/
3563657.3596047

U. Lee and D. Toliver. Building consentful tech, 2017.

Lin. 10 virtual reality statistics you should know in 2023, April 2023.
C. L. Muehlenhard, T. P. Humphreys, K. N. Jozkowski, and Z. D.
Peterson. The complexities of sexual consent among college students:
A conceptual and empirical review. The Journal of Sex Research,
53:457-487, 2016. PMID: 27044475. doi: 10.1080/00224499.2016.
1146651

C. Murray, C. Calderdn, and J. Bahamondes. Modern rape myths: Jus-
tifying victim and perpetrator blame in sexual violence. International
Journal of Environmental Research and Public Health, 20(3), 2023.
doi: 10.3390/ijerph20031663

J. Nguyen and B. Ruberg. Challenges of designing consent: Consent
mechanics in video games as models for interactive user agency. In
Proceedings of the 2020 CHI Conference on Human Factors in Comput-
ing Systems, CHI "20, p. 1-13. Association for Computing Machinery,
New York, NY, USA, 2020. doi: 10.1145/3313831.3376827

M. Nouwens, I. Liccardi, M. Veale, D. Karger, and L. Kagal. Dark
patterns after the gdpr: Scraping consent pop-ups and demonstrating
their influence. In Proceedings of the 2020 CHI Conference on Human
Factors in Computing Systems, CHI °20, p. 1-13. Association for

363

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]
(28]

[29]

[30]

[31]

(32]

(33]

[34]

(35]

[36]

[37]

Computing Machinery, New York, NY, USA, 2020. doi: 10.1145/
3313831.3376321

A. Qayyum, M. A. Butt, H. Ali, M. Usman, O. Halabi, A. Al-Fuqaha,
Q. H. Abbasi, M. A. Imran, and J. Qadir. Secure and trustworthy
artificial intelligence-extended reality (ai-xr) for metaverses. ACM
Comput. Surv., aug 2023. Just Accepted. doi: 10.1145/3614426

K. Schulenberg, L. Li, C. Lancaster, D. Zytko, and G. Freeman. "we
don’t want a bird cage, we want guardrails”: Understanding & design-
ing for preventing interpersonal harm in social vr through the lens of
consent. Proc. ACM Hum.-Comput. Interact., T(CSCW2), oct 2023.
doi: 10.1145/3610172

S. S. Shanker and D. Zytko. The...tinderverse?: Opportunities and
challenges for user safety in extended reality (xr) dating apps, 2022.
A. G. Shook, D. Boutain, M. van Eijk, and H. Starks. From Gender-
Affirming Care to Trans-Affirming Care: Trans Youth Discourses of
Healthcare Access. PhD thesis, 2020. AAI28022737.

W. Simon and J. H. Gagnon. Sexual scripts: Permanence and
change. Archives of Sexual Behavior, 15:97-120, 4 1986. doi: 10.
1007/BF01542219

K. Simons. The stochastic matching problem with (very) few queries,
2019.

A. Slaughter and E. Newman. New frontiers: Moving beyond cyberbul-
lying to define online harassment. Journal of Online Trust and Safety,
1(2), Feb. 2022. doi: 10.54501/jots.v1i2.5

R. Sommers. Commonsense consent. YaleLJ129, 2019.

Y. Strengers, J. Sadowski, Z. Li, A. Shimshak, and F. ’Floyd” Mueller.
What can hci learn from sexual consent? a feminist process of embod-
ied consent for interactions with emerging technologies. In Proceedings
of the 2021 CHI Conference on Human Factors in Computing Systems,
CHI "21. Association for Computing Machinery, New York, NY, USA,
2021. doi: 10.1145/3411764.3445107

J. Sun, W. Jiang, L. Li, and C. Cao. Personal space evaluation and
protection in social vr. In 2021 IEEE Conference on Virtual Reality
and 3D User Interfaces Abstracts and Workshops (VRW), pp. 484485,
2021. doi: 10.1109/VRW52623.2021.00124

R. Toth, J. Hasselgren, and T. Akenine-Moller. Perception of highlight
disparity at a distance in consumer head-mounted displays. In Proceed-
ings of the 7th Conference on High-Performance Graphics, HPG ’15,
p. 61-66. Association for Computing Machinery, New York, NY, USA,
2015. doi: 10.1145/2790060.2790062

C. Utz, M. Degeling, S. Fahl, F. Schaub, and T. Holz. (un)informed
consent: Studying gdpr consent notices in the field. In Proceedings of
the 2019 ACM SIGSAC Conference on Computer and Communications
Security, CCS 19, p. 973-990. Association for Computing Machinery,
New York, NY, USA, 2019. doi: 10.1145/3319535.3354212

J. L. Valentine, L. W. Miles, K. M. Hamblin, and A. W. Gibbons.
Dating app facilitated sexual assault: A retrospective review of sexual
assault medical forensic examination charts. Journal of Interpersonal
Violence, 38(9-10):6298-6322, 2023. PMID: 36310506. doi: 10.1177/
08862605221130390

M. Viljanen. Technology matters: how algorithm and artificial intelli-
gent technology features affect harms reduction efforts. Justice, Power
and Resistance, 5(3):314 — 321, 2022. doi: 10.1332/XFHZ3158

E. Winter, L. Thomas, and L. Blair. ’it’s a bit weird, but it’s ok’? how
female computer science students navigate being a minority. In Pro-
ceedings of the 26th ACM Conference on Innovation and Technology
in Computer Science Education V. 1, ITiCSE 21, p. 436-442. Associa-
tion for Computing Machinery, New York, NY, USA, 2021. doi: 10.
1145/3430665.3456329

Z. Xiao, T. W. Li, K. Karahalios, and H. Sundaram. Inform the un-
informed: Improving online informed consent reading with an ai-
powered chatbot. In Proceedings of the 2023 CHI Conference on
Human Factors in Computing Systems, CHI *23. Association for Com-
puting Machinery, New York, NY, USA, 2023. doi: 10.1145/3544548.
3581252

Q. Zheng, S. Xu, L. Wang, Y. Tang, R. C. Salvi, G. Freeman, and
Y. Huang. Understanding safety risks and safety design in social vr
environments. Proc. ACM Hum.-Comput. Interact., 7(CSCW1), apr
2023. doi: 10.1145/3579630

D. Zytko and J. Chan. The dating metaverse: Why we need to design

Authorized licensed use limited to: University of Michigan Library. Downloaded on September 05,2024 at 02:13:15 UTC from IEEE Xplore. Restrictions apply.



for consent in social vr. [EEE Transactions on Visualization and
Computer Graphics, 29(5):2489-2498, feb 2023. doi: 10.1109/TVCG.
2023.3247065

[38] D.Zytko and J. Chan. The dating metaverse: Why we need to design
for consent in social vr. [EEE Transactions on Visualization and
Computer Graphics, 29(5):2489-2498, feb 2023. doi: 10.1109/TVCG.
2023.3247065

[39] D. Zytko and N. Furlo. Online dating as context to design sexual con-
sent technology with women and Igbtq+ stakeholders. In Proceedings
of the 2023 CHI Conference on Human Factors in Computing Systems,
CHI "23. Association for Computing Machinery, New York, NY, USA,
2023. doi: 10.1145/3544548.3580911

[40] D. Zytko, N. Furlo, B. Carlin, and M. Archer. Computer-mediated
consent to sex: The context of tinder. Proc. ACM Hum.-Comput.
Interact., 5(CSCW1), apr 2021. doi: 10.1145/3449288

[41] D. Zytko, N. Furlo, B. Carlin, and M. Archer. Computer-mediated
consent to sex: The context of tinder. Proc. ACM Hum.-Comput.
Interact., 5(CSCW1), apr 2021. doi: 10.1145/3449288

[42] D.Zytko, J. Im, and J. Zong. Consent: A research and design lens for
human-computer interaction. In Companion Publication of the 2022
Conference on Computer Supported Cooperative Work and Social
Computing, CSCW’22 Companion, p. 205-208. Association for Com-
puting Machinery, New York, NY, USA, 2022. doi: 10.1145/3500868.
3561201

364

Authorized licensed use limited to: University of Michigan Library. Downloaded on September 05,2024 at 02:13:15 UTC from IEEE Xplore. Restrictions apply.



