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Abstract

Contraction properties of transport maps between probability measures play an impor-
tant role in the theory of functional inequalities. The actual construction of such maps,
however, is a non-trivial task and, so far, relies mostly on the theory of optimal trans-
port. In this work, we take advantage of the infinite-dimensional nature of the Gaussian
measure and construct a new transport map, based on the Follmer process, which
pushes forward the Wiener measure onto probability measures on Euclidean spaces.
Utilizing the tools of the Malliavin and stochastic calculus in Wiener space, we show
that this Brownian transport map is a contraction in various settings where the anal-
ogous questions for optimal transport maps are open. The contraction properties of
the Brownian transport map enable us to prove functional inequalities in Euclidean
spaces, which are either completely new or improve on current results. Further and
related applications of our contraction results are the existence of Stein kernels with
desirable properties (which lead to new central limit theorems), as well as new insights
into the Kannan—Lovasz—Simonovits conjecture. We go beyond the Euclidean setting
and address the problem of contractions on the Wiener space itself. We show that opti-
mal transport maps and causal optimal transport maps (which are related to Brownian
transport maps) between the Wiener measure and other target measures on Wiener
space exhibit very different behaviors.

Mathematics Subject Classification Primary 49Q22; Secondary 39B62 - 60B11

1 Introduction

One of the basic tools in the study of functional inequalities in Euclidean spaces is the
use of Lipschitz maps T : R? — R?[20, 37]. A good starting point for this discussion
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is Caffarelli’s contraction theorem [12] (see also [19, 29, 41, 62] for other proofs): If v
is the standard Gaussian measure on R and p is a probability measure on R? which is
more log-concave than yy, then the optimal transport map of Brenier 7 : R — R¢,
which pushes forward y; to p, is 1-Lipschitz. In other words, that p is more log-
concave than y; is manifested by the contractive properties of the transport map 7.
With the existence of T in hand, we can easily transfer to p functional inequalities
which are known to be true for y,;. For example, the Poincaré inequality states that for
n:R? — R we have

Vary, [n] < / Vi ldya.

As T is 1-Lipschitz, its derivative is bounded, | DT |op < 1, s0

Var,[n] = Vary,[n o T] < f IV(no TP dyq < / IDT |5, 1Vl 0 T)dyy < / \Vnl*dp
1.1
where we used that p is the pushforward of y; under T. We see that p satisfies the
Poincaré inequality with the same constant as y;;.

This paper starts with the observation that since the Gaussian measure is infinite-
dimensional in nature,' the search for contractive transport maps from the Gaussian
measure to some target measure should not be confined to Euclidean spaces, even if
the target measure is a measure on R¥. Specifically, we will take our source measure to
be the Wiener measure (an infinite-dimensional Gaussian measure) which will allow
us to take advantage of the Malliavin and stochastic calculus of the Wiener space.
Given a target measure p on R?, our construction relies on the Follmer process: The
solution X = (X;) to the stochastic differential equation

d
dX,=VlogP_, (d—p> (X)dt +dB,, t€[0,1], Xo=0  (1.2)
Yd

where (B,) is the standard Brownian motion in R and (P;) is the heat semigroup.
This process can be seen as Brownian motion conditioned on being distributed like p
at time 1; i.e., X1 ~ p. Hence, we view the solution to (1.2) at time 1 as a transport
map, which we call the Brownian transport map, X1 : @ — R? which pushes forward
the Wiener measure y on the Wiener space® 2 to the target measure p on R9.

In the remainder of the introduction we present our results on the contractive prop-
erties of the Brownian transport map, as well as applications to functional inequalities
and to central limit theorems. We also study the behavior of the Brownian transport

! The infinite-dimensional nature of the Gaussian is manifested by the fact that it enjoys several quantitative
analytic properties, like the Poincaré inequality, which do not depend on the ambient dimension. In particular,
the Wiener measure, which is the infinite-dimensional analogue of the Gaussian measure, satisfies the same
analytic properties.

2 The Wiener measure y is such that Q > @ ~ y is a standard Brownian motion in R? where Q is the
classical Wiener space of continuous paths in R4 parameterized by time ¢ € [0, 1].
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The Brownian transport map

map when considered as a map from the Wiener space to itself. This point of view
further elucidates the connection between our results and optimal transport theory.

1.1 Almost-sure contraction

Before presenting our first result we discuss the types of measures for which it is
reasonable to expect that the Brownian transport map will be an almost-sure contraction
(the reader is referred to Sect. 2 for the exact definition). The rough intuition is that if the
measure y is squeezed into a more concentrated measure then the transport map should
be a contraction. We focus on several mechanisms which in principle could facilitate
such contractions. The first mechanism works by requiring that S := diam(supp(p))
is finite so that the entire mass of p is confined into a region with finite volume.
The second mechanism, inspired by Caffarelli’s result, works by imposing convexity
assumptions on p: We say that p is k-log-concave for some x € R if

d
~V21log <£> (x) = kIdg Vx € supp(p).

Note that we allow « to take negative values and that the case x = O corresponds to
p being log-concave. When k > 1 we see that p is more log-concave than y; (k = 1

when p = y; as —V?log (‘%’) = Idy) so in that sense p is more concentrated than

¥4 and we expect some type of contraction.

The following result shows that the Brownian transport map is an almost-sure
contraction when the target measure satisfies either a convexity assumption or a finite-
volume of support assumption. For example, as will be clear from the subsequent
discussion, Theorem 1.1 always improves on the analogous result of Caffarelli which

states that when p is k-log-concave, for ¥k > 0, the optimal transport map is ﬁ-

Lipschitz. In the remainder of the paper we refer to £-Lipschitz maps as contractions
with constant £.

Theorem 1.1 (Almost-sure contraction) Let p be a k-log-concave measure for some
k € Rand let S := diam(supp(p)).

(i) IfkS? > 1 then the Brownian transport map between y and p is an almost-sure
contraction with constant —=.
N3

(ii) IfkS* < 1 then the Brownian transport map between y and p is an almost-sure

1/2
. . 1« S?
contraction with constant <%> S.

To unpack Theorem 1.1 let us consider some of its important special cases.

e S < oo and ¥ = 0. This setting corresponds to the case where p is log-concave
with bounded convex support. It is an open question [41, Problem 4.3] whether
the optimal transport map of Brenier between y,; and p is a contraction with a
dimension-free constant. On the other hand, Theorem 1.1 shows that the Brow-
nian transport map between y and p is in fact an almost-sure contraction with a
dimension-free constant of the optimal dependence O(S).
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e i > 0.If S? > 1 then we obtain the exact analogue of Caffarelli’s result for
the optimal transport map [41, Theorem 2.2]. If ¥ S? < 1 then part (ii) shows
that the Brownian transport map is an almost-sure contraction with constant

s 172
(#) S < %; the last inequality holds as kS> < 1 and by the esti-

mate 1 — )lc < log x. Thus, we get an improvement on the analogue of Caffarelli’s
result.
e § < ooandx < 0.Inthis setting, only part (ii) applies and we see that the Brownian

1/2
. . . o1+IK] 52
transport map is an almost-sure contraction with constant (%) S. There

are no analogous results for other transport maps.
e S = o0 and x < 0. The bounds provided by Theorem 1.1 are trivial in this case.
This is unavoidable, as we explain in Sect. 1.3.

Remark 1.2 The distinction between « 2 > 1 and k8% < 1is not necessary and one
could get more refined results; see Remark 3.5. The formulation of Theorem 1.1,
however, is the cleanest which is why we chose it.

Theorem 1.1 goes beyond the above examples by capturing the effect of the interplay
of convexity (including ¥ < 0) and support size on the contraction properties of the
Brownian transport map.

The reason why we can prove the results in Theorem 1.1, which are unknown for the
Brenier map, is because the Malliavin calculus available in the Wiener space allows
us to write a differential equation for the derivative of the Brownian transport map,
which in turn shows that it is a contraction. This feature does not have an analogue
in optimal transport maps (but see [37, equation (1.8)] for a different transport map).
Moreover, as will be shown in Sect. 8, trying to replace the Brownian transport map by
the optimal transport map on the Wiener space (see Sect. 1.5 for more details) is not
possible since the optimal transport map on Wiener space will essentially reduce to the
optimal transport map between y,; and p for which the desired contraction properties
are not known.

In our second result we identify a third mechanism to promote the existence of
contractive transport maps. In essence, the idea is that taking well-behaved mixtures
of Gaussians will also have tame concentration profiles. Indeed, in the case where the
mixing measure has bounded support we establish the the Brownian transport map is
a contraction.

Theorem 1.3 (Gaussian mixtures) Let p := y %V be the convolution of the standard
Gaussian measure yg with a probability measure v on R? supported on a ball of radius
R. Then, the Brownian transport map between y and p is an almost-sure contraction

172
- 2R 1
with constant 5 7

3 Note that the quantity .S 2 is scale-invariant since the effect of rescaling R4 by r turns a k-log-concave
measure into a r%-log-concave measure while the size of the support of the measure rescales from S to rS.

Because the source measure is y, which corresponds to a Gaussian with unit variance, we expect to have a
threshold at « S2 = 1 which is indeed the case in Theorem 1.1; but see Remark 1.2 and Remark 3.5.
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In the one-dimensional case, an analogue of Theorem 1.3 was established in [67],
for the Brenier map. The proof relied on the explicit expression for transport maps
between measures on the real line. While it is unknown whether the Brenier map
enjoys similar properties in higher dimensions, our analysis of the Brownian transport
map affords Theorem 1.3 as an extensive generalization to arbitrary dimensions. As a
corollary we are able to deduce several new functional inequalities, as well as improve
upon existing ones, for Gaussian mixtures (see Sect. 1.2 below).

1.2 Functional inequalities

Once Theorems 1.1 and 1.3 are established, the generality of the transport method
towards functional inequalities opens the door to the improvement of numerous func-
tional inequalities. Section5 is dedicated to proving such results which include the
isoperimetric inequality, W-log-Sobolev inequalities; a generalization of the log-
Sobolev inequality, and g-Poincaré inequalities, a generalization of the Poincaré
inequality.

In Table 1 we summarize our results and note the ones which seem to be new. The
definitions and exact statements are deferred to Sect. 5. As can be seen from the table,
for log-concave measures some of the results are not new. However, let us note that
the proofs of the mentioned results, obtained gradually over the last several decades,
utilized a myriad of different techniques. These techniques include, among others,
localization methods, Bakry-Emery calculus, and Brunn-Minkowski theory, and often
require ad-hoc arguments for the specific functional inequality in question. In contrast,
our transportation approach provides a unifying framework to study such functional
inequalities. As a result we are also able to obtain new, previously unknown, results
such that as W-log-Sobolev and g-Poincaré inequalities for log-concave measures
with bounded support. While it is likely that one could use other techniques to prove
comparable results, the benefit of our approach is that no further arguments are needed,
other than Theorem 1.1 and arguments similar to the one outlined in (1.1).

The bottom row of Table 1 deals with Gaussian mixtures. The question of exis-
tence of functional inequalities for a mixture of distributions, given the existence of
the corresponding inequalities for the individual components, has been investigated
for some time. Only recently has it been settled for the Poincaré and log-Sobolev
inequalities, [17, Theorem 1]. The result of [17] is very general and applies to many
families of mixture distributions but, on the other hand, the method of proof seems
to be specialized to the Poincaré and log-Sobolev inequalities. In this case, the gen-
erality of the transport method allows to tackle inequalities which seem to lie outside
of the scope of previous methods. In addition, the generality of the method of [17]
misses the special nature of mixtures of Gaussians. Indeed, our results improve on [17,
Corollaries 1,2].

1.3 Log-concave measures

As we saw in Sect. 1.2, measures which are x-log-concave (with ¥ > 0) satisfy a
Poincaré inequality with constant x ~! (which in particular does not depend on the
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The Brownian transport map

dimension d). When « = 0, this constant blows up which leaves open the question
of the existence of a Poincaré inequality for log-concave measures. The Kannan—
Lovasz—Simonovits conjecture [36], in one of its formulations, states that there exists
a constant Cyjs, which does not depend on the dimension d, such that for any isotropic
(i.e., centered with covariance equal to the identity matrix) log-concave measure p on
R? we have

Var,[n] < Ckls/ |Vn|2dp for n : R? - R.

In words, any isotropic log-concave measure on R? satisfies a Poincaré inequality with
a constant Cyjs which is dimension-free. In light of the above discussion, transport
maps offer a natural route to proving the conjecture: Given an isotropic log-concave
measure p on RY we would like to construct a transport map, from y,; or y, to p
which is an almost-sure contraction with constant Cyjs. Unfortunately, in general,
such a map cannot exist: Indeed, as seen in Table 1, such a map will imply that p
satisfies a log-Sobolev inequality with a dimension-free constant. But this is known
to be false because the existence of a log-Sobolev inequality is equivalent to sub-
Gaussian concentration [46, Theorem 5.3], which does not hold for the two-sided
exponential measure even though it is isotropic and log-concave. Nonetheless, the
transport approach towards the conjecture can still be made to work by using a weaker
notion of contraction and using an important result of E. Milman. Indeed, consider
the Brownian transport map and suppose that instead of having an almost-sure bound
|DX 1| < Cyis we only have a bound in expectation,

E,[|DX;*] < C,

for some dimension-free constant C. Repeating the argument above, and using
Holder’s inequality, we find that

Var,[n] < C Lip? (1)

where Lip(n) = sup, cge |Vn(x)|. In principle, this bound is weaker than a Poincaré
inequality because of the use of the L> norm on the gradient rather than the L? norm.
However, as shown by E. Milman [55], a Poincaré inequality is equivalent, up to a
dimension-free constant, to first moment concentration which follows from the above
L bound. In conclusion, the Kannan-Lovédsz—Simonovits conjecture is proven as
soon as we can show that £, [| DX |2] <C.

Significant progress towards the resolution of the Kannan—Lovasz—Simonovits con-
jecture was made in a series of works [18, 25, 38, 39, 49]. Building on these results
and techniques, we are able to make the, so far missing, connection between measure
transportation and the Kannan—Lov4sz—Simonovits conjecture.
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Theorem 1.4 (Contraction in expectation for log-concave measures) Let p be an
isotropic log-concave measure on R? with compact support., andlet X| : Q@ — R? be
the Brownian transport map from the Wiener measure y to p. There exists a universal
constant ¢ such that, for any positive integer m,

E, [IDX1120y )| = €7@+ Diog )",

where | - | gy ray is the operator norm of operators from the Cameron-Martin space
H 1o R,

Taking m = 1 in Theorem 1.4 we see that Cyjs is almost dimension-free, as would
be expected from the Kannan-Lovédsz—Simonovits conjecture. In fact, our transport
perspective allows us to go beyond m = 1, which is needed for the applications
outlined below.

Remark 1.5 As explained in this section, an expectation bound of the form
E, [IDT 1?1 < C,where T is atransport map from either y or y4 to p, with a dimension-
free universal constant C, would lead to a proof of the Kannan-Lovasz—Simonovits
conjecture. In fact, one of the novelties of the proof of Theorem 1.4 is that it reveals
that the reverse is also true, up to logd factors, when T is the Brownian transport
map. That is, assuming that the Kannan—-Lovasz—Simonovits conjecture is true we

would get, up to log d factors, an expectation bound E, [|DX 1l ] < Cy, fora

2m
L(H,R4)
dimension-free universal constant C,, which depends only on m.

1.4 Stein kernels and central limit theorems

Our proof of Theorem 1.4 is based on known results concerning Cyjs. Thus,
Theorem 1.4 does not supply any new information regarding the Kannan-Lovasz—
Simonovits conjecture itself. However, for isotropic log-concave measures, the
transport approach is useful not only in the study of the conjecture but also in
the theory of Stein kernels. As will become evident soon, these results go beyond
the Poincaré inequality, and hence do not follow from the current results on the
Kannan-Lovasz—Simonovits conjecture.

Given a centered measure p on R4, a matrix-valued map s, is called a Stein kernel
for p if

Epn()x] =Ep[Vn(x)s,(x)]
for a big-enough family of functions  : R — R. Gaussian integration by parts shows

that p = y; if and only if the constant matrix Id, is a Stein kernel for p. Hence, the
distance of s, from Id; controls the extent to which p can be approximated by y,.

4 The assumption of compact support does not effect the connection to the Kannan—-Lovadsz—Simonovits
conjecture [18, section 2.6] In particular, the bounds in the theorem are independent of the size of the
support of p.
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Specifically, the Stein discrepancy of s, is defined as
§2(sp) i= Eplls, — Idalfs]-

The quantity S(s,) plays an important role in functional inequalities [48, 58, 61] and
normal approximations [23, 28, 47, 57]. For applications, often it is enough to bound
EP[|5P|12-IS]' While in one dimension the Stein kernel of a given measure is unique
and given by an explicit formula, in high-dimensions these kernels are non-unique
and their construction is often non-trivial [23]. It was observed in [15] that transport
maps with certain properties are good candidates for constructing Stein kernels. We
will follow this strategy and construct Stein kernels with small Hilbert-Schmidt norm,
based on the Brownian transport map, for a very large class of measures.

Theorem 1.6 (Stein kernels) Let p be an isotropic log-concave measure on R with
compact support. Let x : RY — R be a continuously differentiable function with
bounded partial derivatives such that E,[x] = 0 and E,[|V x |§p] < 00. Then, the

pushforward measure q = xs p on R* admits a Stein kernel T4 satisfying

Eqlltgl7s] < ad(logd)™ JE,[|VxI3,].

for some universal constant a > 0.

For example, taking k = d and x(x) := x shows that for p isotropic and log-
concave

E,lltylfs] < ad(logd)™. (1.3)

The analogous bound of (1.3), with a better polylog and a different Stein kernel s,
follows from [23] that showed E,[|s, |ﬁs] < dCp, where C), is the Poincaré constant
of p. Indeed, since C,, < clogd by the result of [38], the bound (1.3) holds for 5.
However, unlike previous constructions, our construction is well-behaved with respect
to compositions. It allows to consider general x, which leads to the existence of Stein
kernels 7, with bounded Hilbert-Schmidt norm, where now ¢ does not necessarily
satisfy a Poincaré inequality.

As a concrete application we will use Theorem 1.6 to deduce new central limit
theorems with nearly optimal convergence rates. The best dimensional dependence in

%, as can be seen by consider-

ing product measures. Most known results establish general rates of convergence, in
various distances, which are not better than %, and typically require a super-linear

the convergence rate one could expect is of order

dependence in the dimension (see [9, 16] for some notable examples). To improve
on such bounds, several recent works have shown that, by imposing strong structural
assumptions on the common law of the summands, one can reduce the rate of con-

vergence to \/g . However, these works dealt with highly regular measures, such as
log-concave measures [27], measures with small support [66], or measures satisfying
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a Poincaré inequality [23, 28]. These assumptions can be restrictive for certain appli-
cations involving heavy-tailed measures, whose moment generating function may not
be well-defined and hence do not have sub-exponential tails.

We will bypass the above restrictive assumptions by utilizing the Stein kernel
approach to normal approximations combined with Theorem 1.6. The starting point
is the inequality,

W3 (p. va) < 5%(sp), (1.4)

valid for any Stein kernel 5,,, where W, is the Wasserstein 2-distance [47, Proposition
3.1]. In particular, inequality (1.4) can be used to prove central limit theorems: Suppose
that p is isotropic and let {¥;} be an i.i.d. sequence sampled from p. Then, as shown
in [47, section 2.5], for every given Stein kernel s, there exists a Stein kernel s, ,
where %ﬁ > i_1 Yi ~ pn, such that

2
S2(5P71) S S (Ep)'
n

Combining (1.4) with the triangle inequality thus yields

2
W3 (P va) = - {Eplls, fis] +4}

The upshot of this discussion is that if we can construct a Stein kernel s, with a small
Hilbert-Schmidt norm we then obtain a central limit theorem with a good rate. In
particular, whenever E ,[|s p|%s] = 0(d), we get an \/g rate of convergence. Using
our Stein kernel 7, and the bound in Theorem 1.6 we obtain:

Corollary 1.7 (Central limit theorem) Let p, g, and x be as in Theorem 1.6, and further
suppose that q is isotropic. Then, if {Y;} are i.i.d. sampled from q we have, with

«/Lﬁ er'lzl Y ~ gn,

JEp[IVxI8,]d(logd)* +k
W3 (Gn. vi) <2 - :

for some universal constant a > 0.

Corollary 1.7 allows to significantly relax the regularity assumptions of the above
mentioned works, while still maintaining a nearly optimal rate of convergence. For
example, if x has a quadratic growth then g can have super-exponential tails, so
it cannot satisfy a Poincaré inequality. In contrast, in such a setting, Corollary 1.7
provides results which are comparable, up to the Sobolev norm of x and logd terms,
to the ones obtained for log-concave measures [23, 28]. Another appealing feature
is the ability to treat singular measures when k > d. A particular case of interest is
¥ (x) 1= x®™ for some positive integer m. Even though g may be heavy-tailed in this
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case, since E,[|V x |§p] is finite when p is log-concave we get a central limit theorem
for sums of i.i.d. tensor powers. Proving such a result was a question posed in [53,
section 3] where it was also suggested that finding an appropriate transport map could
prove useful. Using our construction, Corollary 1.7 resolves this question.

1.5 Contractions on Wiener space

In the previous sections we viewed the solution X to (1.2) as a map X; : Q — R4,
We can go however beyond the Euclidean setting by not restricting ourselves to the
value of X attime t = 1. We then get a map X : Q — 2 which transports the Wiener
measure y to the measure u on €2 given by du(w) = d—’;(a)l)d y (w) for w € Q2 where
w; 1s the value of w at time ¢ € [0, 1]. In words, u is ogtained from y by reweighting
the probability of @ according to y by the value of ;% :RY — RY at w; € RY.
This leads to the following question: Is X a contraction, in a suitable sense, from the
Wiener measure y to u under appropriate conditions on p? In fact, this question can
be placed in the general context of transport maps on Wiener space as we now explain.

We start by recalling that the Wiener space 2 contains the important Cameron-
Martin space H' whose significance lies in the fact that the law of w + & is absolutely
continuous with respect to the law of y whenever i € H'. The Cameron-Martin space
is the continuous injection of the space H := L?(£2, R) under the anti-derivative map
he Hw— h:= foh € H! and it induces a cost on by setting, for x,y € €,
|x — y| g1 with the convention that |[x — y|g1 = 4ooifx —y ¢ H'. Based on this
cost two notions of optimal transport maps on €2 can be defined:

Given probability measures measure v,  on €2 let IT(v, ) be the set of probability
measures on 2 x €2 such that their two marginals are equal to v and u, respectively.
The (squared) Wasserstein 2-distance between v and u is defined as

Wzv, = inf X — 2dzr)c, .
5 (v, 1) nen(w)/gml YIgdm(x,y)

Assuming that sz(v, n) < oo, the optimal transport map O : Q2 — 2, when its
exists, is a map which transports v into u satisfying

/Q o — O(@)dv(w) = W5 (v, ).

This definition is the generalization of the definition appearing in the classical optimal
transport theory on Euclidean spaces [64]. In Euclidean spaces, the existence of optimal
transport maps and their regularity was proven by Brenier [64, Theorem 2.12] while the
analogous result in Wiener space is due to Feyel and Ustiinel [31]. Since W22 (v, n) <
00, we may write O(w) = o + &£(w) where £ : Q — H' so that

W3 ) = inf E, [e@)12 ]
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where the infimum is taken over all maps £ : @ — H !'such that Law(w + £ (w)) = n
with @ ~ v. Importantly, we do not make the requirement that &(w) is an adapted’
process. We now turn to the second notion of optimal transport: Given probability
measures v, i on 2, we define® the causal optimal transport map A : Q — Q to be
the map which transports v to u satisfying

/Q 0= A@}dv) = _inf | E, [le@]2, ]

where the infimum is taken over all maps & : Q — H ! such that Law(w + Ew)=pn
with w ~ v, and with the additional requirement that & is an adapted process. This
notion of optimality, sometimes referred to as adapted optimal transport, has recently
gained a lot of traction (e.g, [7] and references therein).

The connection between these transport maps and the Brownian transport map
follows from the work of Lassalle [44]. It turns out that when d u(w) = ;% (w1)dy (w)
for w € €2, the causal optimal transport map A : 2 — €2, which transports y to u,
is precisely the Follmer process X : 2 — . This is essentially a consequence
of Girsanov’s theorem as well as the entropy-minimization property of the Follmer
process [33].

Once a notion of optimal (causal or non-causal) transport map in Wiener space
is established, the question of contraction arises: Given a measure p on €2 which is
more log-concave than the Wiener measure y, is either O or A a contraction? We are
not aware of any such results in the current literature. To make this question precise
we need a notion of convexity on €2 as well as a notion of contraction. We postpone
the precise definitions to Sect. 8 and for now denote such a notion of contraction as
Cameron-Martin contraction. Let us state some of our results in this direction.

Theorem 1.8 (Cameron-Martin contraction)

e Let p be any 1-log-concave measure on RY and let i be a measure on the Wiener
space given by du(w) = ;%(a)l)dy(w) for o € Q. Then, the optimal transport
map O from the Wiener measure y to wu is a Cameron-Martin contraction with
constant 1.

e There exists a I-log-concave measure p on R such that the causal transport
map A between y to u, where du(w) = %(a)])dy(a)) for w € Q, is not a
Cameron-Martin contraction with any constant.

The first part of the theorem is a straightforward consequence of Caffareli’s con-
traction theorem. The second part requires some work by constructing a non-trivial
example (see Remark 7.1) where the causal optimal transport map fails to be a
Cameron-Martin contraction.

5 Colloquially, a process is adapted if it cannot anticipate the future; see Sect. 2 for the precise definition.

6 This definition is the analogue of the Monge problem rather than the Wasserstein distance. There is a
more general definition [44] of causal optimal transport corresponding to adapted Wasserstein distance but
this is not important for our work.
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Organization of the paper

Section 2 contains the preliminaries necessary for this work including the definition
of the Brownian transport map based on the Follmer process. Section3 contains the
construction of the Follmer process and the analysis of its properties which then leads
to the almost-sure contraction properties of the Brownian transport map. The main
results in this section are contained in Theorem 3.1. Section4 focuses on the setting
where the target measure is log-concave with compact convex support and shows
that, in this setting, we can bound the moments of the derivative of the Brownian
transport map; the main result is Theorem 4.2. In addition, Sect. 4 contains a short
explanation of the connection between stochastic localization and the Féllmer process.
In Sect. 5 we use the almost-sure contraction established in Theorem 3.1 to prove new
functional inequalities. In addition, Sect. 5 contains our results on Stein kernels and
their applications to central limit theorems. In Sect. 6 we set up the preliminaries
necessary for the study of contraction properties of transport maps on the Wiener
space itself. In Sect. 7 we show that causal optimal transport maps are not Cameron-
Martin contractions even when the target measure is x -log-concave, for any «. Finally,
Sect. 8 is devoted to optimal transport on the Wiener space.

2 Preliminaries

For the rest of the paper we fix a dimension d and let f : R? — Rsq be a function
such that fRd fdyq = 1 where y; is the standard Gaussian measure on R?. We denote
the probability measure p(x)dx := f(x)dy,(x) and further assume that the relative
entropy H(p|yq) := fRd log (;%) dp < +o00. We set § := diam(supp(p)). We write
(-, -) for the Euclidean inner product and | - | for the corresponding norm. Our notion
of convexity is the following:

Definition 2.1 A probability measure p is k-log-concave for some x € R if the support
of p is convex and —V? log (%) (x) > kldy for all x € supp(p).

Next we recall some basics on the classical Wiener space and the Malliavin
calculus [59].

Wiener space

Let (2, F, y) be the classical Wiener space: 2 = Cy([0, 1]; ]Rd) is the set of
continuous functions from [0, 1] to RY, y is the Wiener measure, and F is the com-
pletion (with respect to y) of the Borel sigma-algebra generated by the uniform norm
|wloo 1= sup;¢po. 1 lx| for @ € Q. In words, a path @ € 2 sampled according to
y has the law of a Brownian motion in R? running from time 0 to time 1. We set
W; := W(w); := w; fort € [0, 1] and let (F;)s¢[0,1) be the sigma-algebra on 2 gen-
erated by (W;):¢[0,1] together with the null sets of F. We say that a process (#;)s¢[0,1]
is adapted if u; : Q2 — R4 is F;-measurable for all ¢ € [0, 1]. For the rest of the paper
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we define a probability measure © on 2 by
du(w) = f(o)dy (@).

An important Hilbert subspace in Q is the Cameron-Martin space H' which is defined
as follows: Let H = L2([0, 1], RY) andgiveng € H seti(g) € Qbyi(g); := fot gsds.
Then H! := {i(g) : g € H} and we often write h; = fot hedsforh € Handh € H'.
The space H'! has an inner product induced from the inner product of the Hilbert
space H, namely, (h, g) g1 = fol (ﬁs, 8s)ds. The significance of the Cameron-Martin
space is that the measure of the process W 4+ h = (w; + hs(®))e[0,1] is absolutely
continuous with respect to y whenever h(w) € H 1 y-a.e.and (h; (w)):e0,1] 1s adapted
and regular-enough; this is a consequence of Girsanov’s theorem. Given h € H we set
W(fz) = fol fltd W; where the integral is the stochastic Itd integral; in this notation,
W, = W(ljo,n).

Next we define the notion of contraction which is compatible with the Cameron-
Martin space.

Definition 2.2 A measurable map 7 : Q@ — R? is an almost-sure contraction with
constant C if

IT(@+h) —T(@)| <Clhljn YheH' ypae.

In Euclidean space, a function is Lipschitz if and only if its derivative (which exists
almost-everywhere) is bounded. In order to find the analogue of this result for our
notion of contraction we need an appropriate definition of derivatives on the Wiener
space.

Malliavin calculus

The calculus on the Wiener space was developed by P. Malliavin in the 70’s and it will
play an important role in our proof techniques. The basic objects of analysis in this
theory is the variation of a function F' : 2 — R as the input € 2 is perturbed. In
order for the calculus to be compatible with the Wiener measure only perturbations
in the direction of the Cameron-Martin space H' are considered. We now sketch the
construction of the Malliavin derivative and refer to [59] for a complete treatment.
The construction of derivatives of F starts with the definition of the class S of smooth
random variables: F € § if there exists m € Z, and a smooth function n : R" — R
whose partial derivatives have polynomial growth such that

F=nW(h),.... W)

for some hl, e, fzm € H. The Malliavin derivative of a smooth random variable F
isamap DF : Q — H defined by

DF = " 9im(W(h). ..., W(hm))h;.
i=1
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To get some intuition for this definition observe that
. d
(DF(w), h)n = %F(w +eh)|.

for y-a.e. w € Q and every he HwithH 5 h = fo /%, is the Gateaux derivative
of F in the direction /. The Malliavin derivative is then extended to a larger class of
functions on the Wiener space: Given p > 1 we let D7 be the closure of the class S
with respect to the norm

IFl,, == (E, [IFI”] +E, [|DF|§ZI])% _

In other words, D7 is the domain in L” (K2, y) of the Malliavin derivative operator
D. The value of DF € H attime ¢t € [0, 1] is denoted as D, F'.

The notion of the Malliavin derivative allows us to define the appropriate notion
of derivatives of transport maps F : Q@ — RK. Let F = (F',..., F*) : Q@ — Rt
with F! : Q@ — R a Malliavin differentiable random variable for i € [k], and let
D.F be the k x d matrix given by [D;F];; = D,J F' where we use the notation
D,F' = (D}F',...,DIF") € RY for i € [k]; in other words, Dy F' is the jth
coordinate of D;F!. For y-ae. w € Q we define the linear Malliavin derivative
operator D, F : H — R? by

1
Dy, F[h] ::/ D,F(w)h,dt = (DF (), h)g, heH.
0

When no confusion arises we omit the subscript dependence on w and write DF'. The
next result shows that almost-sure contraction is equivalent to the boundedness of the
corresponding Malliavin derivative operator. In the following we denote by £(H, RY)
the space of linear operators from H to R equipped with the operator norm |- | L(H.RY)-

For example, note that DF € L(H, R?) for y-a.e. w € Q.

Lemma2.3 e Suppose T : Q2 — R< is an almost-sure contraction with constant C.
Then DT exists y-a.e. and |DT |y gay < C y-a.e.

o Let T : Q — RY be such that there exists ¢ > 1 so that E,[IT19] < oo and

DT exists y-a.e. If |DT |y ray < C y-a.e. then there exists an almost-sure

contraction T : 2 — R? with constant C such that y-a.e. T = T.

Proof The first part will follow from [10, Theorem 5.11.2(ii)] while the second part
will follow from [10, Theorem 5.11.7] once we check that these results can be applied.
We take the domain to be 2 ( a locally convex space) with the measure y (a centered
Radon Gaussian measure). The space H' is the Cameron-Martin space while the
image of T is a subset of RY (a separable Banach space with the Radon-Nikodym
property). It remains to check that the Gateaux derivative of 7' along H' is equal to
DT . For smooth cylindrical maps 7' [10, p. 207] this is clear and the general result
follows from [10, Theorem 5.7.2]. O
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The Follmer process and the Brownian transport map

The history of the Follmer process goes back to the work of E. Schrédingerin 1932 [52],
but it was H. Follmer who formulated the problem in the language of stochastic
differential equations [33]; see also the work of Dai Pra from the stochastic control
approach [24]. Let p = fdy, be our probability measure on R and let (Bt)iefo,1] be
the standard Brownian motion in R?. The Follmer drift v(t, x) is such that the solution
(X1)teo,17 of the stochastic differential equation

dX, = v(t, X,)dt +dB;, Xo=0, 2.1)

satisfies X1 ~ p and, in addition, fol E, [|v(t, Xt)|2] dt is minimal among all such
drifts. It turns out that the Follmer drift v has an explicit solution: Let (P;);>0 be the
heat semigroup on R acting on functions 7 : R¢ — R by

Pn(x) =/U(x+\/;Z)dVd(Z),

then, the Follmer drift v : [0, 1] x R? — R< is given by
v(t,x) := Vlog P_; f(x).

That X| ~ p with the above v can be seen, for example, from the Fokker-Planck
equation of (2.1). Further, as a consequence of Girsanov’s theorem, the optimal drift
satisfies

1! 2
Hpva) = 5 [ By 1o, x07] . )

We refer to [33, 51] for more details. Specifically, the validity of (2.2) is guaranteed
in our setting by [24, Theorem 3.1] (using the uniqueness of the solution to (2.1)).

The Brownian transport map is defined as the map X : © — R?. This definition
makes sense only if (2.1) has a strong solution which in particular is defined at t = 1;
we will address this issue in the next section.

3 Almost-sure contraction properties of Brownian transport maps

In this section we show that the Brownian transport map is an almost-sure contraction
in various settings. The following is the main result of this section and it covers the
almost-sure contraction statements of Theorem 1.1 and Theorem 1.3.

Theorem 3.1 (1) Suppose that either p is k-log-concave for some k > 0, or that p is

k-log-concave for some k € R and that S < +00. Then (2.1) has a unique strong
solution for all t € [0, 1]. Furthermore,
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(a) If kS2 > 1 then X 1 is an almost-sure contraction with constant \/LF"
equivalently,

1

DX |3 < — y-ae.
| 1|£(H,Rd)—K 4

(b) If kS*> < 1 then X is an almost-sure contraction with constant

o152 41 172 .
5 S; equivalently,

1—k $?
e +1
IDX11 1 me) < (T) §* y-ae.

(2) Fix a probability measure v on R¢ supported on a ball of radius R and let p :=
yaxv. Then (2.1) has a unique strong solution for all t € [0, 1]. Furthermore, X
2
2R2

1
is an almost-sure contraction with constant <e 2_1) %; equivalently,

2
2R

2
|DX1|E(H,Rd) E 2R2

y-a.e.
Remark 3.2 The dichotomy of x S? > 1 versus kS> < 1 is just a convenient way of
organizing the various cases we consider, i.e., k nonpositive or nonnegative and S finite
or infinite. This dichotomy is ambiguous when x = 0 and § = oo since we need to
make a convention regarding 0 - co. Either way, the bound provided by Theorem 3.1(1)
is trivial, since it is equal to co, so when proving Theorem 3.1(1) we will ignore issues
arising from this case. Will come back to the case « = 0 when proving Theorem 4.2.

The proof of Theorem 3.1, ignoring for now the issue of existence of solutions to
(2.1), relies on the fact that the Malliavin derivative of the Follmer process satisfies
the following linear equation:

1
D, X; =1dy4 +/ Vu(s, Xs)DyXsds Yr <t and D, X; =0 Vr >t.
r
Using this equation we show that

t
DX, < / 2 JS dmax (VOO XNr o g e [0, 1] y-ae.
0

|2
L(HR) =

Hence, the proof of Theorem 3.1 now boils down to estimating Amax(Vu(r, X;)).
In Sect. 3.1 we express Vv(r, X,) as a covariance matrix which allows us to bound
Amax(Vu(r, X;)). In Sect. 3.2 we use those estimates to establish the existence and
uniqueness of a strong solution to (2.1). Consequently, we derive a differential equation
for DX,, which together with the estimates on Apax (Vv(r, X)), allow us to bound

IDX; |2£(H Rd)" We complete the proof of Theorem 3.1 in Sect. 3.3.
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Remark 3.3 As explained above, the key point behind the proof of Theorem 3.1 is to
upper bound Apax (Vo(r, X)) = )»max(V2 log P1—»(X;)). However, once a Hessian
estimate on V2 log P1—,(X,) is obtained, it can be used to prove functional inequalities
without the usage of the Brownian transport map:

(a) The first way to do so is to work with the semigroup of (X;), and mimic
the classical Bakry-Emery calculation (see [8]). The downside of this approach is
that it is well suited to functional inequalities such as the log-Sobolev inequality,
but not to isoperimetric-type inequalities. In contrast, transport approaches, such as
the Brownian transport map, can provde all of these functional inequalities in one
streamlined framework.

(b) The second way to apply the Hessian estimate is to use it within the context of
the heat flow transport map of Kim and Milman [37]. This approach avoids the issues
mentioned in part (a). On the other hand, the usage of this transport map is only suitable
if we want to prove pointwise estimates on the Lipschitz constant of the transport map.
In contrast, the Brownian transport map allows us to prove estimates on the Lipschitz
constant of the transport map in expectation, which is what is needed to make the
connection with the Kannan—Lovasz—Simonovits conjecture; cf. Theorem 1.4. (We
remark however that the heat flow map has its own advantages, as explained in [54,

p-31)
3.1 Covariance estimates

We begin by representing Vv as a covariance matrix. Define the measure p*’ on RY,
for fixed # € [0, 1] and x € R?, by

X,
dp™ (y) = %dy 3.1

where ¢*! is the density of the d-dimensional Gaussian distribution with mean x and
covariance t1d,.

Claim
Vo(t, x) = ;Cov(px'l_’) - led Vi elo,1] (3.2)
' (1—1)? 1—1 ' '

and
1
—ﬁldd < Vou(t,x) Vte]0,1]. (3.3)

Proof The estimate (3.3) follows immediately from (3.2). To prove (3.2) note that
since

Py f(x) = / FOI 1 (dy
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we have

1
VP f(x) = 1— f O = D f P (dy,

V2P f(x) =

1)2 / (=0 (g™ ’(y)dy——( / fe™™ '<y)dy> 1d,,

and hence,

Vou(r, x) = VZ1og Pi_ f(x) =

VAP f(x) (vpuf(x))@2
Pi_f(x) P f(x)

1
= —(1 —7 /(y —0)®2dp* 7 (y)

®2 1
- W ( (y — x)dp™'~ t(Y)) — 1—Idd

1 ®2 7. x,1—t 1 x,1—t o2 1
= (l—t)2/y dp™ " (y) - a-12 fydp O =l

i 1
= ———Cov(p"'™") — —1Idy.
T wr

We start by using the representation (3.2) to upper bound Vu.

Lemma 3.4 Define the measure dp = fdy, and let S := diam(supp(p)). Then,
(1) Foreveryt € [0, 1],

Vu(t, x) < s* ! Id
v =\ g T Ty ) e

(2) Let k € R and suppose that p is k-log-concave. Then, for any t € [Kfl <05 1],

1 —«

Ve =

(3) Fix a probability measure v on R supported on a ball of radius R and let p =
P ty 'pp
yaxv. Then,

Vou(t, x) < R*Id,.

Proof (1) By (3.2), it suffices to show that Cov(p*'~*) < §2Id; which is clear from
the definition of p*- 1~
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(2) If p is k-log-concave then, for any ¢ € [0, 1), px’l_’ is (/c + ﬁ)-log-concave
because

x,1—t

d
-V log< o )(y) = —V2log (f(1e"' (1))

e 1 (y) t
—V?] — ") >«lId —1Id
Og(w(“(y) Zhllat

where we used that dp(y) = f(»)e® (y)dy. If 1 € [K%lm), 1], then
(K + ﬁ) > 0 so by the Brascamp-Lieb inequality [3, Theorem 4.9.1], applied

to functions of the form RY > x > (x,v) forv e $9-1 we get

—1
t
Cov(p™!™") < <x + ﬁ) 1,

and the result follows by (3.2).
(3) We have

dpt' M) _ o)) )
dy @1 (y) P, (%) x)

= Ax,tfcoz’l(y)tﬁ’%(y)dwz)

for some constant Ay ; depending only on x and ¢. Hence,

d x,1—t ~
pd—(y) = / =0T () i (2)
y

where ¥ is a probability measure which is a multiple of v by a positive function.

In particular, v is supported on the same ball as v. Let G be a standard Gaussian
vector in R? and Z ~ ¥ be independent. Then

VI—tG+x+(1-0Z~p-!
50
Cov(p™!™") = (1 = )ldg + (1 — 1)>Cov(Z) < (1 — )[1 + (1 — 1) R*]Id,.
By (3.2),

14+ (1 —1)R? 1
Vo(t, x) < +(1 t) Idd—l tlddzRZIdd.
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Remark 3.5 In principle, we could use more refined Brascamp-Lieb inequalities [43,
Theorem 3.3], or use the results of [22] (which imply a stronger Poincaré inequality;
we omit the details of this implication), to improve Lemma 3.4(2) and the subsequent
results. However, the improvement will end up being not too significant at a cost of
much more tedious computations so we omit the details.

The majority of this section focuses on part (1) of Theorem 3.1 since once that part
is settled, part (2) will follow easily. The next two corollaries combine the bounds
of Lemma 3.4(1,2) to obtain a bound on Amax (Vv(2, x)), as well as its exponential,
which is needed to bound DX;. The first corollary handles the case x > 0 with
no assumptions on § while the second corollary handles the case ¥ < 0 under the
assumption S < oo.

Corollary 3.6 Define the measure dp = fdyg with S := diam(supp(p)) and suppose
that p is k-log-concave with k € [0, +00).

° IfKS2 > 1 then

1—«

Amax (Vv (2 <O i=——-—
max(Vv(t, x)) < 6, (1—K)l‘+l(’

t €[0,1]

and

L t((1 —K)t
/lesQrdrds:—(( O e 0,11,
0 K

o IfkS? < 1 then

2 2
1+82-1 fort e [O 1—«S ]

—1)2 S (1— 2
dmax (Vo(t, ) < 6, := 1 70 st
o fort € [(1—K)82+1’ 1]’

1—kS? 7
and, fort € [—(1%)52“, 1],

1= 8% +ies?H? {20759 — 1

' 2 6dr g 1
/6 : 3—2—52((

0
+ (1 =)+ k). S? +1+ (1 —)tS% —1).

1+52-1
(1—1)?

Proof By Lemma 3.4, the two upper bounds we can get on Ay (Vv (2, x)) are

and ﬁ Simple algebra shows that

r+82—-1 D
1=02 “k(Q—1t)+¢

if and only if (8% — k8> + 1)t < 1 — kS

7 In order to simplify the computations this bound is proven only for ¢ large enough, which is all we will
end up needing, rather than for all 7 € [0, 1).
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We consider two cases.
e «S? > 1: By considering ¥ S* = 1 we see that the bound (S? —k S*+1)t < 1—« §?

cannot hold so it is always advantageous to use the bound

_ 1—« _ 1—«
T k(=04 (1=t

Amax(VV(t, x)) < 6 :

Next we will compute fé ¢2 5 94" 4 and we first check that the integral fst 0,dr is
well-defined. The only issue is if (1 — )¢+« = 0 which happens when #o := —*5.
If k € (0, 1) then 7y < 0 so 6, is integrable on [0, 1], and if « > 1, then 7y > 1 so
again 6; is integrable on [0, 1]. The only issue is when x = 0 in which case 79 = 0.
However, in that case we cannot have £ S% > 1 as ¥ = 0. Compute,

! ((1—K)t+l()
=10g P ———
s (1 —-x)s+«

t
/ 0,dr = (1 — k) { ! log((1 — x)r +/<)}
s 1 —«

s0
' 2 ! o.dr 2 [ 1
e“lsrds = (1 — i)t + k) / ———ds
fo 0 (1 —K)s+x)?
(=)t +k)? 1 1]t — )t +x)
B 1—« 11—t +x k) K ’
e «S% < 1: The condition (§? — kS + 1)t < 1 —«k S?is equivalent to
1 —«S?
< ———
T (1-k)S2+1
since the denominator is nonnegative as x S < 1. Hence we define
41 fors e [O 1_—"‘92]
Amax (Vo(2, ) < 6y = 1 070 ot
—(1_1;)’;+K fort € [—1”‘52 ) 1
(1) S2+1
From now until the end of the proof we assume that t > (1:)% In order to
compute fst 0,dr we start by noting that m = j—r [ﬁ + log(1 — r)]. We also
note that, following the discussion inthe k S2 > 1 case, the denominator (1—x)t+x
does not vanish in the range where it is integrated. For s € [O, (1:)%] we have
' T (re s ' 11—«
f Opdr = /”’”S B (—2 )dr—i-/ S S—
s s 1-r 1—«s2_ (1 —Kk)r +«

(1—k)S2+1
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1 17KS22 1 LS
= {— +log(l — r)} O (82— { } (=041
lL—r s 1—rf|
t
+ (1 —/{){ log((1 —K)I‘+K)}
1 —« 1-kS2
(1—x)S2+1
1%922 ] 17,(52
1—x)S —K
= {log(1 — )} | +52{ } (s
s 1—r])
t
+ {log((1 — k)r +«)} ‘ e
(17K;(s2+1
Sz ) S2
=1 — | —log(1 — 1—«)S 1——
Og((l_K)Sz+1) og(l—s)+ (1 —x)S"+ T

1
(1—;<)32+1>

2
= {1 =) + 1+ log((1 — )8 + 59} = {log(l —5)+ IS_ s } .

+log((1 — k)t + k) — log <

Hence,

_2s2
1—s

Q23 0rdr gg — PA=0S42 (1 _ )82 44§22 L .
(1—15)?

2
Fors € [(11;)+SZ+1’ l] we have,

t ' 1— | —
/ H,dr:/ —KdVZIOg ( Kt + K
s s =)+« (1—k)s 4+«

and so

2llor g _ (=045
(1—k)s+«/)

It follows that

t t
/ ezfs 6,-drds
0
= 200521 _ ) s +KS2)2f(1—K>s e s
0 1 —s)?
2 ! 1
I —x)t - s,

(1—)S2+1
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and we note that both integrals are finite because (1 — «)s + « does not vanish in
the range of integration. The first integral reads

1—ics2 _2s8? N e
/(l—x)52+l e 1= ds={— 1 e_%} a-osti 1 ’6_2(1—,()52—2_6—192]
0 (1—ys)2 252 0 252
SO
]—»(S2 _%ﬁ
2 —k)S2 e lI-s
eZ(l—K)S +2((1 _K_)SZI +KS2)2/(1 )§<+1 zds
0 (I—ys)
1 2
— (1= )S% + kS 2{&“‘” ) _ 1}.
252(( ) )

The second integral reads

t

! 1 1 1
—ds:—
/17@2 ((1 —k)s + k)2 1—K{(1—K)S+K}

1-kS2
(1—k)S2+1 (1—k)S2+1
S : (1 =8> +1)
Tl |0 =K+« *
)
2 ! 1
1 —«)t —————d
(1 —=x)t+«) / L2 (0 s 1072 s
(1-x)S2+1
1—w)t+«
=L (@ - - 08 + 1)
= (1 =)t + 1)K S? +1 + (1 —1)tS* = 1).
Adding everything up gives the result. O
Corollary 3.7 Define the measure dp = fdy; and suppose that S :=

diam(supp(p)) < oo and that p is k-log-concave with k € (—o0, 0). We have

2 2
148521 fort € [0 1—«S ]

—7)2 ) — 2
Amax (Vv (2, x)) < 6; := (111)’( (11_1252 +1
e Jort e [(1—K)52+1’1 ’

1—kS?
and,fort S [m, 1],

t
AR s — (1 = )5 + e8P 20765
0 282

+ (1 =)t + k). S?+1+ (1 —)tS% —1).
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1+82—1
(1-1)?

fort € I:KKTI’ 1]. Hence, for ¢ € [0, -5), we must

Proof By Lemma 3.4, the two upper bounds we can get on Apax (Vv (2, x)) are

for any ¢ € [0, 1] and

2
use the bound ’(+1S_ t)}l . Next we note that 0 <

k(1—=1)+t>0fort > =),

1—«
Kk(1—t)+t
K 1—k 82

| < m < 1 and that (using

t+5%—1 1—« K 1 —«S?
< fort e , .
(1 —1)2 k(1—1t)+1¢ k—1 (1—-k)S2+1
We define
=81 fort e [O _1=kS? ]
Aman(V0(2, ) < 6 o= {0 s
- 1=« fort IS e 1
(T—x)t+k (1—-K)S2+1°
As in the proof of Corollary 3.6, we have
2(1—k)S%242 2 242 ’%ﬁ 1—« S2
— e ht —K
62f§’9rdr _ e K (1 —=Kk)S°t+«S°) =52’ s € [O, m]
(1= | se | 1=«
(1—k)s+« ’ (1—k)824+1° :
Since & < (1:)+522+1, the above term can be integrated as in the proof of
Corollary 3.6. O

3.2 The Malliavin derivative of the Follmer process

The bounds provided by (3.3) and Lemma 3.4 are only strong enough to establish
the existence of a unique strong solution to (2.1) only until # < 1 because att = 1
these bounds can blow up. For our purposes, however, it is crucial to have the solution
well-defined at + = 1 since we need X ~ p. We will proceed by first analyzing the
behavior of the solution before time 1, which will then allow us to extend the solution
and its Malliavin derivative to ¢ = 1; see Proposition 3.10.

Lemma 3.8 Letdp = fdy, with S := diam(supp(p)) and suppose that either S < 0o
or p is k-log-concave with k > 0. The Eq. (2.1) has a unique strong solution (X;) for
t € [0, 1) satisfying

t

D, X; = 1d, +/ Vu(s, Xg)DrXsds Yr <t and D, X; =0 Yr >t, y-ae.
r

In addition,

DX,

t t
|2£(H py < / 2L I (VOO X gy € [0.1) y-ae.
’ 0
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Proof Fix T € (0, 1) and note that by (3.3) and Lemma 3.4, v : [0, T] X RY — R4
is uniformly Lipschitz in x (with the Lipschitz constant depending on 7'). Writing
v(t,x) =v(,0) + fol Vu(t, rx)xdr we see, again by (3.3) and Lemma 3.4, that v is
of linear growth. It is standard that under these conditions the Eq. (2.1) has a unique
strong solution [59, Lemma 2.2.1]. The Malliavin differentiability of (X;);¢[0,1) and
the formula for its derivative follow from [59, Theorem 2.2.1 and p. 121], as we
now elaborate. According to [59, Theorem 2.2.1], if (X;) is a solution to a stochastic
differential equation

t

dX; = dB; —l—/ b(s, X;)ds,
0
with b globally Lipschitz and of linear growth, then
[ -
D, X, =/ b(s, Xs)DyXgds Vr <t and D, X; =0 Vr >t y-ae.,

where b = Vb (see [59, p. 121]). As mentioned above, b := v is indeed globally
Lipschitz and of linear growth, which implies the result.
Turning to the bound on DX, fix h € H and define ¢, : [0, 1) — G by

t

(1) == DX,[fz]:/ D, X,[h,)dr.
0

The equation for D X; and Fubini’s theorem (which can be applied since Vv is bounded
and by using Gronwall’s inequality on any norm of D, X,) imply that

t t t
ah(z)zf Idd[fz,]dr—l—/ / Vu(s, Xs) Dy X, [hy1dsdr
0 0 Jr

ropt
=h; + f / Vu(s, Xs)D, Xs[h,ldsdr (because D, X; =0fors < r)
0 JO

t t
=h,+/ Vo(s, Xs) (/ D,XM,]dr)ds
0 0

—h+ /Ot Vuls, X;) (/0 DrXs[h,]dr) ds (because D, X, = 0 fors < r)
=h; + /Ot Vu(s, Xy)ay,(s)ds.
Hence
oy, (1) = h: + Vou(r, Xpaj(t) Ytel0,1).
Set A; := Amax (Vv (2, X;)). It follows from the Cauchy-Schwarz inequality that
lo, (D1 = 2080, (1), jy (1)) = 2(hy, jy (1)) + 2 (1), VU, X )atj, (1))
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< 20|\l (D1 + 22l (1)
so defining y : [0, 1) — R by y(¢) := |o;, ()| we find

dy(t) < 20|/ y(0) + 2hy(0).

In order to analyze y(¢) we note that the solution of the Bernoulli ordinary differential
equation

3z(t) = 2hi |/ z(t) + 2x,2(t), z(0) =0

can be verified to be

t S . 2
z(t) = (efé%d*‘ / e~ Jo Ard’|hs|ds) )
0

By the Cauchy-Schwarz inequality,

! s t . ! t ¢ .
2(1) < 2 Jokeds / e 2o krdr g / i) ds = / 2 s *rdr g g f || ?ds
0 0 0

0

so since y(¢) < z(¢) for all r € [0, 1) we conclude that

t

2 2 2 [P ad

DXy = w0l < [ s,
heH:|hlg=1 0

Combining Lemma 3.8 and Corollaries 3.6, 3.7 we obtain:

Corollary 3.9 Let dp = fdy, with S := diam(supp(p)) and suppose that p is k-log-
concave for some k € R. Then, y-a.e.,

(a) Suppose k > 0.
o IfkS*>1:
t(1 — k)t +«)

DXl gty <~ 1€[0,1),

e s2
o IfkS* < 1:Fort e [(ll/c)+s2+l’ 1>,

DX, (1 — k)8t + 1 §2)? {e2<1—K52> _ 1}

L(HRY) = 7¢2
+((1 —x)t + /{)(KS2 +t4+ (- /c)tS2 —1).
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(b) Suppose k < 0 and that S < +o0. Fort € [(li;)% 1),

1 2
2 2 272 [ 21—k S?)
DXi[Z 41,20y = 5571 = )% +45%) {e « —1}
+((1 = 1)t + k), S* + 1+ (1 —k)18? — 1.

We will now extend the solution X and its Malliavin derivatives to t = 1.

Proposition 3.10 Letdp = fdy, with S := diam(supp(p)) and suppose that either p
is k-log-concave for some k > 0, or that p is k-log-concave for some k € R and that
S < +o0. The Eq. (2.1) has a unique strong solution (X;) for t € [0, 1] satisfying,
y-a.e.,

13
Vr <t, D X;=1d; +/ Vu(s, Xy)D,Xsds and D, X; =0Vr >t
r
and
! t
IDX1Z 41 ey < /0 25 max (VX Ddr g gy e [0, 1],

In addition:
(a) Suppose k > 0.
o IfkS?>1:

(1 — k)t +«)
DX ey < = €011

)
o IfkS* < 1:Fort e [(li,()+sz+l 1],

1 2
2 2 22 2(1—«8°)
DXl 4y gy < 565 (1 = )1 +1e8) {e s _ 1}
+((1 =)t + 1)k S? 41+ (1 — i)t S> — 1),

(b) Suppose k <0and S < +oo. Fort € [(11;)+322+1 1],

1 Q2
DX 41 sty < (- K)S%t + 15%)2 {e2<1 €$h) _ 1}
+((1 =)t + k), S? + 1+ (1 — k)8 — 1).
Proof We start by establishing the solution to (2.1) all the way to ¢ = 1. Let (X;)¢0,1)
be the process given by Lemma 3.8. For k € Z define t; := 1 — % and compute, for

[ >k,

E[|X, — X;,|*] < 2E[|B, — By %]
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/ [lv(s, X)1Pds < 2d(1 — 1) + 2(t1 — t)H(plya)

=< 7 (P|J/d)

where weused (2.2) andf —t < 1 — (1 — l) = 1 . Given € > 0 let N be such that
N d 4 NH(p|yd) < € (which is possible as H(p|yd) < 00) to conclude that E,, [| X;, —
X,k| ] < eforanyk,! > N.Hence, {X;, }is a Cauchy sequence in LZ(Q, Rd) which is
complete; we denote the limit by X . Repeating the above argument on the right-hand
side of (2.1) shows that (X;);¢[0,1] solves (2.1) for all ¢ € [0, 1].

To extend the derivative to r = 1 we start by showing that DX exists. Fix w € R?
and take 1 = w so that

t 2
IDX,[h]]*> = ‘/ D, X, wdr
0

Taking w = e, the jth element of the standard basis of R?, and using that Drj Xi=0
if r > t, we have

2

t .
DXl =Y (/0 sz;dr>

j=1

d o 2 d o
Z(/ szgdr> <Y IDIXIf,.
j=1 j=1

By Corollary 3.9, it follows that sup, | D/ thl < oo for any i, j € [d], y-ae.
Hence, by [59, Lemma 1.2.3], for any 7, j € [d], DJ Xi exists and D/ Xi converges
to D/ X’ in the weak topology of L2(€2, H). Hence, for a fixed 4 € H, we have that

|DX,k [h] — DXl[h]|2] — 0as k — oo. In particular, for a fixed i € H, DX, [h]
converges to DX, [h] in probability.

On the other hand, fix 4 € H and recall the definition of «; i 10,1) — R from the
proof of Lemma 3.8. The definition of «;; as an integral, and the fact that the integrand
is bounded (since supy | D/ X}, |2, < coand A, isin L%([0, 1], RY)), show that, y-a.c.,
{aj ()} isa Cauchy sequence so it converges to some limit denoted as 0‘2}(1)- Hence,
y-a.e, DX, [h] converges to «; (1) for any h € H. In particular, DX, [h] converges
to o, (1) in probability.

It follows that, y-a.e., o (1) = DXl[h] Since oth(t) = DX[[h] forallt € [0, 1)
we conclude that, y-a.e., for any h € H, DX, [h] converges to DX 1[h] By the
Banach-Steinhaus theorem, y-a.e., the limiting operator DX : H — R is linear and
continuous with |DX |z gy gay < liminf,41 [DX;| 2y gay- The proof is complete. O
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3.3 Proof of Theorem 3.1

We start by noting that Lemma 2.3 applies in our setting because the moment assump-
tion holds by either convexity or the boundedness of the support (including in the
Gaussian mixture case).

Part (1): Combining the results in Proposition 3.10 and plugging in t = 1 we get:

(a) IfS% > 1:

—_—

|,DX1|2£(Hde) S J/'a.e.

K

(b) IfkS% < 1:

1—k §?
e +1
IDX117 1 me) < (T) $* y-ae.

This completes the proof.
Part (2): By Lemma 3.4(3),

Vo(t, x) < R*1dy

so the previous arguments of this section apply to show that (2.1) has a unique strong
solution in the setting where p is a mixture of Gaussians. In addition, the bound
Vu(t, x) < R*1dy implies that

dmax (Vo (1, X)) < 6, := R* Vi € [0, 1].
Hence, repeating the computations earlier in this section yields

2
2R

1
2 2ft0pdr 5o _
DXy < [ 05 =g

4 Contraction properties of Brownian transport maps for log-concave
measures

In this section we suppose that p is an isotropic log-concave measure with compact
support. Our main result, Theorem 4.2, bounds the norms of the derivative of the
Brownian transport map (Theorem 1.4). The proof of Theorem 4.2 relies on the result
of [38] and the technique of [18], which is based on the stochastic localization of
Eldan; see also [25, 39, 49].
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Preliminaries

We start by explaining the connection between stochastic localization and the Follmer
process. Recall that the Follmer process is the solution (X;)se[o,1] to the stochastic
differential equation (2.1):

dXt :Vlogpl_tf(Xt)dt—i—dB,, X():O
and has the property that X; ~ p where p = fdy. We also recall the definition (3.1):

FMe*' (y)

dp™'(y) = P )

dy.

Let us denote by p; the (random) law of X1|X;, that is, fRd ndp; = Ey, [n(X1)|X/]
a.s. for all n : R? — R continuous and bounded. The next lemma establishes the
connection between the Follmer process and stochastic localization. The proof is
well-known and we provide it for completeness.

Lemma 4.1 Fort € [0, 1) the random law p; has a density with respect to the Lebesgue
measure, denoted by p;(y), which satisfies p;(y)dy = dpXt1='(y). Further, given
y€E R4 the random process (p:(¥)):e[o,1) satisfies the stochastic differential equation
y — ) zdp:i(2)

dp:(y) = pr(y) <% dBf>. (4.1)

In stochastic localization (in its simplified setting), equation (4.1), up to time-change

1

(t = 1= — 1), serves as the definition of the process. We refer [26, 50], and [40,

section 4] for more information.

Proof of Lemma 4.1 Let (X;);[0,1] be the Follmer process and let p be its associated
measure on the Wiener space €2: Z—‘;(w) = f(wp)forw € Q. Then,foranyn : R >R
continuous and bounded, we have

E, [;’—‘;(wo xz}
_ Ey[f@nn@nIXd _ Pio(fm)(X)
E, [f(0D|X/] P f(X0)

=X
€xp (‘ 5= )

Q1 —1)ydrr®

E, [j—ﬁ(won(wl)

Ey[n(XDIX/] = Euln(w)|X:] =

1
m /Rd n»MfQ»)

fR NP T )y
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X, 1—t

It follows that p; = p with density

ly—X:|?
ror o (-575)
P f (X)) @a(l— D)

pe(y) =

which is well-defined for all ¢ € [0, 1). Fix y € R4 and let

2
exp (- 575)
P M P = G T

a(t,x) =

so that p;(y) = a(t, X;)B(¢t, X;). By the heat equation,

WP f(x) 1TAP f(x)

8 . = — —_ = ’
ca(t, x) P f(x)2 2 P, f(x)?
—x?
. Cep (D) [ 1 P
B X = T T 2 1211 20 =02 |
v VP S() exp (~575) -«
= VPO T a1
2
Aalt, x) _Aplftf(xz) IVPHf(xgl ’
Pi_, f(x) P f(x)
—x2
MU = — i) {|y_X|2 75
T =y 2 =02 1=t
and hence,

1AP_ 1 x12
at[ot(t,x)ﬂ(t,x)]zpt(y){ 11/ () _ly = x| }

d
2 Pif(x) 21—t 2(1—1)2
VP f(x) n y—x}
Pi_ f(x) 1—t)’
1 . 1 AP_: f(x) |VP1,,f(x)|2
EA[a(t,X)ﬁ(t,X)] = p:(y) {—5 P f ) P f ()2

_<VP1zf(x) y—x>+ ly — x| d }

Via(t, x)B(t, x)] = p(y) {—

P f(x) 1—t] 20=02 2(1—-1)

It follows from It6’s formula that

VP (X)) VP _ f(X - X
d[Ol(l‘,Xt)ﬂ(tht)]=pt(y){| S _< 0,2 t>}dt

Pi_i f(X;)? P f(X) 11—t
VP f(X)) y = Xt,dX,>
P f(Xy) 1—1t

+ pe(y) <_
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VP f(X;) y—X;
P f(Xy) I—1

=Pt(y)<_ 7dBl>'

By integration by parts,

VP @) _ / z

— X _ V Pl_[f(X[) 1‘([ - fzdpt(Z)
d ]x,l t
1 lftf(x) (Z)

I—1 P f(Xy) B 1—1¢

)

SO

y = dep[(Z),dB,>.

dpi(y) =17r(y)< s

Moments of the derivative of the Brownian transport map

Our next goal is to bound the moments of DX,. To this end, we will use the current
best bounds in the Kannan—-Lovasz—Simonovits conjecture. Let k£ > 0 be such that

Cuis < ad®

where a > 0 is some dimension-free constant. If the Kannan-Lovasz—Simonovits
conjecture is true, we can take k = @ to get Cyxjs < ae, which is a dimension-

loglogd
logd °

free constant. The result of [38] is that we can take k =
Cus < alogd.

which then yields

Theorem 4.2 (Isotropic log-concave measures) Let p be an isotropic log-concave
measure with compact support. Then (2.1) has a unique strong solution on [0, 1].
Further, there exists a universal { such that, for any positive integer m,

By [IDX, 20y )| = €7@+ Diogad)!>" vi € [0, 11,

Remark 4.3 The assumption in Theorem 4.2 that p has a compact support is not impor-
tant for the application to the Kannan—Lovasz—Simonovits conjecture; see [18, section
2.6]. In particular, the bounds in the theorem are independent of the size of the support
of p.

Proof By Proposition 3.10, there exists a unique strong solution (X;) to (2.1) for all
t € [0, 1] with X1 ~ p and, for any m > O,

t m
E, [IDXIIZ"(’H,R‘,)] <E, [(/0 ezfs'*maxW”(“Xr))drds) } Vi e [0,1]. (4.2)

@ Springer



D. Mikulincer, Y. Shenfeld

Hence, our goal is to upper bound the right-hand side of the inequality above. Given
o > 2 define the stopping time

T :=rgAinf{r € [0, 1] : Anax (Vo (r, X)) > o}
for some ry € [0, 5] to be chosen later. By Lemma 3.4(2) (with x = 0), we have

Amax (Vou(r, X)) < %forallr € [0, 1] while, on the other hand, A (Vu(r, X;)) <«
for r € [0, t] by the definition of r. Hence,

t T ‘
/ Amax (Vu(r, X,))dr = / Amax(Vv(r, X;))dr +/ Amax(Vou(r, X,))dr < arg
3 ) .
s s N
+/ —dr = arg+logt —logt
T r
so it follows that
t t2
erx Amax (Vo(r,X;))dr < e2otr0_2.
T

We conclude that

t m
Ey |:</ erX’ )VmaX(Vv(r,X,))drds> ] < eZmarothEy |: 21m:| ,
0 T

and hence, by (4.2),

1
E, [|DX,| < e, [T] 2, (4.3)

2m
L(H,Rd) 2m

In light of (4.3), we need to choose «, rp appropriately and show that [, [ﬁ] can

be sufficiently bounded. The control of the moments of % will rely on showing that
this random variable has a sub-exponential tail.

Lemma 4.4 Suppose there exist nonnegative constants (possibly dimension dependent)
by, co such that

1 —byr 1
P,|=>r|<cee ™ Vre|—,00]|.
T ro

1 1 1 \ b
E, — 5@ 1+ @—i—l mlcome 0 |.

Then,
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Proof We will apply the identity E[Y™] = m fooo y"~1P[Y > y]dy, for a nonnegative
random variable Y, with Y = % By the definition of 7, IP,, [% > s] = 1fors € [O, %]
so, for any positive integer m,

1
1 ) 1
IEV|:—:|=m/O mldr—i—m/ e, |: >ri|dr
T 0 T

o

1 o0
< — +cqm rmlember gy
1

rO .
—1 .

1 cqm /00 1 1 cgm(im—1) _ba " (by)’
=—+ " dr = — + ————e "0 —
o by ba o by ]ZZ(:) ryj!

where we used the incomplete Gamma function identity |, XOO rmle=rdr = (m —

— J
le™* Zm I ; When m is a positive integer. Using

1 j m
— <1, bl <b)}+1, and < (asrg € [0, 1]

1
J! o

~
O\.l -

J b 41
we have 377, ! (g )‘ <m ”r,',f and hence
roj. 0

1 1 1 | ~ba
E, n 5@ 1+ @+1 mlcgme 0 |.

In light of Lemma 4.4, our goal is to prove that % has a sub-exponential tail,
which requires a better understanding of the stopping time 7. To simplify notation let
K; := Cov(pX+-1=1) and recall the representation (3.2),

m}

1 1
v X;) = K, — 1d,.
v(t, Xy) e N d
Hence,
Amax (Kr) 1
Amax (Vv (2, X;)) = 1— l‘)2 - 11—
and

A K 1
r:ro/\inf{re[o,l]: max (K7) >Ot}.

1—r2 1-r"

The quantity Amax (K;) is difficult to control so we use the moment method and instead
1

control I, := Tr[K/], while noting that Ayax (K,) < I’/ for any ¢ > 0. The process
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(I't)tefo,1 satisfies a stochastic differential equation
dF, = u,dBt + (Stdt

for some vector-valued process (#;);¢[0,1] and a real-valued process (8;);¢[0,1]- These
processes can be derived using It6’s formula and the stochastic differential equation
satisfied by (K)s¢[0,17 (Which itself can be derived using It6’s formula). Next, we use
the argument in [18] to control the processes (u;) and (5;).

Lemma 4.5 Suppose Cys < ad® fork > 0 and let q := f%l + 1. Then, there exists a
universal constant ¢ > 0 such that, for any r € [O, %] we have, a.s.,

145
luy] < cqTy ™,

_1 141
8, < ca*q*(logd)d™ T, ¢,

Proof The statement of the lemma is essentially [18, Lemma 6], up to time-change.
To make the connection with [18] we recall that, by Lemma 4.1,

dp,(x) = py(x) <x — dBr>,

1—r

where a, = fzdpr (z), and that I', = Tr [(Cov(pr))q]. On the other hand, the
arguments of [18] use the measure-valued process [18, Equation (13)]:

dpr(x) = pr(x)(x —ar,dB,), po=p “4.4)

with a, := fRd zd pr(z). The connection between (p,) and (p,) is via a time change:
set s(r) := 11Tr — 1 and note that

dps(r)(X) = V5 @) s () = sy dBy) = T (x = (. dBy).

Since the Eq. (4.4) has a unique strong solution [18, Lemma 3], it follows that p, =
Ds(r) a.s. if the same driving Brownian motion is used. In particular, with I, :=
Tr [(Cov(ﬁr))q], we have I', = I:S(r). By [18, Lemma 6],

for some vector-valued process (ii,),¢[o,1] and a real-valued process (Sr),e[(), 17 which
satisfy

145
la,| < 16gT, %,
1

~ _1 14+
3, < 64a’q*(logd)d™ aT, °.
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Hence, as
dT, = dTy) = /s (N)iig(ryd By + 5" (r)8s(ndr,

we get u, = +/s'(r)ils) and §, = s’(r)gs(r) a.s. The proof is complete by noting that
s’(r) and /s’ (r) are uniformly bounded on [O, %] O

Extending the analysis of [18], we can use Lemma 4.5 to show that % has a sub-
exponential tail.

Lemma 4.6 Suppose Cys < ad* for k > 0 and let ¢ := (%] + 1. There exists a

1
universal constant ¢ such that, with o« = 2d 4, we have

1 —bgr 1
P,[==>r|<cee™™ Vre|—,00],
T 1o

with

2 2k—1
2a“q(logd)d™ 4 1
Cq = €Xp and by = T
¢ 2c2d4

Proof For s < ry we have,

Pyt <s]=Py | sup Amax(Vo(r,X;)) >a| <P, | sup Amax(K;) > 2a
rel0,s] rel0,s]

where the last inequality uses that rg < % and that « > 2. Recalling that A, (K,) <
1

r ,E we get,

Pyt <s]<P,| sup I' > Qu)? [ =P, | sup O, > a)?
rel0,s] rel0,s]

where (0,) is the stopped process given by

O = 1,<9T + L29Qe)? with 6 :=inf{r : I, > 2a)?}.

_1 . . . .
Let n(x) = —x 2 and note that 5 is monotonically increasing on (0, c0) so

1
Pyt <s1 <Py | sup n(®;) > n(QRa)?) | =Py | sup n(0;) > ——=.
7 ’ |:re[0,s] Y rel0,s] A/ 20
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Moreover, since n(®,) = _«/;271 for r > 6, we have
Pylr <s] <P ©) > 45)
T <s]< sup n >——. .
4 Y re[0,min(8,s)] ' V2

Applying 1t6’s formula to 1 (®,), and using Lemma 4.5 as wellas I', = ®, forr < 0,
we get, forr <6,

1 11 1 1 1
dn(®;) = ——dlI'y — - — <— + 1) dil'ly = ————dT;
145, 22 \2 2 145
24T, ¥ 7\~ rX 24T, ¥
1 1
= —llxlrdBr + —18rdr
2qT, 2qT,

1 1 _1 4
——u,dB, + —cazq(logd)dzk a0 dr
1454 2
2qT, “

1 1 1 L
= ——u,dB, + —cazq(logd)de 10 dr.
5 2
2¢O,
%urd B, and note that, since p is isotropic, we
200, X

1
have n(®g) = n(I'g) = n(d) = —d ™ 2. Hence,

Define the martingale My := [

L ST, n-L 2 L
77(®s) = —d % + Ms + Eca Q(logd)d q(")r dr =< —d % + Mx
0

1 _1
+§sca2q(log dyd* =12,

where the last inequality holds by the definition of (®,). Plugging this estimate into
(4.5) yields

1 _L ﬁ 2k—1
Pt <s]<P sup M, > ———+d 2 — —scazq(logd)d 7o | .
4 4 |:re[0,min(0,s)] ' V2a 2

By the Dubins-Schwarz theorem we have My = Z[y), with (Z;) a standard Brownian
motion in R, and by Lemma 4.5,

K 1 ) C2
[M;] :/ —2+l luy|“dr < ZS.
0 4q2®r 2q
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Hence,

1 _L \/5 2k—1
P sup M, > ———+d % — ~sca’q(logd)d™ 1/«
’ |:re[0,min(9,s)] ' V20 2

1 _ 1 «/E 2k—1
=P sup Zimy, > ———+d % — “Zsca’qogd)d™ 1 /o
" | reto.min@.01 o V2a 2

1 _1 2 _1
<P, sup  Zp > ———+d % — £sa2q(10g d)d* "1 Ja

T V2« 2

| rel0, < min(8,9)]

1 _1 2 _1
<P, | sup Z >——=+d % — %scazq(logd)dzk N

| rel0, 5] V2o

Applying Doob’s maximal inequality for Brownian motion we get

1 _1 2 _1
P, | sup Z >———=+d % — %scazq(logd)d% “Ja

rel0, % s V2o
1 1 2
[—f +d u — %iscazq(logd)d%fgﬁ]
<exp| -2 “ 5
s

1
Now let a := 2d ¢ so that

2 2
1 _1 2 _1 1 _1
———+d % —£sa2 (logd)d™ a1 a| = — sca’q(log d)yd* 2
q(log 1 q(log
V2 2 2d%

1 _1 _1
— — sca?q(logd)d™ 7 + s2c2a*q*(log d)2d™ a.

1

4d4

Omitting the (positive) last term above we get

1 _1 2 _1

P,| sup Z >——=+d % — £sca2q(logd)d2k 7/
rel0,% 51 V2o 2

vt

1
1 2a%q(log d)d2k_3
<exp|-— - | exp )
2c2sd4 ¢

O

@ Springer



D. Mikulincer, Y. Shenfeld

We now complete the proof of the theorem. By Lemma 4.4 and Lemma 4.6,

1
1 1 1 2a2q(logd)d™ 4 1
Ey|—|=< |1+ |5 +1)mmexp 2atqllogd)yd” ¥ exp | — .
o r(’)” be ¢ 262d$r0

We will choose ry € [O, %] such that the two exponentials cancel each other. Setting

1t
0= 4gcat(ogd)d?*

1 dgca®(og d)d®\" 1
5| ) = () [ (g )]
o

we get

By [38, Theorem 1.2], we may take k = loigolgo‘%d, and hence, g = f%T +1 =
! lolgoﬁ)é - for some ¢’. By increasing ¢/, we may assume that 2k = ﬁ. Hence,

using @ +1< bl,,, — om+1e2mgq and [1 + (% + 1>m!m] <2 (% + 1>m!m <

a

m
2m2e2Mm\md ¢ , we get

2 2k N\ m
g | L] < (2aca”ogd)d™N" s om0
4 Tm | = t

IA

1 2 41
ﬁ(32)mc3ma2mm!m[q(log dyda-1tapn

IA

1 m 3m _2m 4w
t7(32) c"am'm[(logd)gdT]".

We have
logd \™
g" =" [ —25 ) < ()" (ogd)",
loglogd
4m
di-T =d*"* = (logd)™",
SO

’

1 log d)®™
E, |:—i| < m!m[l6c3a2]mM
T m

for some constant a > 0. By (4.3),

E, [|DXI|2£”(’H,R(1)] < 20 2 12m[32¢3a2 1P (log d) 2"

1

2dat

= exp <2m — ) 2m)12m[32¢3a®1*" (log d) '™
4qca®(logd)d T
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< exp (m ) (2m)12m[32c3a*1*" (log d) 1™

cqa’(logd)
< "™ 2m)12m[32c¢3a*1P" (log d) 2™,

2
=T

l p— 1"
where we used thatd ¢ ¢ < e¢ ™ for some constant

1
< 1, and thatexp (mm) =

¢, as d — oo. Taking
= [32c3azec”]2,

and using 2m(2m)! < (2m + 1)!, completes the proof. O

5 Functional inequalities

The contraction properties provided by Theorem 3.1 and Theorem 4.2 allow us to
prove functional inequalities for measures in Euclidean spaces. The main goal of
this section is to demonstrate the power of the contraction machinery developed in
this paper, rather than be exhaustive, so we focus only on a number of functional
inequalities. As a consequence of the almost-sure contraction of Theorem 3.1, we will
prove W-Sobolev inequalities (Theorem 5.3), g-Poincaré inequalities (Theorem 5.4),
and isoperimetric inequalities (Theorem 5.5). As a consequence of the contraction in
expectation of Theorem 4.2, we will construct Stein kernels and prove central limit
theorems (Theorem 1.6 and Corollary 1.7).

We start with almost-sure contractions; the next lemma describes the behavior of
derivatives under such contractions.

Lemma5.1 Let Y : Q — R be an almost-sure contraction with constant C and let
1 : R — R be a continuously differentiable Lipschitz function. Then,

D(noY)=(DY)*Vn(Y) y-ae.
where (DY)* : RY — H is the adjoint of DY. Further,
Do)y = CIVn(T)| y-ae.
Proof To compute D(n oY) we note that, by duality, it can be viewed as the operator

DoY) : H— Ractingonh € HbyD(noY)[h] = (D(no7),h)y.By the chain
rule [59, Proposition 1.2.3],

(DoY), h)u = /Ol(Vn(T))*D,Th,dt =(Vn(Y), DY[h])
= ((DN)*Vn(Y), h)y
s0 D(5 oY) = (DY)*Vn(Y). Next, using
DoY) = (DY)*Vy(Y) y-ae.,
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the bound [(DY)*|zgd, gy = DY |z rey < C (Lemma 2.3) implies
ID(mo)|u < CIVn(Y)| y-ae.

]

With Lemma 5.1 in hand we can now start the proofs of the functional inequalities
which follow from Theorem 3.1. We begin with the W-Sobolev inequalities [14].

Definition 5.2 Let 7 be a closed interval (possibly unbounded) and let W : 7 — R be
a twice-differentiable function. We say that W is a divergence if each of the functions
wow — % is convex. Given a probability measure v on R4 and a function n: RY —
Z,such that [ ndv € Z, we define

Ent! (1) :=/ W(n)dv — W (f ndv).
R4 R4

Some classical examples of divergences are W : R — R with W (x) = x2 (Poincaré
inequality) and W : R>9 — R with W (x) = x logx (log-Sobolev inequality).

Theorem 5.3 (W-Sobolev inequalities) Let ¥ : T — R be a divergence.

(1) Let p be a k-log-concave measure with S := diam(supp(p)) and letn : R" — T
be any continuously differentiable Lipschitz function such that [ n*dp e T.

o IfS? > 1 then
1
pubon < 5 [ W anivaPap.
K JRd

o IfkS? < 1then

Q2
lKS+

W e
Ent, (n) < )

s fR W )IVaPdp.

(2) Fix a probability measure v on R¢ supported on a ball of radius R and let p :=
a,x a,x . . d ... X
vy %V wherey,; "~ is a the Gaussian measure on R® with mean a and covariance
3. Set Amin := Amin(X) and Amax = Amax(X). Then, for any n : R* — 7, a
continuously differentiable Lipschitz function such that [ n?dp € T, we have

AminA 2L2
W - /vmin/max Tmin — " 2
Enty () < =75 (e 1) /R V) VnPdp.

Proof (1) We will use the fact [14, Theorem 4.2] that W-Sobolev inequalities hold for
the Wiener measure y:

1
Ent/ (F) < JE, [w”(F)|DF|%,]
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forany F : Q — 7 whichis L2-integrable withrespect to y. Let (X;)¢[0,1] be the
Follmer process associated to p, so that X| ~ p, and suppose that X : Q@ — R?
is an almost-sure contraction with constant C. Given 7 let F(w) := (n o X1)(w).
Then, by Lemma 5.1 and [59, Proposition 1.2.4],

1 c?
Ent, () = Ent}/(F) < S E, [\IJ”(F)|DF|§,] < SE, [qﬂ’(n o X1)|Vn(X1)|2]
CZ
== / v’ ()| Vnl*dp.
R4

The proof is complete by Theorem 3.1.
(2) Let Y ~ v, let ¥ be the law £~1/2Y, and define P = Ya*V. Set Amin = Amin(2)
and Amax := Amax(2). The argument of part (1) gives,

" ez;\,;}nRz _ )
Ent - < — w” Vnl“dp.
p D= — = /Rd (mIVnl“dp

min

Let p = yg’z*v and let X ~ p so that '/2X + a ~ p. Given n let §j :=
n(El/zx + a) so that

v N eZA';il“Rz - 2
Ent =Ent: () < ————— (M| Val“dp.
» () p D= — = Ad M1Vl dp

min

Since Vij(x) = V2Vn(Z'/2x +a) we have |V (x)|? < Amax|V1(Z2x +a)|?

SO
AminAmax ZR—Z / 2
EntY () < 2 (o T — ] v’ (n)|Vn|*dp.
p (D == ¢ i (mIVnl~dp
O
Theorem 5.4 (g-Poincaré inequalities) Let g € [1, 00) and set c; := lqe“,g)% +

lyer2,000¢/q — 1. Letn : R" — R be any continuously differentiable Lipschitz function
such that [ ndp =0 and n € L7 (yy).

(1) Let p be a k-log-concave measure with S := diam(supp(p)).
° 1fl<52 > 1 then

1
E,[n?] < mcng[Wnlq].

o IfkS? < 1then

1—k §2 q/2
e +1
Epn?] < (T) SIcIE,[1Vn|?].
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(2) Fix a probability measure v on R¢ supported on a ball of radius R and let p :=
a, a,x . . d . - .
v, *vwherey,; "~ is a the Gaussian measure on R with mean a and covariance
3. Then, with Amin := Anin(Z) and Amax := Amax(X), we have

1 (eminAmax)?/? R2
Epln!] < ¢ qzq/z%(e min — 1)?2E,[|Vn|].

Proof (1) We will use the fact [1, Theorem 2.6] (see [58, Proposition 3.1(3)] for an
earlier result) that the g-Poincaré inequality holds for the Wiener measure y: For
g €[1,00) and F € D9 with E, [F] = 0, we have

E,[F7] < ¢fE,[IDF|%].

Let (X¢)ie[0,1] be the Follmer process associated to p, so that X; ~ p, and
suppose that X; : Q@ — R? is an almost-sure contraction with constant C. Given
n let F(®) := (n o X1)(w). Then, by Lemma 5.1 and [59, Proposition 1.2.4],

Epln?] = Ey[F] < cgEy [IDFI] < CIegE, [IVn(X1)|7] = CIcgE,[IVn]?].

The proof is complete by Theorem 3.1.
(2) Let Y ~ v, let ¥ be the law £ ~1/2Y, and define p := y;D. Set Amin ‘= Amin(Z)
and Amax := Amax(2). The argument of part (1) gives,

2,\" R? _

min

221 R2

min

q/2
Esn?] < < ) cIE;[IVnI9].

Let p = yg’z*v and let X ~ p so that '/2X + a ~ p. Given n let §j :=
n(El/zx + a) so that

25— q/2
E,[n?] = E5[77] < (—_1) AR[Vil?]
2);mmR2

Since Vij(x) = £1/2Vy(Z2x +-a) we have [Vi(x)|? < 242 1V(Z12x +a)|4
SO

q/2
Ep [T]q] S CZ l ()"II]IH de)

2
2R a2 q
2(1/2 Rq (e 1) ]Ep”Vn' ]

m}

Theorem 5.5 (Isoperimetric inequalities) Let @ be the cumulative distribution function
of y1 and let By C R? be the unit ball.
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(1) Let p be a k-log-concave measure with S := diam(supp(p)) and let

L ifkS*>1

C:= 1-cs? 12
(f 2*) S ifkS? < 1.

Then, for any Borel set A C R¢ and r > 0,

-1 r
PlA+rByl = @ (©7 (plAD + ).

(2) Fix a probability measure v on R¢ supported on a ball of radius R and let p :=
a, a,x . . d . - .
vy ~xvwherey, ~ is a the Gaussian measure on R? with mean a and covariance
%, Set Amin = Amin(X), Amax := Amax(X), and

(ehmm — )2
€ min —
C:= (kminkmax)l/zT~

Then,

-1 r
PlA+rBl = @ (®7 (plAD + ).

Proof (1) Let By be the unit ball in H ! We will use the fact [45, Theorem 4.3] that
the Wiener measure y satisfies the isoperimetric inequality:

yIK +rByl = @@ (y(K)) +7)
for any Borel measurable set K C €2 and r > 0; see the discussion following [45,
Theorem 4.3] for measurability issues.
Let (X)seqo0,17 be the Follmer process associated to p so that X; ~ p. Suppose
that X| : Q — R is an almost-sure contraction with constant C , S0 in particular,

[ X1(w+h) — X1(w)| <Clhlyn Yh e H', y-a.e.
Let M C R4 be a Borel measurable set. We will show that
r

X7 + B C XN (M +rBy). (5.1

Then, by the isoperimetric inequality for y and (5.1),
_ _ r
PIM +rBa) = yIX; (M +rB)l = v [X7' ) + By |

= o (o7 (vix; o)) + %)
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= (o7 (M) + 7).

The proof is then complete by Theorem 3.1.
In order to prove (5.1) it suffices to show that

.
X, (X;l(M) n EBHI) C M +rBy,

or, in other words, that o € X;'(M) + £By1 = Xi(®) € M + rBy. Fix
w € Xl_l(M) + & Byt sothat o = 6 + #h for some 6 € Xl_l(M) and h € H'
with |h| g1 = 1. Then X (w — %h) € M and, as X is an almost-sure contraction
with a constant C, | X1 (& — &h) — X1(w)| < r 50 X{(w) € M +rBg as desired.

(2) Let Y ~ v, let ¥ be the law £ ~1/2Y, and define p := y;D. Set Amin ‘= Amin(Z)
and Amax := Amax (X). The argument of part (1) gives, for any Borel set M C R4
and r > 0,

~ 1, ~ r
PLM +rBa) = @ (07 (HIMD + )

a1 g2

1/2
with € = ( <omn® —1 / Let p = y“Zxvandlet X ~ psothat 12X +a ~
= T R . P=Vy p so tha a

‘min

p- Then, for any Borel set M C R4 and r >0,
pIM + Byl = pIZ~"*(M —a) + £7'?rBg] = PIZ™V*(M — a) + Apalr Ba).

Hence,
—-1/2

pIM +rBy] > ® (cb—l (p[z72 - a]) + ”%) .

The proof is complete by noting that p [E_I/Z(M - a)] = p[M].

Stein kernels

We now turn to the applications of the contraction in expectation, as in Theo-
rem 4.2. Specifically, we shall prove Theorem 1.6, from which Corollary 1.7 follows,
as explained in the introduction. We first establish the connection between the
Brownian transport map and Stein kernels. Given Malliavin differentiable functions
F,G : Q — R we denote

1
(DF,DG)y ;=/ D,F(D,G)*dt.
0
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Note that, as outlined in Sect. 2, for every fixed ¢ € [0, 1], D, F is a k x d matrix, and
so (DF, DG)p takes values in the space of k x k matrices. The construction of the
Stein kernel relies on the Ornstein-Uhlenbeck operator £, as defined, as in [57, section
2.8.2]. To define the operator, let § stand for the adjoint of the Malliavin derivative D,
also called the Skorokhod integral. For our purposes we shall only use § on matrix-
valued paths DF and DG, where F and G are as above. In this case, § acts on the
rows of DG, and 8 DG takes values in R¥. Formally, the adjoint property of § is given
by

E[(DF,DG)y| = -E[(F,8DG)],

where the inner product on the right hand side is the Euclidean one in R¥.

We can now define the Ornstein-Uhlenbeck operator as £ := —§D. By construc-
tion, if G : @ — RX, then £G : @ — R¥ as well. A useful property of £ is that it
is invertible on the subspace of functions G, satisfying E, [G] = 0, and we denote
the pseudo-inverse by L1 see [57, section 2.8.2] for more details, and in particular
[57, Proposition 2.8.11]. Now, given a Malliavin differentiable function F : Q — RK
such that, E, [F] = 0, we define the k x k matrix-valued map

t(x) ==E, [(—DE_IF, DF)y|F = x] .

Above, the expression E,, [-|FF = x] is the expectation of the regular conditional prob-
ability on the fibers of the map F~!(x), which is well-defined for almost every x € RX,
with respect to the law of F, [35].

Lemma5.6 Let F : Q@ — RX be Malliavin differentiable and satisfy E, [F] = 0.
Then, the map t is a Stein kernel for F,y.

Proof The proof follows the argument in [53, Lemma 1]. Let  : R — RX be a
continuously differentiable and Lipschitz function and let Y ~ F,y. We need to show
that

E[{(Vn(¥), t(Y))us] = E[(n(Y), Y)]

where (-, -)gs is the Hilbert-Schmidt inner product. We recall that £ = —& D where §
is the adjoint to the Malliavin derivative D. Compute,

EL(VA(Y), T()us] = E(Vn(Y), E, [ (=DL™'F, DF)ulF = ¥ |us]
=E,[(Vn(F), (=DL™'F, DF))ns]
=E,[Tr[(~DL™'F, D(no F),)ull (chain rule)
=E,[(no F,—8DL™'F)] (Sis adjoint toD)
=E,[(noF,LL™'F)] (L=-8D)
=E,[(noF,F)] (whenE,[F]=0)

@ Springer



D. Mikulincer, Y. Shenfeld

=E[(n(Y), Y)].
O

Theorem 1.6 (Stein kernels) Let p be an isotropic log-concave measure on R? with
compact support. Let x : RY — R be a continuously differentiable function with
bounded partial derivatives such that E,[x] = 0 and E,[|V x |(8)p] < 0. Then, the

pushforward measure q = x p on R* admits a Stein kernel T4 satisfying

Eqlltgl7zs] < ad(logd)™ JE,[|VxI3,].

for some universal constant a > 0.

Remark 5.7 As will become evident from the proof of Theorem 1.6, the result holds
provided that y o X; is a Malliavin differentiable random vector where (X;) is the
Follmer process associated to p. By [59, Proposition 1.2.3], this condition holds if x
is a continuously differentiable function with bounded partial derivatives.

Proof Let F = x o X1 and let t be the Stein kernel constructed above so that 7, := 7
is a Stein kernel of g. Let (P;) be the Ornstein-Uhlenbeck semigroup on the Wiener
space® and recall that it is a contraction [57, Proposition 2.8.6]. By [57, Proposition

2.9.3],
00 2
E,lltylhs] = B, [(DF, DL ' Fypl}s] = E, Uf e *(DF,Py(DF))nds }
0 HS

< sup B, [I(DF. PuDF)ulks).

s€[0,00)

USing (Ps(DF)); = Py(D F), we get

1
sup ]Ey |:|(DF» PS(DF))H|12{5] = Ssup ]E)/ |:‘/(; (D, F)*(Ps(DyF))dr

s€[0,00) 5€[0,00)

2
Hs:|

1
< sup E, [/o |(DrF)*(,Ps(DrF))|12-ISdri|

s€[0,00)

1
< min{k,d} sup E, [/0 |D,F|§p|7>S(D,F)|§pdr]

s€[0,00)
1
<dE, [/ |DrF|§p|DrF|§pdr} <d sup E,[|DFg)]
0 ref0,1]

=d sup E,[|Vx(X1)(DrX1)lp]
rel0,1]

8 We will write Ps (DF) for the operator acting coordinate-wise on the matrix-valued function D F, and
similarly, we write Pg (D, F) for the operator acting coordinate-wise on the random matrix D, F.
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< d,/E,[IVx(XDB,] sup \JE,[ID,X118,).
0,1]

refl

It remains to show that sup,c9 17,/Ey [|Dr X1 |§p] < a(log d)* for some universal

constant @ > 0. The latter will follow from Theorem 4.2 as soon as we show that,
y-a.e.,

Dy X1lop < |IDX1|[;(H,RJ) Vr € [0, 1].

Indeed, fix @ € © and r € [0, 1]. Choose a unit vector w € R? such that
|Dy X1lop = |Dy Xw|. Let (h€")e=o C L2([0, 1]) be an approximation to the identity:
fol |h$" |2ds = 1and forevery continuous € L2([0, 1]),lim¢_ fol (S = n(r).
Define h$"" := hS"w for s € [0, 1] and note that |A€"¥ |y = 1 so |DX[h¢"¥]| <
DX |L‘,(H’Rd). By the definition of DX, and since s — DX is continuous (since
it satisfies a differential equation) y-a.e., we have

E%Dnm“ﬁ=DJmL

It follows that | D, Xjw| = lim¢_,q |DX1[I%”’“’]| < |DX1|£(H,Rd)~ This completes
the proof. O

6 Cameron-Martin contractions

The notion of contraction we considered up until now was the appropriate one when the
target measures were measures on R4, If, however, we are interested in transportation
between measures on the Wiener space itself, then we need a stronger notion of
contraction.

Definition 6.1 A measurable map T : Q — € is a Cameron-Martin transport map if
T (w) = w + &(w) for some measurable map & : Q@ — H'; we write E(w) = fo é‘(a))
for some measurable map é 1 — H. We set (Tp)eo,1] := (Wr o T)iefo,1]- A
Cameron-Martin transport map 7 : Q — 2 is a Cameron-Martin contraction with
constant C if, y-a.e.,

IT(w+h) — T(@)|;n <Clhl;n VYheH.

Claim Let T : Q — 2 be a Cameron-Martin contraction with constant C. Then, for
anyt € [0,1], T; : Q — R is an almost-sure contraction with constant C.

Proof Let T : Q@ —  be a Cameron-Martin contraction with constant C. Fix h €
H',w e Q, and define g € H! by g = Ty (w + h) — T;(w) for t € [0, 1]; note that g
is indeed an element of H' since T is a Cameron-Martin transport map. Since

t
/ qsds
0

sup |g:| = sup
te[0,1] te(0,1]

’
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it follows from Jensen’s inequality that

sup |Ti(@+h) — Ti(@)|* = sup
te[0,1] te[0,1]

t
f qsds
0

1
5/0 G Pds = |T(@+ ) — T@)2,,.

< sup t/ 1gs| 1%ds
tel0,1]

]

We see that a Cameron-Martin contraction is a stronger notion than an almost-sure
contraction. Given a measure u on €2, a Cameron-Martin contraction between y and
would transfer functional inequalities from y to u where the functions are allowed to
depend on the entire path {; };¢[0,1]. For the rest of the paper, we focus on the question
of whether either the causal optimal transport map or the optimal transport map is a
Cameron-Martin contraction when the target measure enjoys convexity properties.
The notion of convexity we use is compatible with the Cameron-Martin space [30]:

Definition 6.2 A measurable map V : Q — R U {oo} is Cameron-Martin convex if,
forany h, g € H'anda € [0, 1], it holds that

Viw+ah+ (1 —-a)g) >aV(w+h) +(1—-a)V(w+g) y-ae.

Remark 6.3 An important example of a Cameron-Martin convex function V on 2 is
V(w) = n(w;) with n : RY — R a convex function.

The precise question we consider is the following: Suppose w is a probability
measure on 2 of the form dpu(w) = eV @ dy (w), where V : @ — R is a Cameron-
Martin convex function. Let A, O : Q — Q be the causal optimal transport map
and optimal transport map from y to u, respectively. Is it true that either A or O is a
Cameron-Martin contraction with any constant C'?

In order to answer this question our first task is to construct a suitable notion of
derivative for Cameron-Martin transport maps 7 : 2 — 2 so that, in analogy with
Lemma 2.3, we can establish a correspondence between being a Cameron-Martin
contraction and having a bounded derivative. The Malliavin derivative was defined
for real-valued functions F' : 2 — R but it can be defined for H-valued functions
£:Q — H as well [59, p- 31]. We start with the class Sy of H-valued smooth
random variables: S € Sy if S = Z:":l Fihi where F; € S (the class of smooth
random variables, cf. Sect. 2), fz,- € H fori € [m] for some m € Z. Foré € Sy we
define

m
HQ® H > Dé ::ZDFi(X)hi
i=1

and let D7 (H) be the completion of Sy under the norm

'u\—

1€l p, 1 = (Ey [115] +Ey [IDE1Leu])” -
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Since Dé € H ® H we may also view it as a linear operator Dé : H — H and we
denote its operator norm by | D& |z gy .

Deﬁniti‘on 6.4 Let T : Q — Q be a measurable map of the form 7T(w) = w + §(w)
where £ € DY?(H) for some p > 1. For any w € Q we define DT (w) : H — H by

DT (w)[h] = h + DE(w)[h], YheH.

The operator norm of DT (w) : H — H, with o € Q fixed, is denoted by
|IDT ()| z(H)-

For the purpose of this work, we focus on measures © on €2 of the form du(w) :=
f(w1)dy (w). In addition, comparing the following lemma to Lemma 2.3, we see
that it provides only one direction of the correspondence between Cameron-Martin
contractions and bounded derivatives. A more general theory could be developed, at
least in principle, but our goal in this work is to highlight key differences between
causal optimal transport and optimal transport on the Wiener space, to which end the
following suffices.

Lemma 6.5 Let i be a measure on Q2 of the form du(w) = f(w1)dy(w) and let
T : Q — Q be a transport map from y to u of the form T (w) = o + &(w) where
&= fO £ for some € € DVP(H). If T is a Cameron-Martin contraction with constant
C then |DT gy < C y-ae.

Proof We first note that the Malliavin differentiability of &, as well as [10, Theorem
5.7.2], imply that, y-a.e., for any h, g € H!,
lim l(T(a) +eh) — T(w), &)y = lim l(eh +E&(w+e€h) —E(w), g)yt
€l0 € €l0 €
= ([ldg + DE(@)1[A), )
= (DT (@)[h], &) n- ©6.1)

Suppose now that 7" is a Cameron-Martin contraction with constant C so that, for a
fixed h € H!, and any € > 0,

1 1
sup  —(T(w+eh) —T (W), g) g1 = —|T(w+eh) —T(w)| g1 < Clhlg1.
geH! gl =1 € €

Taking € | 0 and using (6.1) shows that

sup (DT (w)[h], §)u = |IDT(w)[hllg < C
geH,|glp=1

so it follows that

sup DT (w)[Alln = DT (@)l < C.
heH,|hp=1

]
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7 Causal optimal transport

In this section we answer in the negative, for causal optimal transport maps, the
question raised in Sect. 6, thus proving the second part of Theorem 1.8. In particular,
we will construct a strictly log-concave function f : RY — R such that the causal
optimal transport map from y to du(w) = f(w1)dy(w) is not a Cameron-Martin
contraction, with any constant C. This indeed provides a negative answer in light of
Remark 6.3. Our concrete example is the case where fdyy is the measure of a one-
dimensional Gaussian random variable conditioned on being positive. More precisely,
fix a constant ¢ > 0 and let f : R — R be given by

x2
110,400y (X)e™ 2

fx) =

: .
i 10,400y (e~ T dyi1 ()

The measure f(x)dy;(x) is the measure on R of a centered Gaussian, whose variance
is smaller than one, conditioned on being positive. We define a measure u on 2 by
setting

dp(w) = f(wdy (o)

and note that f is strictly log-concave for all ¢ > 0, and that f is log-concave
as 0 — oo. To simplify computations we will take o > 1. Finally, note that the
assumptions of Proposition 3.10 hold in this case (x > 0).

Remark 7.1 Given du(w) = f(wi)dy (w) let p be the measure on R given by p :=
fdy: and let yla *? be the Gaussian measure on R with mean @ and variance o. The
natural examples for testing whether the causal oPtimal transport map A, between y to
W, is a Cameron-Martin contraction are p = yla ", forsomea € R,and p = ylo 9, for
some o > 0. We can expect these examples to show that A is not a Cameron-Martin
contraction since they saturate the bounds in Lemma 3.4: When p = yla ‘I we have
Vu(t, x) = 0 (saturation of Lemma 3.4(2) under the assumption ¥ > 1) and when
p = ylo’” we have that, in the limit o | 0, Vv(t, x) = —ﬁ (saturation of (3.3)).
Since in these cases |Vv| is the largest, we can expect that A will not be a Cameron-
Martin contraction since its derivative will blow up. However, ex%)licit calculation
shows that A is in fact a Cameron-Martin contraction for p = yl" and p = )/10 7,
Hence, we require the construction of a more sophisticated example which we obtain

by considering Gaussians conditioned on being positive.

In order to prove that A is not a Cameron-Martin contraction we will use Lemma 6.5.
We will show that with the example above, with positive probability, the derivative can
be arbitrary large so that A cannot be a Cameron-Martin contraction with any constant
C.

As mentioned already, the map A is nothing but the Follmer process X [44]. This
allows for the following convenient representation of the derivative of A.
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Lemma?7.2 Let A be the causal optimal transport map from y to w and let X be the

solution of (2.1). Fix0 <€ < 1. Foranyh € H,
(DA[R]); = 8(DX;, h)g V1 e€[0,1—¢]

In addition,

1—e t 2
|DA[R]% 3/ <B,+Vv(t,X,)/ ef-sIV”(”X’)drfzsds) dt.
0 0

Proof We have A = Idg + & where ét (w) = v(t, X;(w)) with the drift v as in (2.1).

To show that
(DA, = (DX, hyy V1t el0,1—¢]

we start by noting that Proposition 3.10 gives

t

DX; = 10,1 +/ Vu(s, Xs)DXds,
0

SO

(DX, by = hy + Vo(t, X)) (DX, by ¥t € [0, 1].

Hence, our goal is to show that

(DA[R)); = hy + Vo(t, X)(DX;, h)y Yt €[0,1—e€].

To establish the above identity it suffices to show that

1
DVl &) n = fo Vot, X)(DXy, ) et

(7.1)

for every h, g € H' with ¢, = O for all r € [1 — €, 1]. This indeed holds since, for

such g and A,

1
(Dvlh], §)n = %iﬁ)l 3(%‘(60 +6h) —§(w), &)y

510 )

1
= / Vou(t, X;)(DX;, h)Hgtdl
0

L, X+ 8h) —v(t, X (o))
—/ lim g:d
0

t

where in the second equality the integral and the limit were exchanged by the use of
the dominated convergence theorem and as v is Lipschitz on [0, 1 — €] (Eq. (3.3) and
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Lemma 3.4), while the third equality holds by the chain rule which can be applied as
v is Lipschitz [59, Proposition 1.2.4].

The proof of the second part of the lemma follows by noting that the solution to
the ordinary differential Eq. (7.1), with initial condition 0 at = 0, is

t
(DX, = [l s
0

]

The next theorem is the main result of this section, showing that, with posi-
tive probability, [DA|.y) can be arbitrarily large, thus proving the second part of
Theorem 1.8.

Theorem 7.3 Let £ € H' be given by £(t) =t for t € [0, 1]. There exists a constant
¢ > 0 such that, for any 0 < € < c, there exists a measurable set E. C 2 satisfying

V[ge] >0
and
yIIDA[€]|g > clog(1/e) | E] = 1.

The upshot of Theorem 7.3 is that there exists a unit norm h € H, specifically
h = ¢, such that, for any b > 0, the event {| DA[h]|g > b} has positive probability
(possibly depending on b). Since

|DAlgay = sup  |DA[Rllm
heH:|h|=1

we conclude that A cannot be a Cameron-Martin contraction, with any constant C.
Next we describe the idea behind the proof of Theorem 7.3. Fix 0 < € < 1. By
Lemma 7.2, and as Vu(t, X;) = fo log P1—; f(X;), we have

1—e o, i . 2
IDALR1F; = / (h,+8§x log Pi_ f (X;) f el % logPirf <Xr>d’hsds) dt.
0 0

(7.2)

The idea of the proof is to construct a function 5 : [0, 1 — €] — R and a constant
b > 0, such that

b
a)%x log P1—+ f(ne()) =~ —: Vtele,1 —e€].

If we choose h = ¢, and substitute 5 (¢) for X, in (7.2), then a computation shows
that | DA[h]| g is large. The final step is to show that, with positive probability,

32 log Pi— f(X;) = 92 log Pi_ f(ne(1)) Viele,1—el
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This implies that, with positive probability, we can make | DA[/]| g arbitrary large. We
now proceed to make this idea precise. We start with the construction of the function

Ne.

Lemma7.4 For every 0 < € < 1 there exists an absolutely continuous function
Ne : [0, 1 — €] = R, with n.(0) = 0, such that

L1 ! < 92 log Pi_; f(ne (1)) < L1 Viele, 1 —e]
—— — 0 — —_— e, 1 —e€].
21—t T1—1+4o0 — e 080U =707

Furthermore, for any € > 0 and n¢ as above, there exists §(¢) > 0 such that, if
n : [0, 1] — R satisfies

sup  [7(1) — ne(®)| < 8(€),

tefe, 1—e]

then

1 1 11
- _ <32 logPi_, f(i(t)) < ———— Vte[e,1—
21— 1_hLG_mog1zf(n())_ s 1—; [e €]

as well.

2
Proof Fix 0 < ¢ < 1 and let Z := [p 10 400)(y)e” = dyi(y) so that f(x) =

x2
7! 1{0,400)(x)e” 2 . Let ¢ be the density of the standard Gaussian measure on R
and let ®(x) = ff 0o ?(¥)dy be its cumulative distribution function. Making the

change of variables y % we get

2

P f(x) 1/1 (r+ iy SHEE T ! /Oo Ly
X) = — X e o = e e 7 .
t. Z Jx [0,400) y o y 72Jiv2r Jo y
Since
2 2 2 2
- X 1 1 X X t+o o 1 o
L+u= — 4+ - y2—2—y+—= y — x| +|-- x2
o t o t t t to t+o t tit+o)
t—|—cr|: o ]2 %2
= y— x| + s
ot t+o t+o
we have
2
o exp | — 4 [y—Lx]
1 /oo 2 7(y—x)2d t+o _%i/"o 255 Ito J
_ e 20¢ 2t y = e t+o y.
V1Z 27 Jo Z 0 2 9L
o
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The cumulative distribution function of a Gaussian with mean —Z-x and variance -Z-

t+o t+o
o
. y—Zx
syt @ % SO,
\V ite

2
1 Jed
oo CXP |:_2w [y - t+ax] i| — 9
/ o dy=1—-& | 2 :1—<I>(—/Lx).
0 o ot | ot tit+o)
t+o t+o

Since ®(—y) = 1 — ®(y) we conclude that

P —‘H%_%écb g v 0,1
 f(x) = 7 ¢ (/t(t+a)x) t € [0, 1].

Leto, := /m and let m(x) := g;((:fc )) be the inverse Mills ration, where ¢
is the density of the standard Gaussian on R. Then, for ¢ € [0, 1],

@ (0yx) X X
- = oym(—0o1x) — ——,
doyx) 1—t+o l—t+o

dxlog P1—; f(x) =0y

and using the readily verified relation

m'(x) = m*(x) + xm(x),

we get
2 2 1 2 2
g log P, f(x) = —o;m' (—01x) — ——— = —o;[m"(—0yx) — orxm(—0:x)]
l—t+4+o
1
l1—t+4+o’
Set ne (1) := —U[]c for t € [€, 1 — €] with ¢ a constant to be determined shortly,

and continue 7, to [0, €] in such a way that 7, is absolutely continuous with derivative
in LZ([O, 1 — €]), and 1 (0) = 0. Then,

1
32 log Pi_y f(ne(1)) = —o 2 [m*(c) + em(c)] — T, Viclel-el

Since m?(0)+0m(0) = 2 > 1, andaslim,_, _oo[m?(x)+xm(x)] = 0, the continuity

of m implies that there exists ¢ < 0 such that m2(c) + cm(c) = % With this choice
of ¢ we have }t <m?%(c) + em(c) < % o)

o <82 log Pi_; f (e (1)) < o ! Viele 1—el
R og Pi_ -t —€l.
2 l—t4+0 — ¥ & H1—1J ke - 4 l1—t+4+o © €
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Whenever o > 1,

1 1 2 o 1
=0, = =<
21—t (I1—-0)(1—-t+o0) 1—1t

SO
- < 92, log Pi_y f(e(0)) < — !
—— - og Pi— —— - .
21—1 T1—ito = O 080U == " T i v o
Since—ﬁ < 0 we get

- < 02, log Pi—( f(1e(1)) < —x ——.
21—t 1—t40 ~ ™ - 81—t
This completes the proof of the first part of the lemma.

For the second part of the lemma, given € and 7. as above, use the continuity of
m, and that m2(c) + cm(c) = %, to choose 8’ > 0 such that |¢ — (—¢)| < §' =
% < m?(=c) = m(=¢) < % Now let §(¢) := % and let 7 : [0, 1] — R be any
function such that sup, (¢ j_¢) [ (t) — 1(2)| < 8(€). Then,

o7 (1) — (=)| = |oy7i(t) — oyne ()] < o1-€7(t) — O1-ene ()] <8 Vi e[e, 1 —e]

50 3 < m?(—oyii(t)) — (—oy7i(t))m(—07j(t)) < 3. It follows, as above, that

2 2

o; 1 5 - o; 1
2 <3 log Pi_ N<-——— ———— Vriele 1l —¢€],
2 l—t+40 — g Pi—i f(n(1)) < 4 l—t+o [ ]
and we continue as above to complete the proof. O

Next we show that if we take 2 = ¢, and substitute for X in (7.2) a function n which
is close to the function 7. constructed in Lemma 7.4, then | D A[h]|y is large.

Lemma 7.5 There exists a constant ¢ > O with the following properties. Fix() < € < ¢

and let ne and 8 := 8(¢€) be as in Lemma 7.4. Let 1) : [0, 1] = R be any function such
that supcic.1—¢ [1(t) — ne(®)| < 8. Then,

1—e€ t . 2
/ (1 + 82, log P1_, f(ii(1)) / el Bxlog Pror f ("<’>>d’ds> dt > clog(1/e).
0 0
Proof By Eq. (3.3) and Lemma 3.4(2) (with k = 1),
1 2
T <0 logPi_;f(x) <0
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so, for s < e,

€ € € 1
/ 03, log Pi_, f (ii(r))dr = / 33, log P, f (ii(r)dr > / —{—,4r =logl — o).
0 0 —-r

N
It follows that, for € < ¢,

1
/ o 02 Tog P, FGir)dr g
0

t €
> f o R log P fGONAr ¢ 4 (] ¢ / oIt 9 1og Pio, fi(r)dr g g
€

v

t
! f oJi 03 log Pio fGir)dr g 4~ / ot 92 Tog Pr_y £Gi(r)dr g
2 € 2 0

1 [! 2 =
_/ ol 02 Tog Py fGir g
2 Jo

Using the lower bound of Lemma 7.4 we get,
t t
/ A 82, log Py rf(’?(r))drds > lf efs\/s[_%ﬁ_l rl+a] dS Vi ele, 1 —e]
2 ) ) )

and using the upper bound of Lemma 7.4 we conclude that, for z € [¢, 1 — €],

! 1 1
8 . log Pi_ ,f(n(z))/ ols 3xlog P rf@E)dr g < %171; f:w[*fﬁﬂ-rw]d’m
t t — .
B VA 3 e I L / TP -ito]
161 -1 Jo 61—t |Jo | Vi=s 1-s+o0

IVT=i=1 1l-tt0 (l+o—r) 1JT=i-1
= — — o ,
8 it 16 1-r 2\T1o )3T o=

since the second term is nonpositive. In particular, letting 7o := g?, we get

[ ~
1+ 97, log Pi— f (i(1)) / e Bos P [N gg < 0 Vit € 19, 1 — e].
0
It follows that
1—e€ t, 5 } 2
/ (1+3fx10gP1zf(ﬁ(t))/ eJs E’”l"g”l’f(”(’))d’cls) dt
0 0
1—€ t tan B 2
Z/ (1+3§x log Pl—zf(ﬁ(t))/ els axxlogPlrf(n(r))drds> dt
1o 0
2
I-e 11—/1—1¢ 11 = 1 1= 1
3/ l— - —r— dtz——/ —dt — — ——dt
0 8 JI—1t 264 J, 1—1t 4, 1=t
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1
> ﬁlog(l/e) + —10g(1/81) —

which completes the proof. O
It remains to show that, with positive probability, X is close to 7.
Lemma7.6 Fix 0 < € < ¢, with ¢ as in Lemma 7.5, and let § := 5(¢) be as in

Lemma 7.4. Then, the set

Ees =11€Q:0(0) =0 and sup [7(t) —ne(@)] <6

tele,1—€]

is measurable and has positive probability.

Proof The measurability of & s follows as the sigma-algebra F is generated by the
Borel sets of € with respect to the uniform norm. To show that & s has positive
probability it will be useful to note that the Follmer process X is a mixture of Brownian
bridges in the following sense. Let (Q, F,P) be any probability space which supports
a Brownian motion B = (B,),E 0,11 and a random vector ¥ ~ p, independent of B.

Define the process Z by Z; := B, — t(Bl Y)fort € [0, 1] so, conditionedon Y, Z is
a Brownian bridge starting at 0 and terminating at Y. Given a set B € F we have [33],

yIX e Bl=Pl{o € Q: Z(@®) € B}l
Since
Pl{@ € Q: Z(@) € B)] =E[P[{® € Q: Z(®) € B}|Y]],
it will suffice to show that, for any » € R and Zf = f?, — t(1§1 — b), we have
Pl{& e Q: 20 (@) € E.5)1 > 0.

This is equivalent to the following statement: Fix b € R and let 7. be as in Lemma 7.4.
Then, for any € € (0, 1) and § > 0,

I@[ sup | Z2 —ne(n)] < 5} > 0. (7.3)

tele,1—¢€]

To prove (7.3) define the function % : [0, 1] — R by

- {né(z), 10,1 —¢]

b-ne(l=e), | ne(l=o)=(1=ob
U9 4 - L te(l—el]
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and note that the construction of . ensures that h € H ! Then, for any 6 > 0,

- - )
P sup |Bl — hl' < <!> 0,
1€[0,1] 2

because H! is dense in Cy([0, 1]). It follows that

- - ~ ) - )
P| sup 1Z°—ne®)) <8|=P| sup |Bi—ne®) <=, |Bi—b|l<=
re[0,1—€] re[0.1—€] 2 2

~ S ~ - y
,IBi—hi| << |>P| sup |B—h| <= |>0.
2 re[0,1] 2

N | o

=P sup |Bt_ht|§
te[0,1—¢€]

O
We can now complete the proof of Theorem 7.3 by combining the above lemmas.

Proof (of Theorem 7.3) Fix 0 < € < ¢ and let 5. and § := §(¢) be as in Lemma 7.4.
Let & = &5 be as in Lemma 7.6 so y[E] > 0. Conditioned on &, Lemma 7.5
implies that there exists ¢ > 0 such that

1—e€ t 2
|IDA|L]|lg > / (1 + afx log Pl_,f(Xt)/ ef_f 92, log Pl—rf(Xr)drds) dt
0 0

> clog(1/e),
where the first inequality holds by (7.2). It follows that

y[IDA[€]|g > clog(1/€) | E1 = 1.

8 Optimal transport

The fundamental results of optimal transport on the Wiener space are due to Feyel and
Ustiinel [31]. One of their results, pertaining to our setting, is the following analogue
of a theorem of Brenier in Euclidean spaces [63, Theorem 2.12].

Theorem 8.1 ([31, Theorem 4.1]) Let ju be a measure on 2 defined by Z—’; (w) = F(w),
where F : Q — R is a positive function y-a.e., such that W (y, u) < oo. Then,
there exists a unique (up to a constant) convex map ¢ : Q2 — R, such that p is the
pushforward of y under Vo € H', where (Vo (w)); = fé D¢ (w)ds with D¢ being

the Malliavin derivative of ¢, and E, [la) — Vo (w)@l] = sz(y, 0.

The main result in this section, Theorem 8.2, establishes a Cameron-Martin con-
traction for ¢ in the case where F(w) = f(w1) is (k — 1)-log-concave for k > 0;
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informally, u is k-log-concave for k > 0. This proves the first part of Theorem 1.8.
Our motivation is primarily to show that there are settings where the optimal transport
map is a Cameron-Martin contraction, contrary to the causal optimal transport map
(second part of Theorem 1.8 via Theorem 7.3).

Theorem 8.2 Let 1 be a probability measure on 2 given by du(w) = f(w1)dy (w)
where f : R?Y — Ris (k — 1)-log-concave for some k > 0. Suppose, in addition, that
the optimal transport map in R? from yg to p := fyq is twice-differentiable®. Then,
the optimal transport map in Q from y to u is a Cameron-Martin contraction with

1
constant max ﬁ’] .

Recall that in the Euclidean setting, if p = fdyy with f : R? - R (x — 1)-log-
concave for some « > 0, then the optimal transport map is a contraction with constant
ﬁ [41, Theorem 2.2]. However, the fact that the analogous result of Theorem 8.2

gives the constant max {\Lﬁ, 1} is no coincidence. If the constant of the Cameron-

Martin contraction of the optimal transport map on the Wiener space was in fact LK,

then, arguing as in Sect. 5, we would conclude that the measure & on 2 given by
du(w) = f(w1)dy(w) satisfies a Poincaré inequality with constant % But as argued
in [42, Remark 2.7], we expect that if y is equivalent to y then its Poincaré constant
must be greater or equal to 1. Hence, we may expect Theorem 8.2 to be the optimal
result.!” (We note that the question of the contraction properties of the optimal transport
map on Wiener space was addressed in [32, §6].)

Proof We start by explicitly computing the optimal transport map O. Define the mea-
sure p on RY by ;%(x) = f(x)andletpy : RY — R be the convex function such that
Vg is the optimal transport map from y; to p. Define § € H by & := Voa(wi) — w1,
for all + € [0,1], and let O’ : Q —  be given by O'(w); := w; + & (where
& = f(; ésds) for t € [0, 1]. We claim that O = O’. Indeed, by the unique-
ness part of Theorem 8.1, and as O’ is convex (according to Definition 6.2 and
Remark 6.3), it suffices to show that the pushforward of ¥ by O’ is u, and that

Wi(y.n) = E, [|a) — 0’(a))|i11]. The fact that u is the pushforward of y by O’

follows by construction: Let Z? be a Brownian bridge on [0, 1] starting at 0 and ter-
minating at b € RY. Then, for any 5 : 2 — R measurable continuous and bounded,
we have

Ey[n(0" ()] = E,[E, [n(0'(@)]w1]

_ /R B2 dya() = By~ Bl (2]

9 See [21, Theorem 1] for conditions under which such regularity holds.

10 1f we allow 1 to be singular with respect to y then we can in fact get a Poincaré constant smaller than
1 [30, Theorem 6.1] The prototypical example is when p is the measure of the process o W where W is a
Brownian motion and o # 1. Then u is singular with respect to y and u satisfies the conditions of [30,
Theorem 6.1]. In this sense, the Wiener space is fundamentally different than the Euclidean space where
the measure of any (non-zero) multiple of the standard Gaussian is equivalent to y,.
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= Eun()].
To see that O’ is in fact the actual optimal transport map we compute
1
Ey[lo- 0@l ]| =E, |ig2, | =E, [/O o1 V¢d<w1>|2dr]
= W3 (va, p) < Wy, ),

which shows that O’ = O. Next we show that O is a Cameron-Martin contraction.
Fix h € H' and compute

1
0 +h) — 0@, =/0 Vs + (o + h) — & (@)t
1
=/0 (Ve +h1) — Voa(n) + i — b Pdr.

Since

1
Va(wr + h1) — Vog(wr) = [/0 V2¢a (w1 +rh1)dr] hi,

we may write

2

1 1
|O(a)+h)—0(a))|§11:/ [/ V2¢d(a)1+rh1)dr—ldd}h1+f1[ dt
0 0

1 .9
=:/ |Mhy + he|" dt
0

1
= [ {1 + 200, + 1P
0

= [Mh|* + 2(Mhy, hy) + |h|3:.

Since p is k-log-concave, we have 0 < V2¢d < \/LEIdd [41, Theorem 2.2], and hence,

—Idg < M < (ﬁ — 1) Id,4. There are now two cases: k > 1 and k¥ < 1. Suppose

k > 1. We claim that |Mh, |2 + 2(Mhy, h1) < 0. Indeed, the latter is equivalent to
[[M +1dg41h1|? < |h1|?, whichis true since 0 < M +1Idg < \/LEIdd < 1d,. This shows
that

k>1 = |0(@+h)— 0|y < |kl YheH

Suppose now that k < 1. We claim that |Mh|> + 2(Mhy, hy) < (% -1) |h|§1,.
Indeed, since |[M + Idg1m|?> < L%, we get |Mhi|> + 2(Mhy, hy) <
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(L-1)mP=<(t-1) |h|§{1 where we used |h;]? < |h|§11 by the Cauchy-Schwarz
inequality. This shows that

1
k<1 = |O(@+h)—O0W)|y <—Ihly YheH".
K

Jk

m}

Remark 8.3 The example of a one-dimensional Gaussian conditioned on being posi-
tive, constructed in Sect. 7, does not exactly satisfy the assumptions of Theorem 8.2
since the second-derivative of the transport map between y; and the conditioned
Gaussian p = fy; does not exist at every point in R. Nonetheless, the statement
of Theorem 8.2 still holds true in this case. In the example of Sect. 7, the optimal
transport map is explicit, V¢ = F 3 Io F,,, where F), and F), are the cumulative
distribution functions of p and y, respectively. Computing the derivatives of this map
we see that ¢; is twice-differentiable everywhere. Hence, the proof of Theorem 8.2
still goes through since V2¢1 must exists everywhere on the line w| + rhj.

Remark 8.4 The proof of Theorem 8.2 shows that the optimal transport map O between
y and u(dw) = f(w1)y (dw) is essentially the optimal transport map in R? between
ya and fy4. This explains why we cannot use the optimal transport map on Wiener
space instead of the Brownian transport map, since the desired contraction properties
for the optimal transport maps in R? are still unknown.

Remark 8.5 Inspection of the proof of Theorem 8.2 reveals that if  : RY — R?
is a contraction of y; onto a target measure p, then one can construct a Cameron-
Martin contraction ® : Q — Q of y onto du(w) := p(wi)dy(w). Indeed, define
O;(w) := w; + t0(w1) — twy, for t € [0, 1], and repeat the computation in the proof
of Theorem 8.2. Note that, in general, ® will not be the optimal transport map on the
Wiener space, unless 6 is the optimal transport map on the Euclidean space.
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