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Abstract

A new notion of displacement convexity on a matrix level is developed for
density flows arising from mean-field games, compressible Euler equations, en-
tropic interpolation, and semi-classical limits of non-linear Schrodinger equations.
Matrix displacement convexity is stronger than the classical notions of displace-
ment convexity, and its verification (formal and rigorous) relies on matrix differ-
ential inequalities along the density flows. The matrical nature of these differential
inequalities upgrades dimensional functional inequalities to their intrinsic dimen-
sional counterparts, thus improving on many classical results. Applications include
turnpike properties, evolution variational inequalities, and entropy growth bounds,
which capture the behavior of the density flows along different directions in space.

1. Introduction

The optimal decisions of agents in large populations, the lazy gas experiment of
Schrodinger, and the flow of slender jets can all be modeled by systems of coupled
partial differential equations of the form

0ot + V- (0 V) =0,

2 A2 Vtelo,r].
00 + 3IVO® + 5 = + U = W oo = f () =0,
1

(1.1)

The first equation in (1.1) is the continuity equation of p; > 0, interpreted as a
density over a domain €2 C R", driven by a gradient vector field V6,. The second
equation in (1.1) describes the evolution of the vector field itself via an equation for
6;, which in turn can depend on the density p;. The boundary conditions of (1.1) will
vary based on the model and will usually be a specification of (pg, p;), or (0o, V6p),
or (po,0;), and so on. The scope of the flows (1.1) will be recalled in Section
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1.2; they include planning problems (optimal transport, entropic interpolation,
regularization of planning problems), mean-field games, barotropic fluids, and
semi-classical limits of non-linear Schrodinger equations. The majority of this
work will focus on flows (o, 6;) satisfying (1.1) under the assumptions1 that o is
real, U; is convex, W is concave, and f is non-decreasing.

1.1. Matrix Displacement Convexity and Intrinsic Dimensional Functional
Inequalities

The discovery by McCann [34] of the notion of displacement convexity has
had a significant impact on probability, analysis, and geometry. Move specifically,
it was shown in [34] that certain functionals are convex along the optimal transport
flow. A central example of such a functional is the differential entropy

E() = f log o; dpr,
Q

which was shown by McCann [34] to be convex (i.e.,  — E(t) is convex) when
(py) is the optimal transport flow. It was later realized that displacement convexity
also holds along other density flows. For example, Léonard [32] showed that E(z)
is convex when (o) is the entropic interpolation flow, and Gomes and Seneci [22]
showed that E(¢) is convex when (p;) is a first-order mean-field game flow. In
a certain sense, these results generalize McCann’s result (as well as the classical
convexity of entropy along heat flows) as will become clear in Section 1.2.

One important application of displacement convexity is its usage in the defi-
nition of Ricci curvature for metric measure spaces as developed by Lott-Villani
[33] and Sturm [41,42]. Roughly, a metric-measure space is defined to have a non-
negative Ricci curvature if the entropy is convex along optimal transport flows over
this space. This notion of Ricci curvature coincides with the classical notion when
the space is a Riemannian manifold.

There is a stronger curvature condition (going beyond non-negative Ricci cur-
vature) which incorporates the effect of the dimension. Restricting to the flat case,
this is the CD(0, n) curvature-dimension condition of Bakry-Emery [1]. Analogous
to the relation between non-negative Ricci curvature and displacement convexity
of the entropy, Erbar-Kuwada-Sturm [15] showed that the CD(0, n) curvature-
dimension condition is equivalent (under sufficient regularity) to the concavity of
the map

E(t)

t—e n

along the optimal transport flow (which implies the convexity of entropy along the

flow). Due to the role of dimension in this notion of convexity it will be dubbed
. . . . . _E®W
here dimensional displacement convexity. The natural question of whether ¢~ =

is concave along the entropic interpolation flow was settled by Ripani [40], which
thus recovered both the result of Erbar-Kuwada-Sturm on flat space, as well as the

result of Costa [13] who showed that e*%t) is concave along the heat flow.

1 Some of these assumptions can in fact be relaxed, cf. Section 4.2.
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1.1.1. Matrix Displacement Convexity The main purpose of this work is to de-
velop and prove a new notion of matrix displacement convexity which is stronger
than dimensional displacement convexity (and thus stronger than classical dis-
placement convexity) along density flows of the form (1.1). To keep the discussion
concrete, at this point matrix displacement convexity will be defined just for the en-
tropy (but the extension is clear). Recall that the entropy production S(t) associated
to a density flow (p;) is defined as

S(t) := 8, E(1).

In the setting of this work (and many others), there is a natural entropy production
matrix S(t) which can be defined so that

E() =8St) =Tr[S(1)].

Indeed, a simple calculation (cf. Lemma 3.1) shows that when (p;, 6;) satisfies the
continuity equation, the entropy production matrix is given by

S(t)=/ Vo ®s VO, dx,
Q

where ®g is the symmetric tensor product. The entropy matrix is defined as

t
E() :=f S(s)ds,
0
so that
E@) = E0) + Tr[E()].

Remark 1.1. When the flow (o, ;) is the optimal transport flow (cf. Example 1.4),
one can check that

&) = —/ [log V®; (x)]dpo(x),

where @, is the optimal transport map (which satisfies V@, > 0) between pg to py.

Definition 1.2. The entropy matrix £(¢) is matrix displacement convex along a flow
(pt, 6y) if, for any w € $"=1_the function

f e—(w,g(t)w)

is concave.

Note that if £(¢) is matrix displacement convex then E (¢) is dimensional dis-
placement convex, and hence displacement convex (cf. Section 1.1.2.)

There are two main inter-related motivations behind Definition 1.2. The first
motivation comes from the notion of intrinsic dimensional functional inequalities.
Consider a flow (p;) which is (approximately) trivial along certain directions in
space, that is, its evolution (approximately) takes place on a subspace of low di-
mension < 7. In such settings, the explicit dependence on the ambient dimension
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n in the notion of dimensional displacement convexity of the entropy, formulated

as the concavity of e‘¥, renders this notion oblivious to the intrinsic dimension
of the flow (p;). Consequently, functional inequalities which are derived from di-
mensional displacement convexity are dimensional functional inequalities, in the
sense that the ambient dimension n appears explicitly in the inequalities. This di-
mensional feature is undesirable in high-dimensional settings. On the other hand,
in many practical settings, there is a lower-dimensional manifold inside the high-
dimensional ambient space to which the objects of interest (approximately) belong
(e.g., the manifold hypothesis). In order to capture this phenomenon one needs in-
trinsic dimensional functional inequalities where the ambient dimension is absent
and which scale like the dimension of the object at hand. Indeed, it will be shown
in this work that matrix displacement convexity allows to derive such intrinsic di-
mensional functional inequalities, which improve on their classical dimensional
counterparts by capturing more refined structures of the flow—see Section 1.1.3.
This is because controlling the matrix entropy, rather than just its trace, facilitates
the analysis of the flow (p;) along different directions in space.

The second motivation behind Definition 1.2 comes back to the discussion of
curvature notions. For flat spaces, the CD(0, n) curvature-dimension condition does
not capture the full curvature structure of the space. Indeed, the CD(0, ) condition
implies a zero lower bound on the Ricci tensor, but in flat space one knows that
the full Riemann tensor vanishes. More generally, there are important classes of
manifolds where information beyond lower bounds on the Ricci tensor is given. One
such prominent class in differential geometry is the class of Einstein manifolds with
lower bounds on the sectional curvature (which includes the sphere and hyperbolic
space). What is the correct notion of displacement convexity that captures this type
of curvature information? This question was taken up in [28,30], but Definition 1.2
seems to provide an alternative route as will be further explained in Section 1.1.2.

To conclude this section the first result of this paper is stated informally.

Theorem. (Theorem 4.9) Suppose (pr, 6;) is a nice flow satisfying (1.1) and as-
sume that o is real, U; is convex, W is concave, and f is non-decreasing. Then,
E(t) is matrix displacement convex.

1.1.2. Matrix Differential Inequalities One classical way to deduce convexity is
via differential inequalities. The most basic example is expressing the displacement
convexity of E(¢) along some flow via the differential inequality

3S(t) =92E(t) > 0. (1.2)

The dimensional displacement convexity of E(t) is equivalent to the differential
inequality for the entropy production,

1 2
BS(1) = ~S2(1). (1.3)

In particular, comparing (1.2) and (1.3) shows that dimensional displacement con-
vexity is stronger than displacement convexity. It will be shown in this work that



Arch. Rational Mech. Anal. (2024) 248:74 Page 5 of 41 74

the matrix displacement displacement convexity of £(¢) is equivalent to the matrix
differential inequality for the entropy production matrix,

3,S(1) = S2(1). (1.4)

The inequality (1.4) is stronger than (1.3) by the Cauchy-Schwarz inequality. More
importantly, the ambient dimension 7 is absent from (1.4), and having an inequality
for the full matrix (rather than just the trace as in (1.3)) allows to control each
direction of space separately.

The proof of the matrix displacement convexity of £(¢) will follow by establish-
ing (1.4). In fact, more powerful differential matrix inequalities will be established,
which in turn imply new intrinsic dimensional functional inequalities. To state these
differential inequalities define the (positive semidefinite) Fisher information matrix
associated to a flow (p;) as

110:==]L(v10gpo®2dph

and let
To(t) := S(1) + %I(t).

Theorem. (Theorem 4.8, Theorem 4.9) Suppose (p:, 6;) is a nice flow satisfying
(1.1) and assume that o is real, U; is convex, W is concave, and f is non-decreasing.
Then,

W Ta(t) = TE() + fQ V2U, dpr + /Q (—V2W) % pr dpy + /Q £ (o) (Vp)®?
= TZ(0). (1.5)

Consequently,
2 o’ 2 2
0S@) = 8°(1) + TI O+ [ VU dp+ | (=V"W) % p;dpy
Q Q

ﬁLﬂmwmwzym. (1.6)

The proofs of the matrix differential inequalities will rely on integration by parts,
which provides a more analytic approach to the study of (1.1) rather than relying on
probabilistic representations. The proofs of the matrix differential inequalities also
shed light on the question posed at the end of Section 1.1.1. Crucial to the proofs
of integration by parts is the exchange of derivatives, which is permitted in the
flat case treated in this work. However in the manifold setting, such an exchange
of derivatives causes curvature terms to appear. Since the requisite differential
inequalities are for matrices, itis sectional curvature terms which appear, rather than
justRicci terms. Hence, the verification of matrix differential inequalities, and hence
matrix displacement convexity and intrinsic dimensional functional inequalities, is
intimately tied to curvature information that goes beyond the classical curvature-
dimension conditions. A concrete manifestation of this phenomenon can be found
in [16] where Eskenazis and the author proved matrix differential inequalities (using
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different techniques) for heat flows over spaces of constant curvature. These matrix
differential inequalities led to Hamilton-type inequalities (which operate on the
matrix level and require assumptions on the full Riemann tensor) which imporove
on Li-Yau inequalities (which operate on the trace level and only require information
on the Ricci tensor). The reader is referred to [16] for further discussion.

1.1.3. Intrinsic Dimensional Functional Inequalities Once the matrix differen-
tial inequalities (1.5) and (1.6) are in place one can use known techniques to deduce
functional inequalities. As explained above, the matrical nature of the differential
inequalities leads to the replacement of the (ambient) dimensional functional in-
equalities by more refined inequalities which capture the intrinsic dimension of the
flow (pr), and thus improve on many classical results. These functional inequali-
ties do not apply in the generality of the flows discussed above but apply in many
cases of interest. Since the focus of this work is on matrix displacement convexity
and the associated matrix differential inequalities, only some intrinsic dimensional
functional inequalities will proven to show the power of the method. The reader is
referred to the appropriate references for background on the significance of these
functional inequalities.

Section 5 contains the intrinsic dimensional functional inequalities which are
summarized as follows:

e Theorem 5.2. Intrinsic dimensional lower and upper bounds on the growth of
the entropy E (¢) along flows satisfying (1.1).

e Theorem 5.4.Intrinsic dimensional turnpike properties via dissipation of Fisher
information along viscous flows satisfying (1.1).

e Theorem 5.6. Intrinsic dimensional lower and upper bounds on certain costs
associated to the flow (1.1) when U; is independent of z, W = 0, and o # 0.
These cost inequalities can also be seen as a generalization of the intrinsic
dimensional local logarithmic Sobolev inequalities (Remark 5.7).

e Theorem 5.11. Intrinsic dimensional long time asymptotics for cost and energy
along entropic interpolation flows.

e Theorem 5.12. Intrinsic dimensional evolution variational inequalities along
entropic interpolation flows.

e Theorem 5.13. Intrinsic dimensional contraction of entropic cost along entropic
interpolation flows.

Remark 1.3. This works focuses on the development of matrix displacement con-
vexity, and consequently intrinsic dimensional inequalities, for certain functionals
(e.g., entropy) along flows of the form (1.1) in flat spaces. The natural next step is
to find other functionals which are matrix displacement convex (analogous to [34]),
and to investigate the extension of the results of this paper to curved spaces.

1.2. Examples of Density Flows

To conclude the introduction this section demonstrates the scope of density
flows of the form (1.1) via a number of important examples. The first step is to note
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that the equations in (1.1) have a variational characterization as the Euler-Lagrange
equations of the functional

T 02
(P, V) 1 0rpr + V- (prvr) =0 /0 /Q [L(l,x, vr) + §|V10g'0t|2 + F(pr)

1

Here, the Lagrangian L is given by

2
L, x,w):= |le —U;(x), te[0,7], xeQ, weR"?, (1.8)

where U; : Q@ — R is a potential term. The term W * p, stands for the convolution
of the density p; with a symmetric interaction potential W : Q@ — R, and F :
R>o — Rissuch that f(r) = F(r) +rF'(r) where f : Rso — R.

Example 1.4. (Planning problems) Consider the boundary conditions in (1.1) spec-
ifying pg and p;. The planning problem seeks to find the optimal density flow going
from pg to p;, subject to the minimization of the cost given by (1.7). The optimal
flow (o, 6;) is given by the equations (1.1).

Optimal transport [43, §5.4]. Taking U; = f = W = 0 and o0 = 0 leads to
(p¢, ;) being the optimal flow minimizing (1.7),

Tl
A 2dmm, (1.9)

among all flows satisfying the continuity equation 9, p; + V-(p;v;) = 0 with bound-
ary conditions pg and p,. The function 6, evolves according to

1
&@+§W@V=0 (1.10)

In this setting the flow (p;) is a geodesic in the Wasserstein space between pg
and p;, which is the fluid mechanics formulation by Benamou-Brenier [2] of the
optimal transport problem between py and p.

Heat flow. Taking U; = f = W = 0 and 0 — oo leads to the flow (p;)
corresponding to the heat equation

1
3t,0r—5A,0t=0 (L.11)
(with boundary term p, adjusted appropriately).

Entropic interpolation [7, §4.5]. Taking U; = f = W = 0 leads to (p;, 6;)
being the optimal flow minimizing (1.7),

T |Ut|2 0'2 T 5
0 Ja 2 8 Jo Ja




74 Page8of 41 Arch. Rational Mech. Anal. (2024) 248:74

among all flows satisfying the continuity equation 0; p; + V- (p;v;) = 0 with bound-
ary conditions po and p;. The function 6; evolves according to

o2 Al

1/2
2 pY

1
3,60, + 5|V9,|2+ =0. (1.13)

The flow (p;) is the entropic interpolation between pg and p,, which is the same
flow of the Schrodinger bridge problem and is the dynamic formulation of en-
tropic optimal transport. The above fluid dynamics formulation (or stochastic
control formulation) of entropic interpolation is due to Chen-Georgiou-Pavon [6]
and Gentil-Léonard-Ripani [19]. The entropic interpolation flow encapsulates both
the optimal transport flow and the heat flow as the limits 0 — 0 and 0 — o0,
respectively.

Regularization of planning problems [23]. Taking U; = W =0ando =0
leads to (py, 6;) being the optimal flow minimizing (1.7),

T |vt|2 T
> dp; dr + S (pr) dp dt, (1.14)
0 JQ 0 JQ

among all flows satisfying the continuity equation 0; p; + V- (p;v;) = 0 with bound-
ary conditions pg and p,. The function f is seen as a regularization term of optimal
transport and it is often assumed to be non-decreasing (an assumption under which
the results of this work apply). The choice

f@r)=¢€logr

leads to the entropic regularization of optimal transport as investigated by Por-
retta [39].

Example 1.5. (Mean-field games) The theory of mean-field games was developed
by Huang-Malhame-Caines [25] and Lasry-Lions [31] to describe Nash equilibrium
type concepts for games with large populations of agents. To describe this set up
define the Hamiltonian H to be the Legendre transform of the Lagrangian L (in the
w variable), so that

" _pl?
(t,x, p) = N + U; (%), (1.15)
and let

V'(x, p) :== f(p(x)) + (W p)(x) (1.16)

for a density p over 2. Let (po;, 6;) be a flow satisfying (1.1) and let u; := 6 —
5 log p;. Then, the system (1.1) is the combination of a Fokker-Planck equation
and a Hamilton-Jacobi equation,

0101 (x) — G AP () + V- (pr ()3 H (2, x, Vi) = 0,

(1.17)
dur(x) + FAur(x) + H(t, x, Vur) = V'(x, pr),
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which describes the following stochastic optimal control problem. Consider an
infinite population of agents where each agent evolves its state x; according to the
stochastic differential equation

dx; = v;(x)dt + /odB;, x9:=x € (1.18)

where vy is the control chosen by the agent and (B;) is a standard Brownian motion
in R". The agent’s goal is to minimize

E [/ L(t, x;, v;) dt —}—/ V (x;, pr) dt + u,(xf)i| , (1.19)
0 0

where p; (x) is the density describing the fraction of agents at state x at time ¢, and
u, stands for the cost at the final state x,. The first term in (1.19) stands for the
energy spent by the control v, and the second term in (1.19) accounts for the effect
of the rest of the population of agents. For example, the common assumption in
mean-field games (and in this work) that f is non-decreasing models the agent’s
aversion to overcrowding. At equilibrium, each agent chooses its control optimally
and the resulting density is p; which satisfies the first equation in (1.17). Letting
u; (x) stand for the expected cost that will be incurred by an agent playing optimally,
starting at time ¢ at state x, one can show that u; solves the second equationin (1.17).
From a different perspective, (o;, Vu;) can be derived as the optimal solution to
the problem of minimizing

T T
/ /L(t,x,v,)dpt(x)dt—i—/ /V(x,p,)dp,dt—i—/ urdpz, (1.20)
0 Ja 0o Ja Q

among all flows (p;, v;) satisfying the continuity equation d;0; + V-(p;v;) = 0
with boundary conditions pg and u,, where

1
Vx. p) = Fp(x) + 5 (W p)(x), (1.21)

so that V' is the functional derivative of V (recall f(r) = F(r) + rF’(r)). The
functional (1.20) is exactly (1.7) and indeed (1.17) is exactly (1.1). Equations (1.17)
constitute a second-order mean-field game system when o > 0 and a first-order
mean-field game system when o = 0. Note that in contrast to the planning problem
of Example 1.4, where the boundary conditions were (pg, p;), in the mean-field
game setting the boundary conditions are (po, ur).

Example 1.6. (Barotropic fluids) Let e : R>o — R be the internal energy of a fluid
and let p : R — R be the pressure function given by p(r) := ¢ (r)r?. Taking
U =W =0, 0 =0, and setting e = —F, turns (1.1) (after spatial differentiation
of the second equation) into the system of equations

0pr + V- (0 V) =0,

(1.22)
0; VO + Vg, VO; + %’:’)Vp, =0.
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The system (1.22) describes the compressible Euler equations> where the pressure
depends only on the fluid density p;, which renders the fluid barotropic [29, §4.3].
Normally, the pressure should be a non-decreasing function of the density, which
translates to f' < 0as —f/(r) = @ Most of the results of this work only apply
to the setting f’ > 0 (which is the relevant setting for the mean-field games of
Example 1.5, and in principle can also be used in the planning problem of Example
1.4). However, there are in fact systems of fluid equations where f’ > 0, namely
the zero-viscosity limit of the slender jet equation where U; (x) = gx (withg > 0
standing for gravity) and f(r) = —yr_% (with y > O standing for the surface
tension coefficient) [11,12]. Note that in contrast to Example 1.4 and Example 1.5,
the boundary conditions here are usually (oo, V6p).

Example 1.7. (Semi-classical limits of non-linear Schrodinger equations) Consider
the equation

. n?
zw%+5¢%=w%—W*mﬂ%—m%ﬁ% (1.23)

where W is a complex-valued wave function, 7 is the imaginary unit, m is the mass,
and 7 is the reduced Planck constant. When f = W = 0, Equation (1.23) is
the standard linear Schrodinger equation with potential U; (often independent of
t). The interaction potential W (x) is often a power law, an inverse power law, or
a logarithm in the norm |x|, and the non-linearity f () is often a polynomial or
a logarithm in r. The connection between (1.23) and (1.1) is via the Madelung
transform [44]: Using the representation

1/2 j
Wy (x) = P (x)e! 1),

and assuming |\, (x)|2 > O forevery x € Qandt € [0, t], the flow (o, ;) satisfy

0rpr + V(0 V) =0, 124)
2 Apl/? (L.
a@+%waﬁ—%fa+%A—W*m—fwo=a

where the units are chosen so that m = 1. Equations (1.24) are exactly the same

1/
as equations (1.1) with the choice o = i%. The term % is known as the (non-
P,

local) quantum pressure or Bohm potential. Most of the results in this paper only
apply to the case where o is real so they cannot apply as is to (1.24). However,
when taking i — 0, i.e., taking the semi-classical limit of (1.23), equations (1.24)
formally reduce to equations (1.1) with o = 0. In particular, the results of this work
apply (at least formally) whenever U; is convex, W is concave, and f' > 0. These
assumptions cover a number of semi-classical limits of interest:

Semi-classical limit of the linear Schrodinger equation with convex poten-
tial. Take f = W = 0 and U, to be convex.

2 The incompressible Euler equations have the additional constraint Af; = 0.
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Semi-classical limit of focusing non-linear Schrodinger equations. Take
U; =W =0and f’ > 0. Prominent examples are

f@r)y=¢€r, €>0;

the semi-classical limit of the focusing cubi c non-linear Schrodinger equation,
and

f(@r)=¢€logr, €>0;

the semi-classical limit of the focusing logarithmic non-linear Schrodinger
equation (cf. entropic regularization of optimal transport in Example 1.4).

For further information on semi-classical limits of non-linear focusing
Schrodinger equations see [4,8,24,27,37] and [3,5,14,18].

The results of this work apply to all of the above examples and, in addition, to
generalization afforded by considering general flows of the form (1.1).

Remark 1.8. (Quantum drift-diffusion) The quantum drift-diffusion model [21]
(which for n = 1 corresponds to the Derrida-Lebowitz-Speer-Spohn equation)
is defined by

0o +V-(0: V) =0,
a2 (1.25)

It was shown by Gianazza-Savaré-Toscani [21] that the flow (p;, 6;) satisfying
(1.25) is the gradient flow in Wasserstein space of the Fisher information func-
tional3, and an important part of the solution theory of (1.25) is the monotonicity
of the entropy E (¢) and Fisher information Tr[Z(¢)]. In Remark 4.10 it is observed
that, in addition to the known monotonicity of Tr[Z ()], there is also monotonicity
(in the positive semidefinite sense) for the Fisher information matrix Z(t). This
observation is in line with the theme of this work but the flow (1.25) does not fall
under the framework of (1.1), and the monotonicity of the Fisher information matrix
can anyway be easily deduced from [21], so this observation will not be elaborated
beyond Remark 4.10.

Organization of Paper

Section 2 establishes the assumptions, notation, and definitions used in this
work. Section 3 contains the derivation of the formulas for the time derivatives of
various quantities along the density flows. Section 4 contains the main results of
this work where the differential matrix inequalities and matrix displacement con-
vexity are derived. Finally, Section 5 contains the intrinsic dimensional functional
inequalities.

3 In the seminal work of Jordan-Kinderlehrer-Otto [26], building on Otto’s gradient flow
framework [38], it was shown that the heat equation is the gradient flow in Wasserstein space
of the entropy functional.
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2. Preliminaries

This section collects the assumptions, notation, and definitions used in this
work.

2.1. Assumptions

The existence and regularity theory of density flows of the form (1.1) is highly
dependent on the precise form of the partial differential equations and the boundary
conditions. Such questions are orthogonal to the topic of this work so will not be
addressed here. Instead, sufficient regularity will be assumed to justify the compu-
tations. In certain settings, the results of this work are completely rigorous, provided
sufficient regularity on the boundary conditions is assumed, while in other settings
the computations are formal. In order to avoid distracting from the main point of
this work this distinction will not be emphasized.

Definition 2.1. (Nice flows)

(1) The domain £2 is assumed to be a convex subset of R” with smooth boundary
(if the domain is bounded).

(2) The functions p;(x) and 6;(x) are classical solutions of (1.1), differentiable in
t, twice-differentiable in x, and are finite.

(3) Integration by parts without boundary terms is justified. This entails either fast-
enough decay of the flow and its derivative at infinity (when 2 = R"), or
appropriate boundary conditions when €2 is bounded. A good example to keep
in mind is when €2 is a flat torus in R”.

(4) The density flow p; has a smooth density with respect to the Lebesgue measure
on R”, is assumed to be strictly positive, and integrates to 1, f o dp;(x) = 1 for
allt € [0, T].

(5) The exchange of derivatives and integration is permitted.

2.2. Notation

An absolutely continuous probability measure v will often be associated with
its density with respect to the Lebesgue measure so that dv = v dx. To alleviate
the notation the domain of spatial integrals will be omitted, | := fQ, and the
Lebesgue measure will be omitted as well, [ := | dx. Often, the x argument of
various functions will be omitted, e.g., f v(x) = f v, while the time dependence
will be kept, e.g., f v(x)dx = f v;. The metric on R” is taken to be the standard
Euclidean metric, denoted by (-, -), with the associated norm | - |. The coordinates
of a vector w € R" are denoted by upper scripts, w = (w', ..., w"). The unit
sphere in R” is denoted by $”~!. The symmetric tensor product ®g is given by
w s w = %[w Quw + w ® w] for w, w € R"” where w ® w’ is the standard
tensor product.

Matrix quantities will be denoted by calligraphic fonts, e.g., M, and their traces
(scalar) will be denoted by regular fonts, e.g., M = Tr[.M]. The (i, j)th entry of M
is denoted M;;. The transpose of a matrix M is given by M?T. The identity matrix
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on R" is denoted by Id. The symbols > and < will stand for the semi-definite order
and will be applied only to symmetric matrices.
Time derivatives will be denoted as 9, and spatial derivatives will be denoted

as 0; := dy, and Bizj = 831_ x;» etc. The spatial gradient and Hessian are denoted

v, V2, respectively, and V- stands for the divergence of vector fields. Given a
vector field v over R" denote by Vv the matrix defined by (Vv);; = 9; v/ with
V= (vl, ..., v"), and write ov := (Bkvl, v fork € {1, ..., n}. The first
and second derivative of a function n over an interval are denoted by n’, ”.

The summation ) ;_; will often be written as ) ;.

2.3. Definitions

In the following definitions it is implicitly assumed that the expressions are
well-defined. Throughout v is a density (non-negative function with finite integral)
over 2.

The differential entropy of v is defined as

E®) ::/ logvdv. 2.1)
Q
The Fisher information matrix of v is the symmetric matrix defined as
() = — / V2 logv dv = f (V1ogv)®? dv, (2.2)
Q Q

with the equality holding by integration by parts. The Fisher information of v is

[(v) :=Tr[Z(v)] = / |V log v|*dv. (2.3)
Q

Let (p1)sef0,7] be a density flow which evolves according to a continuity equation:
dpr +V-(prv) =0 Vrel0,7]. (2.4)

Fort € [0, t] denote the entropy, Fisher information matrix, and Fisher information,
respectively, of p; as

E(t) := E(p1), Z(t):=Z(pr), 1(t):=Tr[Z(2)]. (2.5)
The entropy production matrix is defined as
S() == /Q (Vor ®s vy) (2.6)
and the entropy production is its trace
S@) :=Tr[S®] = /Q(th, V). 2.7)

The matrix entropy is defined by

t
E) :=/ S(s)ds (2.8)
0
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so that
E(t) = E0) + Tr[E(D)].

Another matrix which will play an important role comes from the driving vector
field,

V(o) = /Q w)® dpy 2.9)
with its trace
V() = Te[V(@)]. (2.10)

Note that V(¢) is symmetric. Finally, the following combinations of matrices will
be crucial: Given o > 0 let

T (1) = S(t) + %Z(t), @.11)
T (1) = 8@t) — %I(t). (2.12)

The interpretation of 7 (¢) will become clearer in the subsequent sections.

3. Density Flows

This section derives the evolution equations of key quantities (entropy, entropy
production matrix, etc.) along a density flow (p;):¢[0,7] satisfying the continuity
equation

drpr + V-(orvr) = 0. (3.1

Lemma 3.1 and Lemma 3.2 describe the first derivative along the flow of the entropy
E(¢) and Fisher information matrix Z (), respectively, for general flows satisfying
(3.1). While these results hold for general flows satisfying a continuity equation,
the focus of this paper is on density flows of the form (1.1). Using the identity

1/2
Ap; 2
4— 5 = IViogp,|” +2Alog pi, (3.2)
Pt
the flow (1.1) can be written as
0ror + V(0 VO) =0, (3.3)
with
1 5 o2 2
%6, + 31V0,1> + = [IV1og pul? + 28 log py | + Uy = W x 0 = f(pr) =0,

For the class of flows (¢, ;) satisfying (3.3)-(3.4), Lemma 3.3 provides a formula
for the first derivative along the flow of the entropy production matrix S(¢) and,
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consequently, deduces in Corollary 3.4 a formula for the second derivative of the
entropy along the flow. In addition, Lemma 3.5 describes the evolution of V()
along the flow, and the evolution of its trace V' (¢) is given in Corollary 3.6.

The first result describes the time evolution of the entropy of p;.

Lemma 3.1. (Ist derivative of entropy E(t)) Suppose (pr, V)ie[o,7] is a nice flow
satisfying (3.1). Then,

0,E(t) = S(@).

Proof. From the continuity equation (3.1) and integration by parts,
@) = [ @itog o+ [ oz == [ 9o = [ oz v

=0+/(V10gpz,vz>pz =/(sz,vr>
= S(1).

Next, the time evolution of the Fisher information matrix of p, is derived.

Lemma 3.2. (Ist derivative of Fisher information matrix  Z(¢)) Suppose
(15 Vi)tefo,7] is a nice flow satisfying (3.1). Then,

8I(1) = / [Vo,V2 log pildps + / (Vo V2 log i1 dpy.
Q Q

Proof. Recall that

Zij (@) 2/(31' log p;d; log p;) oy =/8i log p;9; ps

so that, by exchanging derivatives,
001
0,/ ZLij(t) = | 0; e djpr + | 9;log 30 p-
t

For a vector field w=(w!, ..., w") and k=1, ..., nlet Jw := Qrw?, ..., Fw").
Using the continuity equation (3.1) and exchanging derivatives gives

V-(prvr)
ATij(1) = — / ) (—) 31 — / 3i log p; 9;V-(prvy)

Pt

9; V-(prvr) V-(prvr)
=—/%amz+f#amtam—/ai log o 87 V-(0rv7)
1 t

= —/[V.a,»(,o,u,)]aj log p; + / V-(prvr)0; log p;d; log py

- [ 310 pr V05 o)
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=~ Zf 0% (orvf)dj log o+ ) / 0k (prvf)d; log prd; 1og py
k k

=3 [ rtogp a3 o
k
Hence, by integration by parts and exchanging derivatives,
0250 =Y [ 8o 1o o = 3, [ k163 10g pidy og
k k
+ 0; log ptajz-k log p1] + Z / 3% 1og 0,9 (prv)
k
=" [ koo + pat 16} oz~ 3 [ k15 tog pids
k k
+0ip 05 log prl + ) / 3j3 log py[vy 9 pi + pid;vf]
k

= 1910z pu;ips+ 19052 0g pilyd — [197 1o prunka o
—f[V2 log orv;1;0i 1
+/[V2 log prv:1i9; 1 +f[VvtV2 log pr1ji dps

:/[Vvtvz log p/1;j dpr + /[Vv,Vz log p¢1ji dps.

O

The remainder of the section focuses on flows (p;, 6;)/¢[0,z] satisfying (3.3)-
(3.4). Note that under the evolution (3.3)-(3.4), the entropy production matrix S(¢)
can also be expressed, by integration by parts, as

S(1) =/(Vp, ®s V6;) dx = —/ 6, V2 p; dx = —/ V26, dp;. (3.5)
Q Q Q

Lemma 3.3. (1stderivative of entropy production matrix S(t)) Suppose (pr, 01 ):cfo,7]
is a nice flow satisfying (3.3)-(3.4). Then,

0.2
8,S(1) = / V0 dp + % / (V2 1og o) dpy + / V2U, dp;
Q Q Q

(Vp)®?

+/(—V2W)*Pz d,Oz-i-/ f(pr) dp;.
Q Q

t

Proof. By definition

1 1
05,0 = 50 [ apdje+ 5o [ 9000
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1 1 1
= E/at(aipt)aj0t+E/aiptat(8j91)+z/at(ajpl)aigt
1
+§/ajpzat(3i91)

[Aij + Bij + Aji + Bji]

N =

where

ayi= [a@ose. 5y i= [ apae.

To compute A;; note that by (3.3),

01 0; o —0; V(0 V)

= — Z 0;[0k0; . pr + ,0,3;?1{9;]
k

— > 1936050k o1 + 6,03 pr + i 010 + P11
k

Hence, by integration by parts,
Ajj=— / > 1076,k pe + 010,073 o1 + 90105301 + Py 01611961
k
=— /[vze,vp,]iajet — /[vzptvet],-ajez +2/3k[aj9taipt]ak91
k
+> / 0kL01 ;6,176
k
= / [V?6:V 01196, — / (V20 V6,1i9;6, + ) / 074010 1 Ok
k
+Z/aj9tai2kptak9t
k
+Z/akp,aj9,al?k9, +Z/pla}k9,a,?k9,
k k

=— f [V26,V 0106, — f [V20:V6,1:9;6; + / [V26, V6,10 pr
+ / [V20: V6,196,
+ / [V26,Vp.1i0,6; + / (V26,7 dpr

= [1vv08.0+ [ (72003 4.
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To compute B;; note that by (3.4),

1 o2
8,06, = —9; {5|ve,|2 + % [IViogpi? +2810g o | + Uy = W 01 — f(pz)}

2 2
o o
= 0,056, — T > o log p, 7, log pr — T > oplog i
k k k
—0;U + (0; W) * pr + f/(pt)ajpt-

Hence, by integration by parts,
2 o? 2
Bij = — Xk:/ 3k9t3jk9z3i/0t - T Xk:f Ok logptajk log p;9; o

o2
e Zf 3131'1( log p:d; pr
k
—/3jUt3ipt +/[(3jW)*Pt]3ipt +/f/(pt)8jptaipt
2 o’ 2 2
=- /[V 0: V010 pr + TZf[aiklogptakj log pr
k
3 o’ 3
+actog s to o — 5 Y [ 810z niden
k
+ / 07;Urdpr — / (07 W) % pr dpy — f (a5 01 dpy
_/f//(pt)aiptajpt dpoy

2 2
o o
=- f (V20,9010 + — / (V2 log p)j; dps + —- » f 31 10g p; 0k o1
k

2
o
- TZ/a?jk log p; 0k 1
k

+ / 07;Urdp; — / (07 W) % pr dpy — f (a5 01 dpy

_/f//(pt)aiptajpt dpo;
2

2 o 2 2 2
== [v%0500,00+ % (108002 o+ [ 2 0:ap
- / @5 W) pr dpy

_/f/(pt)aiszt d/)z—/f”(/)z)aiptajpzdpb
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It follows that
A+ By = [ 1920500800+ [ (P00} do — [19%6,56010.0
2
o
+ / (VZlog p)7; dps
+ / aiszt dpr — /(aisz) * pr dpr — / f/(pt)aiszt dpx
- / f//(pl)ailotajpl do;
232 o’ 2 2 2
:/(V et)ij dor + T/(V 10g:0t)ij do; +/(V Upijdos
- f (VW)ij * pr dpy
- / f/(pt)(Vzp,),-j do; — / f”(p,)(Vp,)f?z dpo;.
Analogous argument applies to A j; + Bj;. Finally, by integration by parts,

- / £ (V2 p0)ij dor = f F" (Vo) dor + f F (e (Vp)s? dx
50

- / £ (V2 po)ij dpr — [ F" (Vo) dpr = f f1(o) (Vo dx,
which completes the proof. 0

Combining Lemma 3.1 and Lemma 3.3 yields:
Corollary 3.4. (2nd derivative of entropy E (¢)) Suppose (p;, 0;)1c(0,7] is anice flow
satisfying (3.3)-(3.4). Then,
2 _ 2012 o’ 2 2
0GE() = Tr[(V=6,)1dps + T Tr[(V~log p;)“1dp; + AU; dp;
Q Q Q

1V o, |2
Pt

+/(—AW)*ptdpt+/ I'(or) dpr.
Q Q

Lemma 3.5. (1st derivative of V(t)) Suppose (o, 0;)icjo,7] satisfy (3.3)-(3.4).
Then,

o2

0 Vij(t) = T&Z’j(l) +/ {Ur = W pr — f(p0)} (0i[0:9;0;] + 901 0:0¢]).
Q
Proof. Recall that

V() = / (V6P dp,
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so that
Vi) =0, /(8,-9,8]00,0, = /(aiatet)aje, dos + /(a,-a,e,)a,»e, do;
+/8i9,8j9,8,p,
=A;j+Aji+ B
where
Ajj = /(81-8,9,)8]-9, dpos, B;j :=f8i9,8j9,8,p,.
To compute A;; note that by (3.4),
Aij =— f 3 {%|v9t|2 n % [|v1ogp,|2 +2Alogp,]
+Ui — Wk pr — f(p)} 960, dpy

o2

2
o
=— Z/ {8i2k9;8k9; + ZBiZk log p; 0 log p; + TBfik log p,} 96, dp;
k

- f 0i {Ur — Wxp, — f(p)} 3j9t dor.
Hence, by integration by parts,
2 o’ 2
Aij = — [V G,VG,],'BJ'@, dpl‘ — T [V logp,VIOg p,]i3j9t dpl‘
o’ 2 2
+ 5 Y [ @ toeptoddio + 3,600
k
+ / {Ur =W xp — f(pr)} 0i[0:9;0;]
2 o’ 2
= — [ (V28,90 :9;6, dps — = [ [V log pyV log p1id;6 dpy
o’ 2 2
+ % [ 19108 5%0,1; do
+ a4 f[V log p:V log p;1;9;0; dps + / {Ur — W pr — (o)} 0i[0:06;]
2 o’ 2 2
=— | [V°6,V6,];0;6; dp; + u [V~ log p:V76:1ij dp;
+ f {Ur — W% pr — f(pr)}0il0:0;6;].

Analogously,

o2

Aji =— f [V26,V6,1;8;6; dp; + 7 / [V2log p: V20,1;: dpy
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+ / Ui = W pr — f(p)} 0[0:0;6;].

To compute B;; note that by (3.3) and integration by parts,

By == [860,890v6) = 3 [ acieia; o0, dp
k

= /[vzetve[]ia,e, dp; + /[VZQ[V@].,-B,O, dp;.
It follows that
Ajj + Aji + Bij
o’ 29 2 2 2
=7 [V°6,V~log p; + V~log o, V=0;]i; dpx

4 [0 =W o= £00) @ilpds01+ 351086
The proof is complete by Lemma 3.2. O
Combining Lemma 3.5 and (3.3) yields:

Corollary 3.6. (1st derivative of V (t)) Suppose (p:, 6;):c[0,7] is a nice flow satis-
fying (3.3)-(3.4). Then,

o2

V() = Zatl(t) - 2/9 {U—Wxp— f(p)}0rpr.

4. Matrix Differential Inequalities and Matrix Displacement Convexity

In this section the main matrix differential inequalities of this work are derived.
The main result is Theorem 4.1 which provides matrix differential inequalities for
[0, 7] > t = Ti(t), for any flow satisfying (3.3)-(3.4), provided that ¢ € Rxo.
From Theorem 4.1 it is possible to deduce a matrix differential inequality for
S(t), which is the content of Theorem 4.2. In Section 4.1, a few technical results
are collected which show how to obtain bounds on matrices and deduce matrix
displacement convexity from matrix differential inequalities. Finally, Section 4.2
apply Theorem 4.1 and Theorem 4.2, together with the results of Section 4.1, to
flows of the form (3.3-3.4) under convexity constraints.

The following theorem is the main result of this section and is based on the
formulas of Section 3.

Theorem 4.1. (Matrix differential inequalities for 7% (¢)) Suppose (o, 0¢)ie[0,7] IS
a nice flow satisfying (3.3)-(3.4) with o € Rx>q. Then,

2 2 2 . (Vp)®?
0 Tx(t) =T () + | VU dpr + | (=V"W)xp,dor + | f'(pr)———dps.
Q Q Q

Pt



74 Page 22 of 41 Arch. Rational Mech. Anal. (2024) 248:74

Proof. Fix 0 € R>¢o. By Lemma 3.2 and Lemma 3.3,

2
o
O Tu(t) = f (V26,)* dp, + T f (V21og p)* dp; + / V2U, dp,

(Vp)®?
Pr

4 / (—V2W) % oy dpy + / o) dpy
+ 2 [1v?6,v21 V2 log p,V26,1d
5 [V=6,V~log p; + og p: V-0 ]1dp;

o 2
=f[v29,j:5v21ogp,] dp,+/V2U, dp,+/(—v2W)*p, do;

(Vp)®?
+ / fp)——"—dp,
Pt
2
2 92 2 2
il:/ (V G,ﬂ:EV 1ngt> dpt:| +fv Utdpt+/(_v W) x pr dpy
(v )®2
+ / Fp)—"L2— dp,
t
(v )®2
~T20) + f V20, dpy + f (—V2W) # pr dpy + f 7o) = dpy
i
where the inequality holds by Jensen’s inequality. O

By combining the differential inequalities of Theorem 4.1 the following result
is deduced.

Theorem 4.2. (Matrix differential inequalities for entropy production matrix S(t))
Suppose (01, 0;)rel0,7] is a nice flow satisfying (3.3)-(3.4) with o € R>q. Then,
2 o’ 2 2 2
050 = 20+ 520 + [ VUdp+ [ (TW)xpdn
Q Q

\v4 ®2
+/ f’(pz)( £1) dp;.
Q Pt

Proof. Since

Sty = T+2(t) n T_Z(t)

it follows from Theorem 4.1 that

T2() T2
8,5(0) z#+ —2( ) +/V2U, dp,+/<—v2W>*pt dpy

\v4 ®2
+/f/(pt)( £1) dp;.
Pt

The result follows as
T2(1) N T2(1) 1
2 22

2 g o’ 2
S*(1) +28(1) @ EI(I)-F TI ()
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1 2
+5 [82(0 —28(1) ®s %1 (t) + %120)}

=8%(t) + %2120).
0
Both Theorem 4.1 and Theorem 4.2 provide differential inequalities of the form
oyM(t) = Mz(t) + remainder term. 4.1)

In Section 4.2 it will be shown that in many flows of interest the remainder term is
nonnegative (in a semidefinite sense), which means that (4.1) implies differential
inequalities of the form

dM(t) = M>(1). (4.2)
The following section shows how to take differential inequalities of the form (4.2)

and deduce bounds on M (¢) as well as obtain matrix displacement convexity.

4.1. Matrix Differential Inequalities and Displacement Convexity

Suppose for the rest of this section that [0, t] > # — M(¢) is a differentiable
function taking values in the set of n x n symmetric matrices. The first result shows
how the differential inequality (4.2) implies bounds on M (¢) in terms of M (0).

Remark 4.3. Note that in the following results, the existence time 7 of the flow
(M (t))sef0,7) Will depend on the value of M (0).

Lemma 4.4. If
dM(t) = M*(t) Yt elo,r],

then, for any w € S"~ 1,

(w, M(0)w)
(w, M(I)IU) > m Viel,r]. 4.3)

Proof. Fix w € R" and let n(¢) := (w, M(t)w). Then, by the Cauchy-Schwarz
inequality,

0m(6) = (w, M (Dw) = (w, M*(Ow) = (w, MHw)* = n*(@).
The solution of the ordinary differential equation

0iE() =€) Vi el0,7] with £(0)=n(0)

is () = 1_’7[(220). Standard comparison [35] shows that n(t) > &(¢) for all ¢ €

[0, 7], which establishes (4.3). O
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Corollary 4.5. Suppose that
M) = M*(1) Vielo,rl,

and let {1;}!_, be the eigenvalues of M(0). Then,

n

Tr(M ()] = )

i=1

A
1 =Xt

Proof. Let {w;}}_; be the normalized eigenvectors of M(0) corresponding to

{Ai}!_,. By Lemma 4.4,

n n

TAM )] =) (wi, MOwi) = )

i=1 i=1

n

(wi, MOw;) Ai
1 —t{w;, MOO)w;) Z 1— it

i=1

O

Next it is shown how the differential inequality (4.2) implies matrix displace-
ment convexity.

Lemma 4.6. If
dM(t) = M*(t) Yt el0, 1],

then, fot M (s) ds is matrix displacement convex, that is, for any w € §"=1 the
function ¢y, : [0, T] — R given by

t
cw(t) = exp |:— / (w, M(s)w) dsi|
0
is concave. Consequently,

— l <(w, M(tH)w) < ; 4.4)
t T—1

Proof. To show the concavity of ¢, it suffices to show that agcw () < 0 for every
t € [0, t]. The first derivative is

dicw (1) = —cy () (w, M(Dw),
and the second derivative is nonnegative as
ycw(t) = cu () (w, M(Hw)> — ¢y () (w, 3 M (HHw)
< ey () (w, M(Hw)* — ¢y (t) (w, M>(HHw)
= cu(® {(w, MOW)? = (w, M)}
<0,

where the first inequality holds by the assumption 3, M () > M?(t), and the second
inequality holds by the Cauchy-Schwarz inequality.
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To establish (4.4) follow the argument of [9, §3.3.1] and note that the concavity
of ¢,, implies

ew(o) = =00 e < OO 0,

Since 0;Cyy (1) = —Cy (1) (w, M (t)w), and ¢, (¢) > 0,

Cw(t) — cy(0)

—Cy () (w, M(t)w) = ¢y (1) < ;

is equivalent to

I cy(0) 1
(w, Myw) = —=+ a1 z =

The bound (w, M (t)w) < - follows analogously by using w < 0,Cy (1),
0

Corollary 4.7. Suppose
dM(t) = M*(t) Ytelo,1],
and let {A;}!_, be the eigenvalues of M(0). Then,
. n
/0 Te[M(¢)]dt > — Zlog(l —TA).
i=1

Proof. Taking t = 0 in (4.4) gives A; < % Hence, A; < % for any ¢t € [0, 7]
which implies 0 < 1 — tX; for any ¢ € [0, t]. In fact, these inequalities are strict
since otherwise the left-hand side in Corollary 4.5 is infinite (but by assumption it
is finite, cf. Remark 4.3). The result follows by integrating the bound in Corollary

45fromt=0tot =. O

4.2. Matrix Differential Inequalities and Displacement Convexity Along Density
Flows

This section shows that there are a number of important density flows where
the matrix differential inequalities of Theorems 4.1 and 4.2 are of the form

oM(t) = Mz(t) + nonegative term. 4.5)

Hence, Lemma 4.4, Corollary 4.5, Lemma 4.6, and Corollary 4.7 are applicable.
The reader should keep in mind Remark 4.3.
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Theorem 4.8. (Differential inequalities and matrix displacement convexity for
T+(1)) Suppose (pr, O¢)re0.7] is a nice flow satisfying (3.3-3.4) with o € Rx,
f'(r) = 0 for every r € R, and f{VzUt — V2W % pydps > 0 for every
t € [0, t]. Then,

0T = 20 + [ VUdp+ [ (VW) xpidp,
Q Q
\v4 ®2
+ [ o0 = ap, = 720 x 0 4.6)
t

Consequently, for any w € §"~ 1,

(w, T (O)w)

o, T = W BOw) Vil @7)

and

)\'.
Z 1 l)\ < Tr[Tx(t)] where {A;}}_,are the eigenvalues of T1-(0). (4.8)

Furthermore, the matrix fé T4 (s)ds is matrix displacement convex, that is, for
w € §" 1, the function c,, : [0, ] — R given by

t
cy(t) = exp |:—f (w, TL(s)w) dsi| is concave. 4.9
0
Consequently, for every t € [0, 7] and w € S"~1,
1 1
- - =< (wTe(Hw) < —, (4.10)
t T—1t

and

n
— Z log (1 —1X)
i=1
T
< / Tr[75(r)1dr where {A;}}_, are the eigenvalues of T+-(0). (4.11)
0

The implications of Theorem 4.8 to intrinsic dimensional functional inequalities
will be derived in Section 5.

The next result is analogous to Theorem 4.8 but applies to S(¢) rather than
T4 (t). Its implications to intrinsic dimensional functional inequalities will also be
derived in Section 5.

Theorem 4.9. (Differential inequalities and matrix displacement convexity for S(t))
Suppose (p, 6:)ref0,7] is a nice flow satisfying (3.3)-(3.4) witho € Rsq, f'(r) =0
for every r € R>, and f{VQUt — V2W % p;}dp; = 0 for every t € [0, t]. Then,

2
aS() = 80+ LT + / V2U, dpr + / (VW) % pr dpy
Q Q
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®2
- / f/(pt)(v’;f) dp; = 82(1) = 0. (4.12)
Q t

Consequently, for any w € §"~1,

(w, SO)w)
SO o) Vieln @i

and

)\‘.
Z ] l)» ; < S(t) where {1;}_, are the eigenvalues of S(0).  (4.14)
=1 M
Furthermore, the matrix E(t) is matrix displacement convex, that is, for any w €
§"=1 the function c,, : [0, T] — R given by

w,E(H)w)

cw(t) = e is concave. 4.15)

Consequently, for every t € [0, 7] and w € S*~1,
1 1
—-={wSHw) < —, (4.16)
t T—t
and

— > log(1—14)

i=1
< Tr[€(x)] = E(r) — E(0) where {x;}!_, are the eigenvalues of S(0).
(4.17)

Remark 4.10. (Quantum drift-diffusion) As mentioned in Remark 1.8, the quantum
drift-diffusion model is given by the (o, 6;):c[0,7] satisfying

0ot + V(0 V) =0,
2
6, — 2800 — 0.
In order to compute the derivatives of E () it turns out to be convenient to use the
identity
V-(oiVO) = 87 (pid] log o).
ij
Then, the continuity equation implies (analogous to the proof of Lemma 3.1) that
entropy decreases along the flow (p;) since

WE() = — f Tr[(V? log p1)*1dp; < 0.
For the computation of 9,Z(¢) apply Lemma 3.2 to write

172

Ap A101/2
0I() = f {V2 [2 0 }Vzlogp,wzlogpzvz [2 i ”dm,
Pt

Pt
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and use
2,0]/2 172
V2 log p; = 2~ 15— — 2(Vlog p/)®?
Pt
to get
1/2 1/2 2 1/2
Ap Ap V<p
2 t 2 _ 2 i i
/V |:2 1/2:|V10gptdpl—/.v |:2 1/2:|2po[
Py Pt Py
1/2
Ap 1/2
—2/v2 [2 s :|(V10gpt/ )2 dp,
Py
=:A+B

Integration by parts shows that

172 12
A A
Aij = —/3i [2[1—1/2} 9j [Zﬁ—t/z} pi
Pt Pt
172
Ap 12 1)2 12, 12
—2fai [21—/2} {202V 0™ + 80!0,/
Pt

and

12
Ap 12, 12 12 172
B,~j=2/ai [2 - :|{Apt/ 30\ + (v2pl*v p) )j}.

It follows that

172 172
Apy Ap,
Aij + Bij = —/3i [2w} 9j [2W Pi
t t

A 1/2 ®2

D1

AI(r) = —2f (v [2 73 D dp <0,
Pt

and hence

which establishes the monotonicity of the Fisher information matrix along the

quantum drift-diffusion flow.

5. Intrinsic Dimensional Functional Inequalities

In this section Theorems 4.8 and 4.9 will be used to derive intrinsic dimensional
functional inequalities. When the boundary conditions of (1.1) correspond to the
planning problem, i.e., (pg, pr) = (Ka, 1;) for densities p,, u, over 2, the time

symmetry of the problem can be used:



Arch. Rational Mech. Anal. (2024) 248:74 Page 29 of 41 74

Remark 5.1. (Time symmetry) The variational problem of (1.7) with the boundary
conditions (@, ;) is time-symmetric. Consequently, if (o;, 6;) is the optimal flow
with boundary conditions (4, i4;), then the optimal flow with boundary conditions
(s, hg) 1S (,5t,9~,) where p; = p;—; and ét = —6;_,. Hence, the matrices
’f’i, S , 7 associated with (ot 5,) satisfy

St)y=-St—1, It)=Z(x—1), Ta@t)=—T¢(t —1)
which implies
0Te(t) = T2, S0 = &)

The first intrinsic dimensional functional inequality describes the growth of the
entropy along the flow.

Theorem 5.2. (Entropy growth) Suppose (pr, 6;)ie[0,7] is a nice flow satisfying
(3.3-3.4) with o € Rxq, f'(r) = 0 for every r € Rx, and /{VzUt — V2W %
ptydps = 0 foreveryt € [0, t]. Then,

— D _log (1 = tAi(0) < E(r) — E(0) (5.1

i=1

where {1;(t)}_, are the eigenvalues of S(t). Furthermore, under the planning

problem boundary conditions (g, I4z),

— Y log (1 —74;(0) < E(x) — E(0) < Y log(1+7Ai(1)). (5.2)

i=1 i=1

Proof. Inequality (5.1) and the left-hand side of inequality (5.2) is simply (4.17).
To get the right-hand side of inequality (5.2), Remark 5.1 is used as follows. By
(4.14),

n

% (0) <
y <30 (5.3)
= 1— 20y
where {1;(0)}_, are the eigenvalues of S(0) = —S(7). By (4.16),%;(0) < 1 < 1,
which implies 1 + t1;(t) = 1 — tii (0) > 0. Hence, the integral over t € [0, ]
on the left-hand side of (5.3) is equal to — Y7, log (1 4+ 74;(7)). The proof is
complete by noting that St)ydt = — Jo S(0)dr. O

5.1. Viscous Flows

In this section the flow is assumed to be viscous, that is, o % 0. The first result
pertains to the turnpike property of a viscous flow (o, 6;):¢0,7] satisfying (3.3,
3.4). The reader is referred to [9,17,20] for a discussion of the turnpike property,
but in this context it suffices to state the formulation of the turnpike property by
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Clerc-Conforti-Gentil [9, Theorem 4.9]. They showed that when the flow (p;, 6;)
is the entropic interpolation flow,

n
20t — 1)
The next result improves on (5.4) by replacing the scalar inequality for the Fisher
information by a matrix inequality for the Fisher information matrix, thus disposing

of the the ambient dimension z. In addition, the result applies to settings beyond
entropic interpolation.

1) < % + (5.4)

Theorem 5.3. (Turnpike properties via dissipation of Fisher information) Suppose
(0, 0)ref0,7] is a nice flow satisfying (3.3-3.4) witho € Rxq, f'(r) = 0 for every
r € Rxg, and [{V2U, — V*W x p;}dp; > O for every t € [0, t]. Then,
1 /1 1
I(t)j—(—+ )Id.
o

t T—1

Proof. The proof is analogous to proof of [9, Theorem 4.9]. By (4.10),

1 1
Ti(t) < ——1Id and —7_(t)<x-1d
T—1 t
SO
1 1
oZ(t) =T, (1) —1T-(1) = (— + —)m.
roT—t
O

The remainder of the results of this section are restricted to flows of the form

{31:01 + V(0 V) =0, po=par pr =itz

1 2, o2 2 (-5
0,0 + 5|VO;| +?[|V108,0t| +2A10g,0t]+U—f(/0r)=0, o #0,

so that the potential assumed to be independent of time, i.e.,

U=U Vtel0,r1],

and the interaction term W is assumed to vanish. Under these assumptions an energy
can be defined which is constant along the flow. Begin by defining

2
01 = / H(x, V6,00 dpy () = 51 0) - / Flo)dpr
Q Q

T 1 O.2
[ [ [3Ivar+v-Giiosal - Foo | dpar 56
0 Jal2 8
where the Hamiltonian H is given by

2
H(x, p) = %—I—U(x)

and where F satisfies

f@r)=F@)+rF'(r).
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Lemma 5.4. (Preservation of energy) Suppose (p:, 6;)te[0,7] is a nice flow satisfy-
ing (5.5). Then, the energy O(t) is constant along t € [0, T].

Proof. First note that

1
/ H(x, V0:(x))dps(x) = 5V(r)+/ U dp;.
Q Q

By Corollary 3.6,

v =T010~ [ = oo
while, on the other hand,
3t/F(pt) dpr = /ptF/(pt)at:Ot +/F(,0t)3t,0r =/f(/0z)3t,0t‘
It follows that 9, O (t) = 0. |
In light of Lemma 5.4 define
O; :=0(t) foranyt € [0, ]. 5.7

Next define the cost

T 2
C, = /0 /Q [L(x,ve,(x)w%Wlogpz(xnzw(pt(x))} dpr (x) dt

T 1 0_2
=/ / ~|VO, > —U + —|Vlog o> + F(py) | dpydt, (5.8)
0 Jal?2 8

where the Lagrangian L is given by

|w|?
L(x,w)= - - U(x).

The relation between the cost C, the entropy E, the energy O, and the the matrix
7. is captured by the following lemma:

Lemma 5.5. Suppose (p;, 0:)ie[0,7] is a nice flow satisfying (5.5). Then,

T T
5/ Tr[Ta (0] dt = Z[E(z) — E(0)] £ [Cy — rof]qczf /[F(pn — U)dp; dr.
2 Jo 2 0 JQ
Proof. By definition
02 T T
Cr —10; = —/ 1()dr +2/ /[F(p,) — Uldp, dr,
4 Jo 0
SO

T

T T o T o
/ Tr[Ti(t)]dtzf S(t)dl:l:f/ I(l)dIZE(‘L’)—E(O):l:*/ 1(t)dr
0 0 2 Jo 2 Jo
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°E E© i”z C o d
ZIE@ - EO)] 7/0 (1) dt

{%[E(f)—E(O)]i[Cr —TOr]:F2/0 /[F(pt)— U]dptdl}-
O

With Lemma 5.5 in hand the following intrinsic dimensional functional inequal-
ity for the combination of cost, entropy, and energy can be proved.

Theorem 5.6. (Cost inequalities) Suppose (p;, 01)ic[o,7] IS a nice flow satisfying
(5.5) witho > 0, f'(r) > 0 for every r € R>g, and fVZU dps > O for every
t € [0, t]. Then,

~2 Y log(l = t4(0))

i=1

E[E(t) EO)]+[Cr - 70z]$2/ [F(p:) —Uldp;dr (5.9)

q

where {A; (t)}!_, are the eigenvalues of T1(t). Furthermore, under the planning
problem boundary conditions (g, IL7),

= 2 Y log(l — 22:(0)

i=1

IE@) ~ O £[C: 10,152 /0 fQ [F (o) — Uldpy dr

IA

%Zlog(l T (D), (5.10)

i=1

IA

where {1; (1)}}_, are the eigenvalues of Ti(t).

Proof. Inequality (5.9) and the left-hand side of inequality (5.10) follows from
(4.11) and Lemma 5.5. For the right-hand side of inequality (5.10), use (4.8) and
Remark 5.1 to get

n

2 (0) i)
Z 1—12;(0) — = Tr(Zx(0] and Z 1= 7.0 < Tr[Zx(1)] = — Tr[Ta(z — 1)],

where {A;(0)}"_, are the eigenvalues of 7 (0) and {A (0)}7_, are the eigenvalues
of’T (0) = —74(7). Hence,

n

2 (0) o (D)
;‘ T <Tr[7o(t)] and Tr[Ta(t —1)] < ; Tt
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Using

/T Tr[7e ()] dt = / Tr[ 7o (z — 1)) dt,
0 0

and Lemma 5.5, gives
Z/‘ A0
1— 12 (0) (0)
< 1B — @ £ (G~ 70,052 [ [ 1F (o0~ U1dpia

Z/ M@y, (5.11)
1+12(1)

The next step is to note that by (4.10), —% < —% < Xi(t), which implies that
0 <1+ 1X;(7). Hence, the integral over ¢ € [0, 7] of the right-hand side of (5.11)
is equal to % ZL] log(1 4+ tA;(7)). Similarly, (4.10) gives A; (0) < % < %, which
implies 1 — 7A;(0) > 0. Hence, the integral over ¢ € [0, 7] of the left-hand side of
(5.11) is equal to —§ >/ log(1 — 74;(0)). ]

/\

Remark 5.7. (Intrinsic dimensional local logarithmic Sobolev inequalities) The in-
equalities of Theorem 5.6 can be viewed as a generalization of the intrinsic di-
mensional local logarithmic Sobolev inequalities for the Euclidean heat semigroup
[16, Equations (29) and (30)]. In particular, consider the entropic interpolation set-
ting with Uy = W = f = 0and 0 = 1. Fix x € R” and take u, := 8, and
du;(y) ;== h(y)p:(x, y) where h > 0 and p, is the heat kernel associated with the
Euclidean heat semigroup P;. Then, using the explicit expression for (p;) in [10,
Remark 4.1], one can formally derive the inequalities of [16, Equations (29) and
(30)] for the function & evaluated at x:

P.h P. (hV21logh
P.(hlogh) — PrhlogPrh < %P,(Ah) + - logdet {Id —rf(og)} ,

P:h
(5.12)
Pr(Ah) 1P,hlogdet(ld-|-1:V210ngh)<Pf(hlogh) P:hlogPrh. (5.13)

In [10], this entropic interpolation flow was used to prove the dimensional local
log-Sobolev inequalities which are weaker than the intrinsic dimensional local
log-Sobolev inequalities (5.12)-(5.13).

5.2. Entropic Interpolation Flows

In this section the flow will be assumed to be the entropic interpolation flow,

{afp,+v(p,v0,> =0, po=far pr= iz, 514

0,6, + 31V6,> + % [IVlog o> + 2Alog pi] = 0, o € Rao,
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over the domain 2 = R”. In contrast to Section 5.1 where the energy preserved
along the flow is a scalar quantity, in the entropic interpolation setting a matrix
quantity is preserved as well. Define the matrix energy as

2
o0 = vy — T 10, (5.15)
> 8

Lemma 5.8. (Preservation of matrix energy) Suppose that (p;, 6;) is a nice flow
satisfying (5.14). Then, the energy matrix O(t) is constant along t € [0, t].
Proof. The proof is immediate by Lemma 3.5 which states

02
WV = - 8I0).

O
In light of Lemma 5.8 set
O (g, pu) :=0@) Vtel0, ] (5.16)
In the setting of entropic interpolation a matrix cost can be defined as
T 1 5 0,2 )
Ce(tas o) = f / [Ewet)@ + 5 (Viogp)® ] dpy dt
0 n
T 0,2
= / V(@) + —=Z(t)| dt (5.17)
0o L2 8
with its trace
Cr(as z) = Tr[Cr(Ua, p2)]. (5.18)

The relation between the matrix cost and the matrix energy is captured by the
following lemma, but first a remark is in order.

Remark 5.9. (Time scaling) Define

1 1 2

A= ot [ S0 2% @0em® | anar
(pr,v0)1e(0,11 JO n |2 8

(5.19)

where the minimum is over flows satisfying the continuity equations with boundary
conditions:

Orpr +V-(pv) =0 Vrel0,t], po=ta, P1 = Uz

Then, the Euler-Lagrange equations of (5.19) are

3 pr + V(5 VO) =0, po=par pr = Mz,

p % . i (5.20)
0,0, + LI1V6,12 + 12% [V log 3> + 2Alog ] = 0,

and it is easy to see that (o, 67,) = (prt, T07+) Where (pr, 0;) satisfy (5.14).
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Lemma 5.10. Suppose that (p;, 0;) is a nice flow satisfying (5.14). Assume that
T+ 0;Cy (g, 1;) is differentiable. Then,

0:Cr (Ma, tz) = —Or (la, 1z).
Proof. By the envelope theorem [36] and Remark 5.9,

1 2
o ~ ~
oo i) = [ [ <% (Viog 5 a
0 JR"

where (0;)/¢[0,1] is the optimal flow in A; (u4, 1t;) given by p; = pr;. Hence, by

the change of variables ¢ +— %,

T 0.2 5 0.2 T
8TAT(Ma,Mz)=/ / —(Vlog p)® dPt:—/ Z(t)dt = Cr(Ma, pz)
O Rll 4 4 0
_Tor(ﬂa’ Hz)‘

On the other hand, changing variables # — t¢ shows that

7Cr (fa, 7)) = Ar (la, f7)

so it follows that

Ce(a, 7)) — T1O0 (has phg) = 0 Az (Ua, 7)) = 3¢ [TCr (as )] = Cr (as [z)
+10:Cr (as U2),

which implies the result. O

To set up the first main result of this section recall the definition of the matrix
entropy (2.8) and define

Er(Ua, ) = E(T) (5.21)
so that

Tr[E (ta, )] = E(y) — E(ua). (5.22)

The following result is the intrinsic dimensional improvement of [9, Theorem
4.6] by Clerc-Conforti-Gentil, and is proved similarly.

Theorem 5.11. (Large time asymptotics for cost and energy) Suppose that (p;, 6;)
is a nice flow satisfying (5.14). Then,

ol
— Oc(tas tz) = 57 Id, (5.23)

and, consequently,

o
Ce(as 12) < Ci (s t1) + (Elogt) Id. (5.24)

Moreover,

0 & (Ma, itz) + 2C1 (1, f1z) + (0 logT) Id

o ®2
/ I:Vet + —Vlog ,Ot] dor <
2 T—1t

(5.25)
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Proof. To prove (5.23) note that

o ®2 o?
0= / [V@t + EVIOg ,o,] do; =V(@)+0S(t) + ZI(I) (5.26)

which implies

1 102 1

Adding "TZZ () to both sides of (5.27) gives

o2 1 1

70) - v < Lasw + Tz = L)
8 2 =357 4T
which is equivalent to
o
—O0:(a, Hz) < 5T+(t)~

Taking ¢t = 0 gives

o o1
-0 (Ua, M) = _T+(O) < —--Id

2 21

where the last inequality holds by (4.10). This establishes (5.23).
To prove (5.24) integrate (5.23) over ¢ from 0 to T and use Lemma 5.10 to get

Ce(a, z) — Cr(fa, phg) = / 05Cr (g, nz) ds = / O (g, ) ds
1 1

™1
<2 (/ —ds)Id: (zlogt>ld.
2 1 S 2
Finally, to prove (5.25) note that by (5.26), Lemma 3.5, and Theorem 4.1,
2
3 / [vet n %Vlog p,]® dps = o, [S(t) n %I(t)] = 0T (1) = o T2(1) = 0,

which shows that [0, 7] > 5 +— f [VGS + %Vlog ps]®2 dp;s is non-decreasing.
Hence,

o ®2 T o ®2
(r — t)/ [VG, + EVIog pt] dos < f f [V@x + EVIOg ,ox] dps ds
t

T o ®2 T 0.2
< / /[ves + ZV10g ps] dps ds =/ [V(s) +08(s) + —I(s)] ds.
0 2 0 4
Since
T 0_2 T
/0 [V(s) 4 ZI(S)] ds+o /0 S(s)ds = 2C; (g 112) + 0+ (tas 12).

the bound (5.25) follows by applying (5.24). O



Arch. Rational Mech. Anal. (2024) 248:74 Page 37 of 41 74

The next result is the intrinsic dimensional improvement of the evolution vari-
ational inequality for the entropic cost of Ripani [40, Corollary 11], and is proved
similarly.

Theorem 5.12. (Evolution variational inequality) Fix t = 1, 0 = V2, and sup-
pose that (p;, ;) is a nice flow satisfying (5.14). Let (P;) be the heat semigroup in
R" and suppose that t — Ci (g, P;ut;) is differentiable. Then, for any normalized
basis {w;}!_, of R" and fixed t € [0, 1],

n

1 ) )
0:C1 (g, Prz) < 5 Z [1 — €(w”gl('u”’P’MZ)w’>:| .

i=1

Proof. Let {w;}!_, be any normalized basis of R" and fix ¢ € [0, 1]. Consider
the entropic interpolation flow betwen u, and P;u; so, by (4.15), cy, (t) =
e~ (wi.EOw;) jg concave, and hence,

05Cyy; (1) < ¢y, (1) — ¢y, (0). (5.28)
Inequality (5.28) is equivalent to
—cu,; (D(wi, S(Mw;) < ey, (1) — 1,
which upon rearrangement gives
— (wi, S(Hwi) < 1= (e, (). (5.29)

Using the definition of ¢, (1), and summing over i in (5.29), gives

n n

—UEWM]m == TAS(D] = = Y (wi, SMwy) = Y [1= elrEun]
i=1 i=1

n

— Z [1 —_ elwi& (l/«mplﬂz)wi):l ) (5.30)
i=1
By [40, Theorem 9],

1
_EatE(t”t:l = 0,C1(ta, Prez)li=o

0 (5.30) implies

0;C1(ta, Prny)li=0 <

| =

n
Z [1 — elwi& (ua,Ptuz)wi)] ) (5.31)
i=1
By the semigroup property, inequality (5.31) can be applied at any ¢ to yield the
result. O

Finally, the last result is the intrinsic dimensional improvement of the entropic
cost contraction of Ripani [40, Corollary 13], and is proved similarly.
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Theorem 5.13. (Contraction of entropy cost) Fix 1 = 1, o = /2, and suppose
that (p¢, 0;) is a nice flow satisfying (5.14). Let (P;) be the heat semigroup in R"
and suppose that t — C1 (g, Prpt;) is differentiable. Then,

<wia gl (le/«m PIMZ)wi>>
) .

n T
C1(Petta, Pejts) < Ci(ttar ) — S j/ Sinh2<

X 0

i=1

Proof. Fix s € [0, 1] and let {w;}}_, be any normalized basis of R". Applying
Theorem 5.12 with u, — Psu, gives

n

1
0;C1(Pspig, Pruy) < 3 Z [1 _ lwi& (Psua,Pth)wi)] . (5.32)

i=

On the other hand, by time symmetry (Remark 5.1),

1 & , .
0 C1 Ptz pa) < le [1 = el P ]
1=
and switching the roles of u, and p, thus gives

n

1 , .
0:C1(Prpa, puz) < E Z [1 — e(w“gl(ﬂz’Prﬂ")w'>i| .
i=1
Taking w, — Psu, yields

n

1
01 (Pupta Pypte) < 5 Y [1 =P | (5.33)

i=1

and adding (5.32) and (5.33) shows that

0;C1(Pgpa, Prpey) + 0:C1(Pring, Pspiy)
n
< l Z [2 — (Wi E1(Pypua Prisywi) _ e<wis€l(P.er»PtMa)wi>] )
2
i=1
Taking s = ¢ yields

n
3 C1(Pipta, Prtz) < % Z [2 — Wi &1 Prua Pru)wiy _ H(wi & (PIHZsPtMa)wi>:|

i=1

B i [1 ~ {e<w,-,61<lwu,wz>w,-> + o~ (Wi E1Prpta Prpz)w;) ”
i=1 2

where time symmetry (Remark 5.1) was used to write S(r) = —S(1 —t) and hence
E1(Prpz, Prig) = —E1(Prpng, Prpe;). Integrating over ¢t from O to 1, and using
coshr = e’+2e—’ , gives

n T
C1(Pria, Prper) — Cr(pa, ) = Z/O [1 — cosh({w;, &1 (P pha, P uz)w;))]de.
i=1
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Finally, since sinh? r = %

k)

n T
C1(Prta, Pejtz) < Ci(jas 1) — ) /0 sinh’

i=1

((wi» E1(Prita, quz)wi))
> )
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