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1. Introduction

The classical orthogonal polynomials have shown themselves to be very useful in a wide range of various branches
of mathematics. One of the reasons is that they satisfy both differential and difference equations. This naturally led to a
separate industry that was concerned with the question on how to obtain more families of polynomials or functions that
have those bispectral properties. For instance, Reach [1] showed that Darboux transformations applied to a differential
operator, whose eigenfunctions satisfy a recurrence relation, leads to a new family that satisfy both differential and
difference equations. Oftentimes, one encounters the problem from a different perspective: a certain perturbation of a
problem to which one applies classical orthogonal polynomials would lead to a new family of polynomials which would
satisfy a differential equation or a difference equation, or both.

To demonstrate how one can encounter new families, let us recall that an example of a potential of an anharmonic
oscillator such that the Hamiltonian operator has a strictly equidistant part of the spectrum that corresponds to all the
excited states was given in [2]. This potential gives rise to the monic polynomials F;(x), which we refer to as the DEK
polynomials, defined by the differential equation

d?F(x dF,(x dF,(x
(1) (0 B a0 ) = 4T, (11)

dx dx dx
where n = 1,2, 3,... and hence degF, = n+ 2. Eq. (1.1) also has a constant solution when n = —2 and for consistency,
we set Fyo(x) = 1. Notably, Fy(x) corresponds to the ground state of the system but the gap separates this state from
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the first excited state that corresponds to Fy(x) = x> 4 3x. This construction was further investigated and generalized
in [3-6], and [7]. In particular, a connection to Darboux transformations of the differential equation that defines Hermite
polynomials was explicitly given in [3] and its relation to commutation methods was pointed out in [4,7]. The polynomials
F,(x) can also be expressed via Rodrigues’ formula [2]

n—1 2

2 d d .
Fo) = (—1)"(1+x3Yez— [(1+x)'"——e 2 ), n=1,2,3,..., (1.2)
dx dxn—1

which, in turn, can be used to prove the orthogonality relation [2]

00 e~
ﬁw Fn(X)Fm(X)m

for any nonnegative integers n and m, where §, , is the Kronecker delta. At the same time, the polynomials F,(x) are
closely connected to the monic Hermite polynomials

Xz dn X2
He,(x)=(—1)"eZ? —e" 2, n=0,1,2,3,...,
dxn

where the latter is known to satisfy the three-term recurrence relation

N ¥

dx = (n — 1)(n — 1I27)2 8y (1.3)

XHen(x) = Hey1(x) + nHe,—1(x), n=1,2,3,.... (1.4)

More precisely, the relation between the sequences of Hermite and DEK polynomials is given by the formula (for instance,
see [3])

Heq(x) Hey(x) Henia(x) x x*—1 Hepa(x)
Fi(x) = Mt D) He'(x) Hey(x) He, ,(x)| = w1 1 2x  He,,(¥)|, n=1,2,3,..., (1.5)
He(x) He,(x) He],(x) 0 2 Hey (%)

which means that the polynomials F,(x) correspond to (continuous) Darboux transformation (for more information about
continuous Darboux transformation, see [3]). As a consequence, the results of [ 1] can be applied in this case and thus we
know that the F,’s satisfy a recurrence relation (see [8] where it is shown that exceptional Hermite polynomials, which
include F,’s as a particular case, satisfy multiple recurrence relations). Although (1.5) was not given in [2] explicitly, the
relation

Fa(x) = (x3 + 3x)Hen_1(x) — (n — 1)(1 + x*)He,_2(x), n=1,2,... (1.6)
was proved and it is equivalent to (1.5) through (1.4). Note that applying (1.4) to (1.6) one can get [2]
Fa(x) = Hen2(x) + 2(n + 2)Hen(x) + (n + 2)(n — 1)Hen_»(x), (1.7)

which shows that F,(x) is a linear combination of 3 Hermite polynomials. Actually, formula (1.7) suggests that the family
of the polynomials F,(x) might be a discrete Darboux transformation of Hermite polynomials He,(x) (for the definition
and basic properties of discrete Darboux transformations see [9-11]), which will be confirmed and used in this paper. It is
also worth noting here that the above-described construction was recently given a new flavor and farther generalized to
new algebraic and spectral theory levels (see the recent papers [12-19] and references therein). In particular, in [12] the
construction of Meixner orthogonal polynomials was presented, which already put exceptional orthogonal polynomials
outside of the context of differential equations.

On the other hand, the theory of orthogonal polynomials is not restricted to just classical orthogonal polynomials and
these days general orthogonal polynomials are even more important than the classical ones due to the development of
computational mathematics and spectral theory to name a few. For example, general orthogonal polynomials appear as
denominators of rational approximants that are called Padé approximants [20]. In some cases for some degrees Padé
approximants might not exist, which leads to some gaps in the corresponding sequence of orthogonal polynomials
(see [20]). Although it may seem unrelated to the polynomials F,(x) with missing degrees 1 and 2, having seen these
two occurrences side by side it is natural to ask if gaps in exceptional orthogonal polynomials and gaps in Padé approximants
have the same nature. Findings of this paper demonstrate that the answer to this question is affirmative and at the same time
the approach puts exceptional orthogonal polynomials in the framework of discrete Darboux transformations as was done for
other nonstandard orthogonalities. Although from the modern point of view, the DEK polynomials F;,(x) are a particular case
of exceptional Hermite polynomials, the transparent construction of the family provides a certain insight into the theory
of exceptional orthogonal polynomials that we exploit in this paper. In most of the cases, our approach is not restricted to
the DEK type polynomials and one can adapt our findings to the general case of exceptional Hermite polynomials using
the already developed machinery.

Now we are in the position to briefly describe the structure of the paper. To this end observe that one can deduce
from (1.1) that

F.(i) = F)(—i) = 0, (1.8)
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which is an interpolation condition but it will be shown in Section 3 that it can be thought of as a part of biorthogonality,
the concept that was introduced in [21] and generalized in [22,23], and that appears when solving various problems
[24-26]. Before that, in Section 2, we will demonstrate that (1.7) and (1.8) are characteristic for a class of orthogonal
polynomials with missing degrees 1 and 2 that includes the DEK polynomials, which is why we will call them DEK-type
orthogonal polynomials. Then, in Section 5, we recast this class of polynomials as a specific multiple discrete Darboux
transformation (cf. [10,27-29]; note that in [27] it is shown that single step discrete Darboux transformations lead to
families of orthogonal polynomials with gaps). To do that, in Section 4, we will introduce a modification of the Christoffel
formula that works for the exceptional orthogonal polynomials in question since the classical form of the Christoffel
formula cannot be applied. At the end, we will show that this construction is applicable to the Chebyshev polynomials
and as a result we will present a new family of DEK-type orthogonal polynomials related to the Chebyshev polynomials.

2. DEK-Type orthogonal polynomials

In this section we present the general construction of DEK-type orthogonal polynomials starting with a family of
symmetric orthogonal polynomials.

Let {Pn(x)}n>0 be a sequence of monic orthogonal polynomials with respect to a symmetric measure p supported on a
symmetric subset of the real line. We will consider a sequence of polynomials R,(x) defined as

Ri(X) := Ppio(x) + AnPn(x) 4 ByPr_2(x), Ro(x):=1, (2.1)

for sequences {Ap};>1 and {By},>1 of real numbers such that

R()=0 n=12,... (2.2)
00 d
/_m Ro(x)Rn(x)% —oforalln=1,2,... (2.3)
and
~ du(x)
ﬁw Rﬂx)R,{x)m =0 n>2. (2.4)

Remark 2.1. Note that if © is symmetric then P,(x) is an even (odd) function when n is even (odd).

Proposition 2.2. Suppose {P,(x)}n>0 i a sequence of monic polynomials orthogonal with respect to a symmetric measure w.
Let

P (i) ] Py (i) )
7 o8] 7
f Pn( (Plr)g))z f—oo Pn—Z(X)(lJ,r)E;))Z
and let

P i) . P, _,(i) ,
o0 .
S Rix (P‘:g))z [ Rl(X)Pn—Z(X)(l_::E)z())z
Then there exists a sequence of polynomials {Rn(x)}>0 defined as in Eq. (2.1) which satisfy (2.2), (2.3) and (2.4) above if and
only if forall k =1, 2, ..., we have that det&, # 0 for n = 2k, and det O,, # 0 for n = 2k + 1.

Proof. First note that if R(x) = P5(x) 4+ A{P;(x), then by Remark 2.1, Ry(x) must be of the form x> + ax + A;x for some
real number a where P;(x) = x> + ax. Then R;(x) satisfies condition (2.3) since it is an odd function. In order for R;(x) to
satisfy (2.2), we must have that A; + a = 3 and hence R{(x) = x> + 3x.

For n > 2, the proof follows simply by noting that conditions (2.2) and (2.3) are equivalent to the following system of
equations:

AnPy(i) + BpP;_,(i) = —P; (i)

o] d/l,(X d//.(x) _ d/L(X)
An [ Palx) (127 + B [oo Pualx Ve = = J % Pusalx Jorer

and conditions (2.2) and (2.4) are equivalent to:

AnPy(1) + BaPy_, (i) = —Pp (i)

d d, d
An 22 RICOPH(O) 5 + By [°2, Ri(0Pa—2(X) 5 = — [ Ri(00Paa(¥) 5. O

If such a family of polynomials {R,(x)}n>0 exists, then it must be the case that the family is orthogonal.

3
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Theorem 2.3. The polynomials R,(x) are orthogonal with respect to (d“(’z")z ie.
°° dpu(x)
Ry(X)Rp(X)———= =0
/,oo L
for n # m and is nonzero for m = n.

Proof. First consider the case when n and m are both even and let G, (x) := Rpn(x) — Rn(i). Then G,(i) = 0 and
Gm(—i) = Rm(—i) — Rm(i) = 0 since Ry(x) is an even polynomial for m even. Also, G.(i) = G, (—i) = 0 by Eq. (2.2).
Thus, for m > 2, we have that G,(x) = (1 + x?)’g.(x) where g,,(x) is a polynomial of degree m— 2. Then for m > 2,

% Gu(X)Ry o0
/—oo “()‘%xz(;)du(x) - /_oc 8m(X)Rn(X)du(x)

_ / En(0Pas2(X)A(X) + Ay / En(OP(X)dLX)

o] —00

+ Bn/ m(X)Pp_a(x)dpu(x)

o0
=0ifm<n,

where the last equality holds by the orthogonality of {P,(x)},>0. But,

% Gu(X)Rn(x) _ © Rin(X)Rn(x)
|t an= [ e - 0[ o dut)

[ RuOR(0)
- [ G

by condition (2.3) of the {R;(x)}n>0. Hence, we see that
® Rn(X)Ry(x)
——d =0
f,oo (1422 #0

for all m, n even such that 2 < m < n. If m = 0 then it follows directly from (2.3) that R,(x) is orthogonal to Ry(x) for all
n>2.
Now, let m, n be odd and consider Sp(x) = x* + Rm“) x4+ 2x2 + 3Rm 3mx 4+ 1. Then it is easy to check that for all m > 1,

(1) Sm(i) = Rm(1)

(2) Sp(—1i) = —Rp(i) = Rp(—i) (since Ry(x) is odd)

(3) Sp(i) = Sp(—i) =0

Let Hp(X) = R(X) — Sp(x). Then Hy(i) = Hn(—i) = Hy (i) = H)(—i) = 0 for all m > 1, hence Hp(x) = (1 4 x*)*hp(x)
where hy,(x) is a polynomial of degree m — 2. Then

°° Hp(%)Rp(x) % ()P () % h (X)Po(x)
-/;oo mdu(){) - /;oc Wdﬂ()‘) + A, /;oo mdu(x)

% hn(X)Pp_(x) (2.5)

B —d

+ n/_w ot
=0form < n.

Also,

 Hn(ORa() o [ Rn(0ORa(0) * Sn(X)Ralx)
[t = [~ [

thus,
* Rm(%)Rn(x) [ Hn(X)Ra(x)  Sm(X)Rn(x)
/,oo (14 x2p 0= /,oo 1+ d“("”/m (14 p
[ Su(®)Ra(x)
B /m (1+x2)
for 3 < m < n by (2.5). Now, since n is odd,

/Oo Sm(X)Rn(X)dM(X) _ ngi) /oo (X3Rn(x) du(x)

w(x)

oo (14 x2)? 20 J_o (14 x2)? (2.6)
3Rn(i) [ xRy(x) d .
MY /_oo(1+x2)2 e
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k
by definition of S;,(x) and the fact that ("1 fgg’;; is an odd function for any positive, even integer k. But by condition (2.4),
we know that

©RORX) [T IOR)
ﬁoo mdlt(x) = [w Wdﬂ(x) =0 foralln > 2.

Hence, the right-hand side of (2.6) is zero for n > 3. Therefore, /OZO RE”H;”)(;‘ du(x) = 0 for all odd m, n such that
3<m<n
For the case where m is even and n is odd, or vice versa, f ®© R ")R“zx)du(x) 0 simply by symmetry. Hence we have

00 (1+x2)
shown that [ Rﬁiﬁ"g")du( x)=0forall0 <m < n.
R2(x)

(1+x2)2

Finally, notice that if m = n then

® R(x)
/,oo 1+ op 0 #0

is positive on the support of i hence

thus {R,(x)}n>0 is a family of polynomials orthogonal with respect to ‘ ]dJ’:)E;‘))z. O

If such a sequence {R,(x)}n>0 exists then Ry(i) # 0 for any n > 0. To show this, we will first prove the following lemma.
Lemma 2.4. Given an arbitrary set {xq, X2, ..., Xs_1} of distinct real numbers, there is a monic polynomial f(x) such that
degf =n+1,

f(X]):Os j:1527"'7n_13
where the x; are the only real zeros of f, and

fli)y=f(=i)=0. (2.7)

Proof. Evidently, if such a polynomial exists then f(x) = P(x)Q(x), where Q(x) = (x — x1)(x — X2)...(x — x,_1) is a real
polynomial and P(x) = x? + bx + c. In other words, the condition (2.7) is equivalent to

P'(HQ(>) + P(Q'(i) =

P(—)Q(—) + P(=)Q'(—i) = 0 28
Since P'(i) = 2i+ b, P'(—i) = —2i+ b, P(i) = ¢ — 1 + bi, and P(—i) = ¢ — 1 — bi, (2.8) takes the form
cQ'(i) + b(Q(i) +iQ'()) = —2iQ(i) + Q'(1) (29)

cQ'(—i) 4+ b(Q(—i) — iQ'(—1)) = 2iQ(—i) + Q'(i).

Hence we can find such b and c if the determinant for (2.9) does not vanish. Let us write the determinant

Q') :Q'())
Q()+1Q() _ome| @ 1w
T o] = RO | | oty
Q(—i) Q(—1)
P Q/(i)_(Q’(i))_ .‘Q’(i)z
=10 (Q(i) an) " Fan | )

Since

n—1

Q(x lex—x,

we see that J(Q'(i)/Q(i)) < 0 and hence the determinant in question is not 0, which proves the desired result.
To show that {x1, x5, ...x,_1} are the only real zeros of f(x), just note that if f(x) had all real zeros, then by the mean
value theorem, f’(x) must have n real zeros. But this is not possible since f'(x) is degree n and f'(i) = f'(—i) = 0. O

Proposition 2.5. For the polynomials R,(x), provided they exist, we have that R,(i) 20 foranyn=1,2,....

Proof. Assume that R,(i) = O for some n > 1. Then since R,(x) is a real polynomial, we must also have that R,(—i) = 0.
This combined with the fact that R(i) = R,(—i) = 0 from (2.2), shows that R,(x)/(1 + x?)? is a polynomial of degree

n—2. Let F_»(x) = (]’1”)((’;))2 and let {x, X2, ..., X}, be the distinct, real roots of odd degree of F,,_»(x), k < n — 2. From
Lemma 2.4, we know that there exists a polynomial f of degree k42 such that its only real roots are x; forj = 1,2,...,k

and f'(i) = f/(—i) = 0. Since {Ry(x), X, X2, R1(x), Ra(X), . .., Ri(x)} forms a basis for polynomials of degree at most k + 2,

5
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we can write
k+2
F(x) = coRo(x) + c1x + c2x* + Z GiRj—2(x).
j=3
By the condition f'(i) = f'(—i) = 0, it must be the case that ¢c; = ¢, = 0. By the orthogonality of {R,(x)};>0, we have

[N n—2(X)f (x)

k+2
Z C]/ n2 jzx)du()
j=0,j#1,2 -

k+2

dp(x)

= Y cj/ Ru(XRi—2(X) ————
j=0,j#1,2 B (1+x%)
=0.

However, F,_»(x)f(x) is a polynomial of degree n — 2 + k where all the real roots have even multiplicity. Thus
ffooo Fr_o(x)f (x)du(x) = 0 implies that F,_,(x)f(x) = 0 which is a contradiction. Thus, R,(i) #0 foralln > 1. O

3. The relation to biorthogonal polynomials

A generalization of the classical concept of orthogonality that is also relevant to our considerations was introduced by
Iserles and Nersett [21]. Later it was even further generalized by Brezinski [22] see also [23]). For convenience of the
reader let us recall the Brezinski setting: given a sequence of linear functionals c™ defined on polynomials, find a family
of monic polynomials P, such that:

o P has the exact degree k;
o cO(P)=0forj=0,1,...,k—1.

Following Iserles and Nersett, we will call such polynomials P, biorthogonal provided they exist for all k’s. It is not so
difficult to see that such polynomials can be found by the formula

1 X N X
P = R BT B (3.1)
C(k ) (k—1) CI((kfl)
provided that
Ag = det(c{™); Ly # 0. (3.2)

If A, # 0 it is said that a family of the functionals ¢(™ is regular. It is worth mentioning that if for a given functional
_ 0
¢ = ¢ we set

c™(p(x)) = V(x"p(x)),

the above-described biorthogonality becomes the conventional orthogonality with respect to the functional c.
To show how this concept appears in the context of the exceptional polynomials in question, let us consider the
following two functionals:

) =p'i),  <Vpx)) = p'(—i), (3.3)
which are naturally related to (2.2) and the fact that the polynomials R, are real. Unfortunately, we immediately see that
0

Ay =10[=0, A= =0,

0 1

|

which means that any family of functionals that starts with c(© and ¢! is not regular. It also implies that we cannot
construct polynomials of degrees 1 and 2 that will be biorthogonal but it is exactly what we expect when generating R;,.
To define the rest of the family to produce R, let us introduce the functions

k+2
Yox) =1, u(x) = k+2+%x", k=1,2,.... (3.4)
Now we are in the position to define the functionals:
= du(x)
(k+1) _ _
o) = [ et k=12 (35)

and for which the following statement holds true.
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Theorem 3.1. The family of polynomials R, is almost biorthogonal with respect to the family of the functionals defined by
(3.3) and (3.5), that is,

R)=0, j=0,....k+1.

Here, the term “almost” indicates that we have to skip two degrees.

Remark 3.2. Recall that degR, = k + 2 and based on the theory of biorthogonal polynomials, the reason we have to
skip the polynomials is because the family of the functionals is not regular, which is the same situation that happens for
indefinite orthogonal polynomials [30], where the term “almost orthogonal” was used and for Padé approximation [20]
(see also [31] where the interplay between indefinite orthogonal polynomials and the Padé table is given).

Proof. The proof is immediate from Theorem 2.3 and the representation
k
Re(®) =) an¥nlx)
n=0

that holds for some coefficients o, which in turn follows from the fact that R, (x) = (1 +x?) x polynomial of degree k — 1
and ¥/(x) = (n +2)(1+ x> O

Corollary 3.3. The polynomials Ry can be computed by (3.1) using the moments C,(j) of the linear functionals defined by (3.3)
and (3.5).

Proof. Using the standard Cramer’s rule argument, we get that the existence of the polynomial R of degree k+ 2 implies
that the corresponding determinant Ay, # 0 (e.g. see the proof of [21, Theorem 1]). O

At this point we can reformulate Proposition 2.2 in a form that is more transparent and typical for orthogonal
polynomials.

Corollary 3.4. The polynomials R, defined as in Eq. (2.1) which satisfy (2.2), (2.3) and (2.4) exist if and only if
Ac#0, k=4,5,6,...,
where Ay is defined by (3.2) with the functionals given by (3.3) and (3.5).

Remark 3.5. Note that we should have actually started with A3 because degR; = 3. However, we see that

0 1 2i
A;=10 1 —2i|=4i#0
1 0 w
regardless of the value
,LLZ = /oo sz_
o (1T4+22)2
As a result, for the family of functionals under consideration, from (3.1) for the polynomial of degree 3 we have that
1 x x> X
10 1 2i =3 3
R¥=7lo 1 2 3| =X X
1 0 p, O

To conclude this section, note that there is an analog of (3.3) for any family of exceptional Hermite polynomials and
thus the results of this section can be adapted to the general case. Therefore, the exceptional Hermite polynomials are a
subclass/limiting case of a larger class of biorthogonal polynomials that has various applications and generic properties.

4. Modification of the Christoffel formula

By definition, given a family of orthogonal polynomials {P,(x)},>0, we can obtain the family of exceptional orthogonal
polynomials {R,(x)}n,>0. We aim to reverse the process and obtain the polynomials P,(x) from the polynomials R,(x).
Since by Theorem 2.3, the polynomials R,(x) are orthogonal with respect to ffi?z, one would expect to get the monic

polynomials P,(x), under the classical Christoffel transformation of R,(x). Thus, applying [32, Theorem 2.7.1] and letting

7
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d(x) = (1 4+x%2)? = (x — i)?(x + i)?, one hopes that P,(x) can be defined by

Rn(i) Rn+1(i) n+2(i n+3(i n+4(i
Ry(D) R4 R0 Rys() Ry ()
Cup(X)Pp(x) = |Rp(—1)  Rnyp1(—1) Rpga(—=i) Rpps(—=i) Rppa(=1)], (4.1)
Ry(=1) R q(=1) R (=) Ry 5(—) Rn+4( i)
Ra(X)  Rnt1(X)  Rnsa(X)  Rnys(x) +a(x)
where

Rn(i) Rn+1(') Rny2(i)  Rnys(i)
C = R;(i)_ Rl 4(D) R;1+2(i)_ R 5(D) )
"7 Ra(=1)  Rnga(—i)  Rpsa(—i)  Rny3(—i)
R;(_i) R/n+l( ') R/n+2(_i) R/n+3(_i)
However, by (2.2), we have that R/ (i) = Rj(—i) = 0 foralln =0, 1, 2, ..., therefore the determinant on the right-hand
side of (4.1) vanishes as well as C, = 0 and we cannot make any conclusions about the polynomials in (4.1). To resolve
this issue, we instead define a sequence of polynomials {S,(x)}>0 as follows:

Ra(i)  Rny1(i)  Ruga(i)
Sn(x) == Ra(—i)  Rpg1(—i) Rpp2(—0)], (4.2)
PX) | Ry(x)  Rugr(x)  Rupa(x)
where
Rn() Rn l(i)
= Ry (—1) Rn;;(—i)' (4.3)

Note that ¢, # 0 for any n > 0 since
Ru(i)Ray1(—1) — Rup1(i)Ru(—1) = £2Ry(1)Ry41(i)

and by Proposition 2.5, Ry(i) # 0 for any n > 0.
In general we have the following:

Proposition 4.1. S,(x) is a real, monic polynomial of degree n and
Sn(—=%) = (=1)"Sy(x).

Proof. Let

Rn(l) Rnia(i)  Rapa(i)
Dy(x) = |Ra(—1)  Rnpa(—1)  Rnya(—1)|.
Ru(¥)  Rata(x)  Rpya(X)

Then Dy(x) has a zero at i and —i since a row will be repeated. Also, D;(x) = a,R(X) + buR; ;(x) + cuR;  ,(x) for complex
numbers a,, by, c,. Since R;(x) has zeros at i and —i for all n > 1, Dy(x) must have zeros of multiplicity k > 2 at i and
—i, therefore, D,(x)/¢(x) is a polynomial of degree < n. Since the leading coefficient of D,(x) is ¢, from (4.3), which is
nonzero, D,(x)/¢(x) has degree n.

Also notice that b, = R;(i)Ry42(—i) — Ry(—i)Ry42(i) = 0 for all n > 0 since if n is even, then R,(x) is an even function so
Ry(i) = Ry(—i) and thus R,(i)Rp42(—1i) = Rn(—i)Rpy2(i). Similarly, if n is odd, R,(x) is an odd function, so R,(i) = —R,(—i).
Therefore, Ry(i)Ry12(—i) = (—Rn(—1))(—Rn42(i)) = Rn(—i)Rn42(i). In both cases we see that b, = 0 for all n > 0. Hence,
the assertion that S,(—x) = (—1)"S,(x) follows simply from the fact that

a
$LOSH(X) = = Ra(X) + Ruy2(X) (4.4)
n
and R,(—x) = (—1)"R,(x). Lastly, Eq. (4.4) shows that S,(x) = S,(x) since the R,(x)'s are real polynomials, thus S,(x) must
have real coefficients foralln=0,1,2.... O

It is natural to ask about orthogonality relations regarding the S,(x) and in fact, we have that they are “almost”
bi-orthogonal to the polynomials R,(x).

Theorem 4.2. For the sequences {S;(x)}n>0 and {R,(x)}n>0 we have that

o0
/ Sn(X)Rum(x)du(x)=0form=0,1,....,n—1,n+1,n+3,n+4,...

(o.¢)

and

/OO Sn(X)Rm(x)du(x) # 0 form =n, n+ 2.

o0
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Proof. For the cases m <n,m=n+ 1, or m > n + 2, we see by the orthogonality of {R,(x)}n>0, that

foo Sn(X)Rm(X)dp(x) = /OO ﬁRn(x)Rm(x)M

« e G (+ 0y
o) dlL(X)
+ [ N Rn+2(x)Rm(x)m
=0.

Lastly, we have

foo Su(X)Rp(x)du(x) 0 form=n,n+2

o0

since a, = cy41 #O0foralln=0,1,2,... by (43). O

It turns out that one can state the above theorem for polynomials f(x) satisfying f'(i) = f'(—i) = 0.

Theorem 4.3. Let f(x) € C[x] such that f'(i) = f'(—i) = 0 and let deg(f) = m. If m < n + 2, then

/ S, (X)dpu(x) = 0.

o0

Proof. Since R(i) =R,(i)=0forallk=0,1,2,..., % is a polynomial of degree k — 1 fork =1,2,... so { fﬂ:; }’M

is a basis for C[x]. Thus, < ® 22:12 ag f’i;z) Multiplying by 1 + x? and then integrating we see

m—2
f) =) aRilx).
k=0

The result now follows from Theorem 4.2. O

The biorthogonality relationship from Theorem 4.2 allows us to define new polynomials which will be shown to
coincide with our original polynomials P,(x).

Theorem 4.4. Let p, € R be such that

0 n=1,2,
— [22 XSn(x)dpu(x)
pn = TS 200
— /2% ¥ Sn(x)dpulx)
S50 ¥3Sn—2(x)du(x)

nodd, n> 3, (45)

neven, n> 4.

Then defining S_1(x) := 0, the monic polynomial Py(x) := S;(x)+ pnSn_2(x) is orthogonal to {1, x, x*, Ri(x), Ry(x), . . ., Ry_3(x)}
with respect to u for alln > 1.

Proof. To show p, is well defined for n > 3, consider the case where n is odd and assume by way of contradiction that
ffooo XxSp_2(x)du(x) = 0. We claim this implies that if k is a positive, odd integer, then

/ ~ xKSp_o(x)du(x) = 0 (4.6)

oo

for all n > k. Recall that Ri(x) is a monic polynomial of degree k + 2 and by Theorem 4.2,

f Su 2 CORX)p(x) = 0

(o.¢)

for n > k + 2. But,
/ Sua(IROA(X) = / X425, (x)du(x) + /

o0 —00 —00

o0 o0

XS (A0 + - - + / XSu_2(X)du(x)

—00

thus, by induction, ffooo x¥S,_o(x)du(x) = 0 for all n > k. Therefore, Eq. (4.6) implies that S,(x) is orthogonal to
{x,x3,x°,...,x"} for all n odd, n > 1. In particular,

foo S2(x)du(x) =0

which is a contradiction. Therefore, o, is well defined for all n odd, n > 1.

9



R. Bailey and M. Derevyagin Journal of Computational and Applied Mathematics 438 (2024) 115561

The same reasoning holds for when n is even since then we will have that S,(x) is orthogonal to {1, x?, x4, ..., x"} for
all n > 2. Therefore, p, is well-defined for all n > 1.

It remains to show the orthogonality of 7,(x) with each polynomial in

{1, x, X2, Ry(x), Ry(x), . .., Ry_3(x)}. Notice that if k < n — 2, then

oo

/ Pa(ORO () = / SaCORXAR() + o f S 2 CORKX)H(X)

o0 —00 —0o0

=0

by Theorem 4.2. Thus, [ Pa(X)Re(x)dpu(x) =0 forall k=1,2,...,n— 3.
Now for n > 3,

f Paldu(x) = / SadX) + pn f Su_a(X)du(x)

o0 —0o0 —00

® /a, dpu(x)
= /;OO <7Rn(x) +Rn+2(x)) mdx

*® (ay_y du(x)
+ pn /_ } ( 2R a(0)+ Rn(x>> e

= O’
where the last equality holds by the orthogonality of R,(x) with Ro(x). If n = 1, then

f Prdu(x) = / S1(0du(x) = 0

o0 —00

since Si(x) is odd (and by the orthogonality of R{(x) and R3(x) with Ro(x)).
If n = 2, then

/ Padu(x) = f S04 + 2 f So(0du(x) = 0

o0 —00 —00

by definition of p, and S,(x), so that P,(x) is orthogonal to 1 and thus P,(x) is orthogonal to 1 for all n > 1.
It is now easy to see that P,(x) is orthogonal to x for all n > 2 since if n is even, then xP,(x) is an odd function so that

/OO XPu(x)du(x) = 0.

o0

If n is odd, then

/ XPa(X)du(x) = f XSa(0du(x) + o / XSu_2(X)du(x) = 0

o0 —0o0 —00

by the definition of p,. Thus, P,(x) is orthogonal to x for n > 2.
Similarly, P,(x) is orthogonal to x* for n > 3 since if n is odd, then

o0
/ X2 Pa(x)dp(x) = 0
—00
since x>P,(x) is an odd function, and if n is even, then the result follows by definition of pj.

Thus, P,(x) is orthogonal to {1, x, x?, R;(x), Ry(x), . . ., R,_3(x)} with respect to p as wanted. O

Theorem 4.5. Let {P,(x)}s>0 be a sequence of monic orthogonal polynomials with respect to a symmetric measure (« and let
{Rn(x)}n=0 be the family of polynomials defined by Ry(x) = Ppy2(x) 4 AnPn(X) + Ba(x)Py—2(X). Assume that {R,(x)}y>0 satisfies
the following:

()R(i)=0 n=1,2,...

(2) 22 Ro®Ra(X) 5 =0 n=1.2,...

(3) [ RiR() S, =0 n>2,
Then
1| Ra(®  Raga(i)  Rpsa(i) on Roo(i)  Ra_1(i)  Ra(i)
¢(x)Pn<x)=[ Ro(—1) Ror(—1) Rupa(—0)| + " |Rua(—i) Ryr(—) M—n]
G Ra(x)  Rusi®)  Rua®) | 2 [Rip(X)  Raoa(x)  Ra®)

where ¢(x) = (1 + x*)? and p, and c, are given by (4.5) and (4.3), respectively.

10
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Proof. First, since {1,x, x?, Ry(x), Ra(x), ... R,_3(x)} is a basis for polynomials of degree less than n, we can write
X = ag + a1x + ax* + asR1(x) + - -+ + agRe_»(x) for k < n. Therefore, by Theorem 4.4, {Pu(x)}n=0 is orthogonal to
{1,x,x2,...,x""1}. Also, since P,(x) is a polynomial of degree n, this orthogonality implies that ff; X"Pp(x)dp(x) # 0 for
all n > 1 (otherwise P,(x) = 0 for all n > 1). Therefore, {P;(x)}n>0 is @ monic OPS with respect to w. By the uniqueness
of orthogonal polynomial systems, we must have that P,(x) = P,(x). O

It is interesting to note that while the polynomials S,(x) defined in (4.2) may not form an orthogonal polynomial
sequence (as will be shown in Section 6), they still have familiar behavior of their zeros.

Proposition 4.6. The zeros of S,(x) are real and simple and lie in the interior of the support of du(x).
Proof. First, since S,(x) #0forn=0,1,2,... and

/’&mwwz/‘&mmmwmzo

o0 o0

foralln = 1,2, ..., it must be the case that forn = 1, 2, ..., Sy(x) has at least one zero of odd multiplicity which lies
in the interior of the support of du(x). So let x1, x2, ...x,, 1 < k < n, be the distinct zeros of odd multiplicity of S,(x) in
the interior of the support of du(x). By Lemma 2.4, there exists a polynomial f(x) of degree k 4 2 such that f(x;) = 0 for

X2
j=1,2,...,kand f(i) = f(—i) = 0. Then S,(x)f(x)e” 2 > 0 for all x € (—oo, co). But, by Theorem 4.3,
| sirtoduto =

o0

for k < n so we must have that k = n and hence S,(x) has n distinct, real zeros in the interior of the support of du(x). O

We also have that the zeros of S,(x) and S,;1(x) interlace. Before proving this behavior, we recall the definition of an
integrable Markov system (see [33]).

Definition 4.7. Let my(x),k = 0,1,2,..., be real valued functions on R. Then the sequence {my(x)}x>o forms an
integrable Markov system on (a, b) if

(1) Foreach k=0, 1, 2, ..., w(x) is defined on (a, b) and fab my(x)dx < oo.

(2) Forn=1, 2, ... and arbitrary scalars ag, a;, ... (not all zero), the function

n—1
= Z agmy(x)
k=0

has at most n — 1 zeros in (a, b).

We are now in a position to show the interlacing property of the zeros of S,(x) and S, 1(x) when the associated measure
has density with respect to the Lebesgue measure.

Proposition 4.8. Let {P;(x)},>0 be a sequence of polynomials orthogonal with respect to the positive weight function w(x)
on (a, b) and let {Ry(X)}n>0 and {Sy(x)}n>0 be the corresponding families of polynomials defined in (2.1) and (4.2), respectively.
Denote the kth zero of Sy(x) by Xux. Then

Xnt+1,k < Xnk < Xn+41,k+1> k=1,2,....n

Proof. Consider the family of functions {(x)}k>0, where

Yo(x) = 1 and yr(x) = X2 + —k—’tzx", k=1,2,...
as in (3.4) and let m(x) = w(x)yi(x) for k=0,1,.... Then mk( ) is integrable for k = 0, 1, 2, ... since the measure
w(x)dx has finite moments. Also, Zk agme(x) = w(x Zk a(x), where f(x) = ZZ;S ary(x) is a polynomial of
degree at most n + 1. Note that f'(i) = f (—=i) =0, thereforef (x) has at most n — 2 real zeros. Thus, by the mean value
theorem, f(x) can have at most n — 1 real zeros. Since w(x) is non-zero on (a, b), we see that Zz;(l) arwi(x) can have at
most n — 1 zeros in (a, b), hence, {m(x)},>0 forms an integrable Markov system.
Recall that

b
/ Yi(X)Sp1(X)w(x)dx = 0

for k < n+ 1 by Theorem 4.3, and the zeros of S,,1(x) are real and distinct by Proposition 4.6, thus the result follows
from Theorem 3(iii) of [33]. O

Remark 4.9. One can check that Theorem 3(iii) of [33] can be extended to any measure supported on R with finite
moments so that Proposition 4.8 also holds in the more general case.

11
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5. Recurrence relations

In this section we establish that the polynomials R,(x) satisfy a higher-order recurrence relation and at the same time
we show that the R, are a discrete Darboux transformation of the original family P,. Note that in [8] it was shown that
exceptional Hermite polynomials satisfy a family of recurrence relations and we demonstrate that a similar statement is
also valid for the R,.

It has been shown in [4,6,7] that the differential operator underlying (1.1) can be obtained via a double commutation
method (aka continuous Darboux transformation) from the analogous differential operator corresponding to Hermite
polynomials. The ideology of generating new nonclassical orthogonal polynomials from the classical ones goes back the
works of Griinbaum and Haine (see [10,29] and the references therein) and now we are in the position to demonstrate
that a similar situation occurs for the difference operators underlying the DEK-type orthogonal polynomials and the
corresponding conventional orthogonal polynomials. To this end, let us consider the monic Jacobi matrix

0o 1 O
a 0 1
I=1, o 0 - (5.1)

that corresponds to the family of symmetric orthogonal polynomials {P,(x)},>0 that we started with, that is,
JP(x) = xP(x),
where P(x) = (Po(x), P1(x), P2(x), ...)". From (2.1) and Theorem 4.5 we conclude that
R(x) = AP(x), $(x)P(x) = BR(x), (5.2)

where R(x) = (Ro(x), R1(x), Rz(x), ...)7, A and B are some banded matrices. Then the following result holds true.

Theorem 5.1. We have that

ABR(x) = ¢(x)R(x) (5.3)
and

BA = (J* + 1), (5.4)
where | is given by (5.1) and I is the identity matrix.
Proof. To get (5.3), one multiplies the second relation in (5.2) by A on the left and uses the first relation to get rid of
P(x). Similarly, we get

BAP(x) = ¢(x)P(x).
Since ¢(x) = (1 + x%)?, we have ¢(x)P(x) = (J? + I)*P(x) and hence

BAP(x) = (J + I)*P(x).
The latter relation gives (5.4) because any finite number of the orthogonal polynomials form a linearly independent

system. O

Remark 5.2. Formula (5.3) constitutes a recurrence relation for R,(x) and therefore the exceptional orthogonal polynomi-
als R,(x) satisfy a higher-order recurrence relation and form generalized eigenvectors of the corresponding non-selfadjoint
operator, which allows to do spectral analysis of the underlying semi-infinite band matrices. Another message is that
the approach can be applied to other similar classes of biorthogonal polynomials. Note that this approach was already
implemented for some nonclassical orthogonalities. For instance, a discrete Darboux transformation can lead to Sobolev
orthogonal polynomials [28,34] as well as to indefinite orthogonal polynomials [27]. As for the exceptional part, skipping
polynomials of certain degrees is natural for discrete Darboux transformations as can be seen on indefinite orthogonal
polynomials [30,31,35].

A different technique leads to a family of recurrence relations analogous to what was obtained in [8] but it does not
immediately reveal the bond between the spectral properties unlike the commutation relation given in Theorem 5.1.

Proposition 5.3. Let ¥y be a monic polynomial of degree k such that

Y'(i)=0, y'(-i)=0.

12
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Then
n+k

W (x)Ru(x Z Cn.mRm(x

m=n—k

for some constants ¢ m.

Proof. Since f(x) = y(x)Ry(x) satisfies f'(i) = f'(—i) = 0, using the reasoning given in the proof of Theorem 4.3, we see
that

n+k

Reiterating the argument for (x)R(x) and using the orthogonality of R,, we see that

dp(x) = dpu(x)
/ VORNRA (1) 05 =/ O Lenh) 7

provided that m < n — k, which yields the desired relatlon. O

In particular, if ¥ (x) = 1+x+ % then Proposition 5.3 gives a 7-term recurrence relation while Theorem 5.1 produces
a 9-term recurrence relation for ¥ (x) = (1 + x%)%.

6. Examples

Here we firstly show that the DEK polynomials fit into the general scheme that we presented and then apply the
construction to the Chebyshev polynomials of the first kind, which leads to a new family of DEK-type orthogonal
polynomials that does not coincide with the known families.

6.1. DEK polynomials

As was pointed out at the beginning the DEK polynomials satisfy the relations [2]

Fo(x) = (x® + 3x)Hep_1(x) — (n — 1)(1 + x*)He,_5(x) (6.1)
= Hepy(x) + 2(n + 2)Hey(x) 4+ (n + 2)(n — 1)Hep_5(x). (6.2)
Next, note that from Eq. (6.1), one has that
F(i)=0

for all n. In this case, we know the coefficients from the start but, in principle, Proposition 2.2 could independently
establish existence of the coefficients and the procedure given in the proof would lead to A, = 2(n + 2) and B, =
(n+2)(n—1). Then, the orthogonality would follow from Theorem 2.3. Since F,(i) = F,(—i) = 0, as was already mentioned,
the classic Christoffel transformation cannot be applied. However, Theorem 4.5 allows us to obtain the original He,,(x) from
the F,(x). We show this below forn=1,2,...,5

Example 6.1. Let S,(x) be the polynomials defined by
Fo(i)  Fapa(i)  Fago()

1
Sn(x)3=7Fn( i) Fap1(—i)  Fapa(=1)],
GU+22 () Fan(0)  Fro()
where
o = Fy(i) Fra(i)
n Fn(_i) Fn+1(_i) ’

Then applying Theorem 4.5 to the DEK polynomials for n =0, 1, 2, 3, 4, we have

$(x)Heo(x) = ¢(x)So(x) = F2(x) + 2Fo(x)
$(x)Heq(x) = ¢(x)S1(x) = F3(x) + 2F(x)
P(x)Hez(x) = ¢(x)S2(x) = Fa(x) + 4F>(x)
$(x)Hes(x) = p(x)[S3(x) + S1(x)] = F5(x) + 6F3(x) + 2F;(x)

3
d(x)Hey(x) = d(x)[Sa(x) + 5Sz(x)] = Fg(x) + 8F4(x) + 6F(x).

13



R. Bailey and M. Derevyagin Journal of Computational and Applied Mathematics 438 (2024) 115561

We list the first five S,(x) for the reader’s convenience.

So(X) =1
S1(x) =x
SH(x) =% — 1
S3(x) = x° — 4x
15 9
Sa(x) = x* — 7)( + 7

One may ask if {S;(x)}n>0 is an orthogonal polynomials system. If this were the case, then {S;(x)}n,>0 would satisfy the
three-term recurrence relation

Xsn(x) = sn+1(x) + ansn(x) + ,ann71(x)-

However, if we consider when n = 3, then we cannot find coefficients o3 and B3 such that this three-term recurrence
relation is satisfied. Thus, the polynomials S,(x) cannot be an OPS with respect to any quasi-definite linear functional.

Remark 6.2. It was shown in [3] that the DEK polynomials are complete in

L2< e—X /2

(1+x2)2dx( 00, 00) .

6.2. Chebyshev polynomials

We now take the case P,(x) = f,,(x) where f,,(x) is the monic Chebyshev polynomial of the first kind of degree n and
du(x) = (1 — x2)"2dx.

Theorem 6.3. Let fn(x) denote the monic Chebyshev polynomial of the first kind of degree n. Then for n > 1, there exist real
numbers A, and B, such that Ry(x) = Tpi2(X) + AnTa(X) + BnTy—2(x) is a monic polynomial of degree n + 2 satisfying,

(1) Ry(i)=0foralln=1,2,.
(Z)flwdx_oforalln—l 2,.

x2 l+>(2))2
R1(X)Ra(x
(3) f e may Z)de_ 0 foralln> 2,

where Ro(x) == 1.

Proof. First, it should be noted that if A,, B, € R and R;,(i) = 0 then, it must be the case that R (—i) = 0.

We can explicitly find R¢(x) since R¢(x) = f3(x) + Alfl(x), is an odd, monic polynomial of degree 3 which satisfies
that R)(i) = 0. Thus R4(x) = x> + 3x and hence A; = 15/4 and B; can be arbitrary. Notice that R;(x) satisfies
f ) RO(X)R1(X) dx = 0 since —2¥R1 _ 5 an odd function.

A/ 1-x2(14x2)? AV 1=x2(14x2 2

Now for n > 2, by Proposition 2.2, it suffices to show that for n > 2 even, det(&,) # 0 and for n > 3 odd, det(©,) # 0
where

) TI(i) T, ()
L e S
and
; (i) T, (0)
_ A
' f 1 7:])(:2( :1);)2)2 f 1 m(ljg; dx

In fact, since Tn(x) 2,,11 w(x) for n > 2, where T;,(x) is non-monic Chebyshev polynomial of the first kind of degree n,

we can replace T with T in &y and O, and show the corresponding determinants are non-zero. Thus in what follows, we
will let O, and &, denote the matrices with entries given by the non-monic Chebyshev polynomials of the first kind.
Let n > 2 be even. Then using partial fraction decomposition, we have

w(x) dx=l/1 Ta(x) dx—l/l LX)
—14/1—x2(1 4+ x2)? 4/ x+iv1—x2 40 x—i1—x2
_1/]“(")61,(_1/17"(")“
4J1 (x+i2V1—x2 4 )1 (x—i2V1—x2

14
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Notice that for x ¢ (— 1),

1 dy T dy
+Tx) | —
- —x\/l—y2 —X \/l—yz 1Y =X /1—y?

1

— 7Upa(X) + Tolx) / 4

1
—1Y—X\/1—y2’

where U,(x) is the nth degree Chebyshev polynomial of the second kind. Differentiating, we see that

1 1

Ta(y) , , / 1 dy
———— dy =nU,_(x)+ T (x)

/— (y —x)2/1—y2 o " 1Y =X /1—y2

—i—T(x)/] ! dy
S A

Thus, using the fact that for n even,

Ta(—1) = Ta(1)
Ty (=) = —Tu(i)
Un—1(i) = —Un 1(1)
Ur/l (=) =U;_ 1(1)
and also using the identities

T, (i) = nUp_1(i)

and
nTn(i) - iUnfl (l)

U, (i) = -

we have that

/1Tn<><>dx_,, 32N g (2220
(1 +RP/T—2 42 )" 42 e

Now, assume by way of contradiction that det(&,) = 0. Then,

T,(i)/‘ Tn2(®) (i)/] Ta(x) dx
Tl aa+eryi—x 0 ")+ eyl —x

so substituting in (6.7) and simplifying, we must have

n<3+(zg>ﬁ) Un 10T () = (n — )<3:}I)” SO0
3i

= EUnfl(i)Un73(i)-

Using the fact that

Toa(DUna(i) = ~ (Upns(i) + 2i) and

2
1
Tn(i)Un73(i) 2 (UZn 3( ) 21)
Eq. (6.8) becomes
3 . 3n—=1)i nn-2)ji 3i
FUZn 3(i) + 22 + 2 Sun 1(DUn=3(1).
Note that
) (i_,’_ ﬁi)n+1 _ (i— ﬁi)n+1
Un(l) =

2/2i

thus, for n even,

Up iUy () = 5342920+ 23— 2V

15

(6.7)

(6.10)



R. Bailey and M. Derevyagin Journal of Computational and Applied Mathematics 438 (2024) 115561

and
—(342V2) 1 4+ (3 —-2V2)"!
24/2i
so that Eq. (6.10) is equivalent to
3(2}2]) + n(nz_ 2 | g = 2(3 — 2321, (6.11)
But since g > 1 and all the terms on the left-hand side are positive, we see that the left-hand side is strictly greater than

1. However, 3 — 2+/2 < 1 hence (3 — 2+/2)"! < 1 for all n > 2 which shows that the right-hand side of (6.11) is strictly
less than 1 which is a contradiction. Therefore, det(&,) # O for n even, n > 2.
Now let n be odd, n > 1. Using partial fraction decomposition, we have that

1 1 1
Rl(X)Tn(X) dx = 1 / Tn(x) dx + 1 / Tn(x)

_mt il g4
1(x+ V1 —x2 2 1(x—i)«/1—xzx

Uzp—3(i) =

VT —x(1+x22 2
N i /] Ta(x) b /1 Ta(x) i
2 0 (x+iRV1—x2 2/ 0 x—i2V1=x2

6
Ta(—1) = —Ta(i)
Ty(~i) = Ty(i)
Un—1(—1) = Up—1(i)
Up_y(=i) = =Uy_4(i)
we see that

B (27 T i (TR 4 ) 0)
aVT=2(+xp \2v2 o 2 ) vatz)

As before, assume that det(©,) = 0. Then

T/(i)/l (x* 4 3x)Th_2(x) b T (i)/] (X3 + 3%)T,(x) N
TS+ xRV = A2 I (14+x22/1 —x2
hence,
3ir  in(n—2) . . ir  inn o
n (ﬁ + 2) Un—1()Tp—2(i) — (n — 2) (2«/5 + 2) Un—3()Ty(i) (6.12)
= 3 Up—1()Un—3(i).
By Eq. (6.9), this simplifies to
3i 3(n—1
75Ul - (”ﬁ ) nn = 2) = =30, (00U (6.13)
Since n is odd,
U iUy () = - (342920 = (3 - 2427 +6)
and
Uy (i) = (B+2v2) ' —(3-2v2)"!
2n-3 - 2«/51
so that Eq. (6.13) is equivalent to
—3(n—1) 9 3. -
—5 (n—2)- =20 24201, (6.14)

Clearly, for n > 1, the left-hand side is less than zero but the right-hand side is greater than 0, hence det(©,) # 0 for any
noddn>1. 0O

We list the first few R,(x) below:
'Ro(X) =1
Ri(x) = x> + 3x
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L n | L = & I I 4 =
® n=! ® n=.
-1.0 -05 05 10 n=20 -10 -0.5 05 1.0 n=25

Fig. 1. The behavior of the zeros of R,(x) for n = 20 and n = 25. Note that for n = 20, there are 4 real zeros of multiplicity two and for n = 25,
there are 8 with multiplicity two and two with multiplicity 3.

Ra(x) =x*+2x2 +1— #
o sfzx3 i Vs 15f2x
28 28
6 3(=859+ 192[2)){4 2052+ 1152«5){2 7859 4 559212
2402 2402 2402
Next, using Mathematica one can check the behavior of the zeros of R,,.

Remark 6.4. From Fig. 1, one can see that the zeros of R, behave similarly to zeros of exceptional Hermite, Jacobi,
and Laguerre polynomials [36,37]. Besides, such a behavior is typical for indefinite orthogonal polynomials [31,35]. Since
the link between general R, and indefinite orthogonal polynomials has been given earlier in this paper, it is natural to
conjecture that similar situation takes place for general polynomials R;.

Corollary 6.5. Let {R,(x)}n>0 be the family of polynomials given in Theorem 6.3. Then {R,(x)}n>0 is a family of DEK-type
orthogonal polynomials and R,(i) # 0 foranyn=20,1,2,....

Proof. By Theorem 6.3, we know that the R,(x) are polynomials of degree n + 2, thus, the sequence does not include a
degree 1 or degree 2 polynomial. The orthogonality and the fact that R,(i) # O for any n follow from Theorem 2.3 and
Proposition 2.5, respectively. O

The results of Theorem 6.3 allow us to apply Theorem 4.5 to obtain the monic Chebyshev polynomials of the first kind
from the R, (x).

Corollary 6.6. Let {Rn(x)}n>0 be the family of polynomials given in Theorem 6.3 and let {fn(x)}nzo be the sequence of monic
Chebyshev polynomials of the first kind. Then for ¢(x) = (1 + x?)?, we have

) 1| Ra(i)  Rpsa(d)  Raga(i) on Rp—2(1)  Rn-1(i)  Rali)
PXTa(x) = | — |Ra(—=1)  Rnp1(=1) Rapa(=0)| + Ru—2(—1) Rp-1(=1) Ra(=D)| |,
O | Ru(X)  Rpga(X)  Rup2(®) | 2 [Rpa(X)  Rpoa(x)  Ralx)
where
o — Ra(i) Rns1(i)
" Ra(=1) Rupa(—i)

and {pn}n>2 is a sequence of real numbers.

Proof. This is a direct application of Theorem 6.3. O

One may r101te that the p, are given by Theorem 4.4, where
du(x) = _1.11(x)dx and
w(x) el 1,17(%)

1| Rl Rl Ragali)
Sn(x) = Ra(—1) Rupp1(—i) Rppa(—i)|.
D) | Ro(x)  Rupr(®)  Rupa(x)
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Below are the first few S,(x) corresponding to the Chebyshev polynomials:

So(x) =1
S1(x) =x
1
So(x) = %% — 2
S3(x) = x> — %x
Sa(x) = xt— j—zxz + g

One can also quickly check that, for example, when n = 2, there are no such « and 8 such that
xSa(x) = S3(x) + aSa(x) + BS1(x).

Thus the S;(x) corresponding to the Chebyshev polynomials of the first kind do not form an orthogonal polynomial
sequence with respect to any quasi-definite linear functional.
Below we illustrate the modification of the Christoffel formula when applied to the R,(x).

Example 6.7. Applying Theorem 4.5 to the R,(x) for n =0, 1, 2, 3, 4, we have

¢me:mmm=mw+§?mw
¢mMm=mmm:mm—Ei%Emm
¢mMn=mmm=mm+§§§ﬁmm
¢MM@=M@FMHkJNﬁ=RwHﬁm§?ﬁmm+3;f%M)
aﬁmhwwhm+%m4=mm+gijg; m+§%5?@mm

The family {R,(x)}n>0 shares a similar property with families of exceptional orthogonal polynomials in that they form
a complete basis for the corresponding weighted L? space.
Theorem 6.8. The DEK-type polynomials R,(x) corresponding to the monic Chebyshev polynomials of the first kind are
complete in [2 | —&—— [-1,1] ).
P A/ 1—x2(14x2)2 [ ]>
Proof. Assume that {R,(x)}.>0 is not complete in [> | —% 1,1
{ n( )}n_O P (m(l+x2)2 [ ]>

Then there exists f(x) € L2 ( [—1, l]) such that f(x) # 0 and

dx
V=242’

dx
'memﬁfﬁﬁﬁfm

foralln=0,1,2.... By Theorem 4.5, we have foralln=1,2,...
(14 8 )°Ty(x) = Ruga(X) + @nRa(x) + aRn—2(x)
for real numbers «;, and ﬁn Thus foralln=1, 2, .

LA dx
gt g = [ e “m

dx
R
/f neal «/1—x2(1+x2

dx
+ oy _lf(X)Rn(X)m
! dx
+ B qf(X)Rnfz(X)m
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If n = 0, then (1 + x2)2To(x) = (1 4+ x2)2So(x) = Ra(x) + agRo(X) so by the same reasoning

/ of—E o
-1 ° Vi—2

Notice that —— > 1 on [—1, 1] hence

(14x2)2
1! ,  dx ! , dx
4/_1 VO = = /_1 O A= Ty

< Q.

Thus f(x) e L? (Jw(_z [—1, 1]). But since f‘n(x) are complete in this space, the above implies that f(x) = 0 which is a
1—x

contradiction. O

Remark 6.9. Theorem 6.8 can be generalized to DEK-type polynomials where the P,(x) are complete in L? (du(x), [a, b])
for a compact subset [a, b] of R.
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