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ABSTRACT

Lossy compression can be an effective tool in AI training and in-

ference to reduce memory requirements, storage footprint, and in

some cases, execution time. With the rise of novel architectures

designed to accelerate AI workloads, compression can continue to

serve these purposes, but must be adapted to the new accelerators.

Due to programmability and architectural differences, existing lossy

compressors cannot be directly ported to and are not optimized for

any AI accelerator, thus requiring new compression designs.

In this paper, we propose a novel, portable, DCT-based lossy com-

pressor that can be used across a variety of AI accelerators. More

specifically, we make the following contributions: 1) We propose

a DCT-based lossy compressor design for training data that uses

operators supported across four state-of-the-art AI accelerators:

Cerebras CS-2, SambaNova SN30, Groq GroqChip, and Graphcore

IPU. 2) We design two optimization techniques to allow for higher

resolution compressed data on certain platforms and improved com-

pression ratio on the IPU. 3) We evaluate our compressor’s ability

to preserve accuracy on four benchmarks, three of which are AI

for science benchmarks going beyond image classification. Our ex-

periments show that accuracy degradation can be limited to 3% or

less, and sometimes, compression improves accuracy. 4) We study

compression/decompression time as a function of resolution and

batch size, finding that our compressor can achieve throughputs

on the scale of tens of GB/s, depending on the platform.

CCS CONCEPTS

• Theory of computation→ Data compression; • Computer

systems organization → Neural networks; Data flow architec-

tures.
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1 INTRODUCTION

Motivation: In recent years, AI models have grown rapidly in size,

from 100s of millions of parameters to 100s of billions of parameters

[33]. The training cost in terms of time, hardware requirements, and

power consumption increases greatly with the size, with models

on the scale of 100s of billions of parameters requiring hundreds

to thousands of GPUs for training. For instance, OPT-175B has 175

billion parameters and was trained on 992 80 GB NVIDIA A100

GPUs [30]. To match this meteoric rise in training demand, AI

accelerators with architectures more finely tuned for ML training

and inference have been developed, including the Cerebras CS-

2 [2], the SambaNova SN30 [6], the Groq GroqChip [8], and the

Graphcore IPU [3]. These emerging architectures have already

been deployed in a variety of scientific research tasks, including

molecular dynamics simulations [12] and genome-scale language

models [34]. In [12] and [34], AI accelerators are shown to improve

time-to-solution and enable larger batch sizes, both of which are

critical to performance.

Novel accelerators attempt to overcome the salient drawbacks

of traditional AI training platforms like CPUs and GPUs. GPUs rely

on frequent memory exchange between on-chip and global device

memory, and require kernel launches for each layer of computation

in a neural network. CPUs often have deeper memory hierarchies

and lack high degrees of parallelism, which can be a bottleneck for

tensor operations frequently occurring in neural networks. Many

emerging AI accelerators seek to improve training and inference

performance by introducing an abundance of on-chip memory

close to compute while simultaneously achieving high degrees of

data parallelism through specialized GEMM units, many ALUs, or

hundreds to thousands of compute units. Across CPU, GPU, and AI

accelerators, memory still remains a precious resource that must

be rationed to train increasingly large models and datasets. SciML-

Bench [28] is an łAI for Sciencež benchmarking suite that contains

several training and inference tasks found in scientific applications.

Datasets part of this suite as well as other datasets (i.e., the 800

GB training set used for OPT-175B [30]) are on the scale of tens

1



HPDC ’24, June 3–7, 2024, Pisa, Italy Milan Shah, Xiaodong Yu, Sheng Di, Michela Becchi, and Franck Cappello

of GB to nearly the TB level [33]. However, on-chip memory of

accelerators is on the scale of 100s of MB to tens of GB, significantly

smaller than the size of training datasets, as shown in Table 1 and

Table 2.

Limitation of state-of-art approaches: If batch sizes or reso-

lutions of samples used to train models are too large, memory and

storage can quickly be exhausted. As such, compression becomes a

vital tool in managing model and dataset footprint. While previous

works have studied compression for improving memory utilization

and performance of models on CPU/GPU [13, 19] and for decreas-

ing data transfer costs in distributed training [11, 21], little work

has been done to explore compression for AI accelerators. These

works have developed novel compression techniques for varying

compression targets, but lack a direct port or optimized implemen-

tation for AI accelerators such that these emerging accelerators can

reap the benefits of compression.

Key insights and contributions: In this work, we design a

portable, DCT-based compressor that seamlessly runs across four

emerging AI accelerators: the CS-2, SN30, GroqChip, and IPU. To

the best of our knowledge, this is the first attempt to develop a lossy

compressor compatible with these accelerators. The discrete cosine

transform, or DCT [10], is widely used in image compression as a

means of decorrelating image data to improve compressibility. Our

compressor is implemented in PyTorch, allowing the end-user to

call our compress or decompress APIs directly from their Python

training or inference code. Our compressor seeks to provide an

efficient means of reducing data footprint while maintaining data fi-

delity and requiring little programmer effort. Our key contributions

are as follows:

• We develop a cross-accelerator compressor targeting training

data. Our design only requires two matrix multiplications for

compression and decompression each. DCT-II is applied to the

input data, and only a portion of the DCT coefficients matrix is

retained to yield the compressed data.

• We extend our compressor to support higher resolution inputs at

lowermemory footprint using a partial-serialization optimization.

Additionally, we propose a Graphcore IPU-specific optimization

that improves the compression ratio with little impact on test

accuracy/loss.

• Our compressor maintains accuracy close to baseline, generally

within 3%, while reaching compression/decompression through-

puts of 100s of MB/s on GroqChip, 1-2 GB/s on a single IPU, 7-10

GB/s on a single SN30 RDU, and up to 26 GB/s on CS-2.

• We test the additional optimizations and find that partial serializa-

tion can enable higher resolution images (512×512) on SN30 and

IPU, while the IPU-specific optimization can improve compres-

sion ratio by a factor 1-2× with 50% or less drop in throughput.

Experimental methodology and artifact availability: We

perform a comprehensive evaluation of our compressor on the

four AI accelerators and an NVIDIA A100 GPU. The compressor

is evaluated with four benchmarks, a traditional image classifica-

tion task and three AI for Science benchmarks, and a battery of

compression and decompression timing tests with varying input

data resolution and batch size. The code for this work is available

at https://github.com/mkshah5/AI-Accelerator-Compression.git.

Table 1: Breakdown of accelerator specifications. CU = Compute

Unit, OCM = On-chip Memory, PT=PyTorch, TF=Tensorflow.

CS-2 SN30 GroqChip IPU

CUs 850,000 1280 5120 1472

OCM 40 GB 640 MB 230 MB 900 MB

OCM/CUs 48 KB 0.5 MB 0.045 MB 0.61 MB

Software TF, PT,CSL SF, PT
PT, Keras

ONNX

TF, PT,

PopArt

Arch. Dataflow Dataflow SIMD MIMD

Limitations of the proposed approach: Our work focuses on

portability and relies on the rapidly changing development ecosys-

tem for each accelerator. As such, the compressor is lightweight

and does not achieve compression ratios as high as compressors

available on CPU and GPU. Additionally, our design is tailored for

training data as this data is readily available across platforms. In

the future, more work to optimize the compressor for each platform

and for differing compression targets can improve compression ra-

tio and speed as APIs to access activations and gradients are made

available on these platforms.

2 BACKGROUND AND MOTIVATION

2.1 AI Accelerators

AI accelerators are novel architectures targeting fast training and

inference of AI models. These accelerators are designed for opera-

tions and dataflows commonly required for training and inference,

such as matrix multiplications and deep pipelines. In this section,

we provide a high-level overview of each accelerator’s architecture

and programming interface. Table 1 outlines key specifications, in-

cluding compute unit (CU) count, on-chip memory (OCM) capacity,

software interfaces (TF for Tensorflow and PT for PyTorch), and

architecture type.

2.1.1 Cerebras CS-2. The Cerebras CS-2 [2, 5] is a wafer-scale ac-

celerator. The CS-2 wafer contains 850,000 compute units, called

processing elements (PEs), and each PE has an associated 48 KB of

on-chip memory, for a total of more than 40 GB of on-chip memory.

A PE is specialized compute core that accelerates sparse matrix

and other AI operations. The PEs are laid out in a 2-D meshgrid

with high-speed interconnects connecting each PE to its neighbors.

Once the user develops the model using one of the supported soft-

ware toolchains, the Cerebras compiler physically maps the model

computation to the PEs, arranging the computation in a dataflow

manner. This enables deep pipeline-level parallelism where sam-

ples for training and inference flow from host to device memory,

then to the on-chip PEs to proceed with computation. While the

CS-2 does support a custom low-level programming interface, CSL,

custom kernels in CSL are not fully integrated with PyTorch and

Tensorflow. For models with less than 1 billion parameters, the

CS-2 performs pipelined execution as-is, while larger models uti-

lize a weight streaming execution method, where the parameters

are streamed from pipeline stage to pipeline stage along with the

sample or activation data.
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Table 2: Various image datasets for benchmarking AI models

Dataset Size Type Task Sample Size

ILSVRC 2012-17 [26] 167.62 GB General Images Classification 3x256x256

em_graphene_sim [28] 5 GB Electron Micrographs Denoising 1x256x256

optical_damage_ds1 [28] 27 GB Laser Optics Reconstruction 3x492x656

cloud_slstr_ds1 [28] 187 GB Remote Sensing Pixel Segmentation 3x1200x1500

successfully used for AI training on CPU and GPU, the design of

efficient compression techniques targeting novel AI accelerators

has yet to be explored. However, due to their specific architectural

features and programmability constraints, existing lossy compres-

sors are not optimized for these platforms and cannot be directly

ported to them. A portable compressor that can be easily integrated

across accelerators would allow a variety of users to deploy com-

pression in their AI applications. Such a compressor should have

high throughput, offer reasonable compression ratios, and cause

limited impact on model accuracy.

Since these AI accelerators are connected to a host machine,

compression can improve host-device communication as well as

reduce memory and storage footprint. Device-to-device commu-

nication cost can additionally be reduced in both model and data

parallel settings. In some instances, on-chip performance can bene-

fit from compression, such as when compute units must retrieve

data residing in memory units not adjacent to them.

Previous efforts [15, 20] have explored compression of training

data, while focusing primarily on image classification tasks per-

formed on common computer vision datasets, such as CIFAR10 or

ImageNet. Other downstream tasks, such as image reconstruction

and segmentation within AI-for-Science applications, have not been

thoroughly investigated in the context of data compression. A com-

pressor that integrates well with tasks beyond image classification

can benefit the scientific community at large. Thus, we evaluate

our proposed compressor against not only a traditional image clas-

sification benchmark, but also three scientific AI benchmarks.

As of this work, the software stacks of most AI accelerators do

not provide APIs to directly access activation and gradient data.

Thus, we evaluate our portable compressor on training data. As

described in Section 1, training data size is significantly larger

than accelerator memory capacity. We expect that future software

releases might allow programmers to directly access activation and

gradient data stored on the device. To this end, we will discuss

potential modifications to our proposed compressor to extend its

effectiveness to future compression targets.

3 DESIGN AND OPTIMIZATIONS

3.1 Design Challenges

The architectural features and programming support of each accel-

erator poses a set of challenges and constraints on the design of

the compressor.

Tensor Sizes: All the considered accelerators rely on strong

compiler intervention: the compiler generates instruction streams,

execution schedules, and resource allocation. For the dataflow ar-

chitectures, Cerebras’s CS-2 and Sambanova’s SN30, the compiler

places computation physically on-chip, allocating and routing com-

pute and memory units. GroqChip’s SIMD-like architecture, called

the Tensor Streaming Processor (TSP), relies on the compiler to de-

termine the execution schedule, so as to allow more of the chip area

to be used for memory and ALUs instead of control logic. Graph-

core’s IPU also relies on its compiler to build the execution schedule.

Across all compilers, models are converted to computation graphs,

and data structure sizes, specifically tensor sizes, must be known

at compile time. Knowing tensor sizes at compile-time allows the

compiler to generate appropriate instruction schedules and allocate

enough compute and memory resources. The main drawback of

this is that, since all samples must have the same predefined size,

the compression ratio must be known at compile time and cannot

vary from sample to sample.

Programmability and Operator Support: All AI platforms

provide support for popular machine learning frameworks (such

as PyTorch and TensorFlow), with some platforms additionally

supporting custom, lower level programming interfaces (typically

extensions of C/C++). For some of these platforms, we found low

level programming interfaces to have limited documentation and

support. While a PyTorch programming interface is available on

all considered accelerators, it does not have full operator support

on each platform. For instance, PyTorch’s support on SambaNova’s

SN30 includes the torch.bitwise_not API, which performs the

NOT operator on each bit of the input tensor, but lacks bitwise

shift operators that are integral to many variable length encoding

schemes. The lack of support for PyTorch bitwise shift operators is

common among many of the platforms, limiting the ability to im-

plement existing compression schemes relying on these operators.

Using lower level programming interfaces specific to each platform

enables finer grain control of workload partitioning, which can im-

prove throughput, but this reduces compressor portability, making

PyTorch the best programming interface for this work.

Arithmetic Precision Support: While providing low preci-

sion floating point data types to allow faster memory accesses and

computation, different accelerators support different standards. For

example, for 16-bit floating point types, CS-2, GroqChip, and IPU

support the FP16 format, while SN30 supports the BF16 format. In

this work, we use the 32-bit floating point data type for consistency

across all four accelerators and the GPU, and to ensure that data

from benchmarks can be used without type conversion. While this

is not the optimal choice for individual accelerators, using the 32-bit

floating point format allows for a high degree of portability.

Accuracy Preservation: As is the case with all AI/ML tasks,

accuracy is one of the key metrics when gauging a model. In the

case of lossy compression, distortions in reconstructed data can

have downstream effects on model performance. Excessive data
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Existing works have explored lossy compression of other targets,

such as gradients [21] and activations [13][19]. These works seek to

use compression to reduce training memory footprint and improve

distributed training scenarios and use GPU as the primary training

platform. These compression methods, while effective on GPU, can-

not yet be ported to the AI accelerators since 1) access to activations

and gradients is limited or not available, and 2) operators integral

to each compressor are not yet supported, specifically bitwise and

bitshift operations for encoding stages.

In the space of AI accelerators, Emani et al. [16] perform a com-

parison study of large language models (LLMs) across a variety

of accelerators, including the NVIDIA A100, Cerebras CS-2, Sam-

baNova SN30, and Graphcore Bow-Pod64 system. Their work evalu-

ates each accelerator with the same set of LLM benchmarks, finding

that across all accelerators, memory reduction techniques are łof

paramount significancež [16] since the memory size of weights,

activations, and data is often the limiting factor in fitting a model

on a single device.

For compatibility with AI accelerators, one approach for com-

pressor design is using neural networks as the compressor itself.

Liu et al. [23] propose an autoencoder integration for SZ, using the

autoencoder as a predictor that can improve quantization efficiency

of SZ. Lu et al. [25] propose a transformer network that builds on

top of a variational autoencoder to compress images. Both designs

utilize neural network architectures, which are supported across

all AI accelerators, and the encoding stage could be modified such

that a fixed length encoding that does not use bitwise operations

is used. If these designs were successfully implemented, however,

compression and decompression throughput would be significantly

slower than our design. Both designs are deep networks or trans-

formers that require many more operations compared to our two

matrix multiplication algorithm. As such, while AI-based compres-

sors could be implemented on these accelerators, speed would be a

concern.

6 CONCLUSION AND FUTUREWORK

Conclusion: In this work, we have designed a PyTorch-based lossy

compressor that can run across four different novel AI accelerators

with little programmer effort. Our compressor can achieve speeds

ranging from 100s of MB/s on GroqChip, to up to 26 GB/s on the CS-

2. For dataflow architectures, these speeds are significantly faster

than the processing time for equivalent data sizes, allowing com-

pression and decompression to be masked in the dataflow pipelines.

Additionally, loss introduced from our compressor has a limited

impact on test loss and accuracy, leading to reductions in model

performance of generally less than 3%.

Future Work: At the compressor-level, more platform-specific

optimizations can be explored to generate a library of tailored

compressors. In terms of core compressor design changes, we can

test using the ZFP block transform instead of DCT-II, especially

as compression targets change. Since the training data we have

evaluated in this work has been image data, DCT-II is suitable as

a transform, but the ZFP block transform can be more applicable

to general scientific floating point datasets. At the target-level, the

compression targets can evolve as the development ecosystem of

each platform evolves. Weights, activations, and gradients all have

the opportunity to be compressed, reducing model footprint and

training memory utilization. Changing targets can lead to com-

pressor design changes, such as in [19] where SZ is modified to

accurately reconstruct zero-valued activations. If a similar compres-

sion procedure were implemented, this would introduce sparsity,

opening the door to an exploration of sparse matrix operations on

AI accelerators.
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