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ABSTRACT  

The next generation of cellular communication networks aims to enable ubiquitous connectivity with limited inter-cell 
interference through cell-free massive multiple-input multiple-output (CF-MMIMO) technology. Deploying an intelligent 
reflecting surface (IRS) in the cell-free (CF) architecture can significantly enhance coverage area and increase network 
spectrum efficiency. The signals reflected from IRS can be superposed coherently at the user by introducing the phase-
shift with passive reflecting elements (PREs) on IRS. Non-terrestrial communications via unmanned aerial vehicles 
(UAVs) are critical in providing the seamless connection of the next generation of cellular communication systems. In the 
current terrestrial network, the signal strength of aerial platforms like UAVs is compromised as the access points (APs) 
are, in general, aimed at serving ground user ends (GUEs). This challenge can be addressed by incorporating IRS into the 
CF-MMIMO network. In this paper, we present an IRS-assisted CF-MMIMO network architecture that provides coverage 
for conventional terrestrial and evolving non-terrestrial aerial user equipment (UEs) simultaneously. The terrestrial UEs 
experience Rayleigh fading in this architecture, while the non-terrestrial aerial UEs experience Rician fading. To assess 
the performance of the considered system intuitively, we derive closed-form expressions for both the downlink (DL) 
spectral efficiency (SE) and the overall system outage probability. These analytical tools allow us to gain valuable insights 
into the design of CF systems for the next generation of communication systems. To further demonstrate the effectiveness 
of our developed analytical framework, we validate the developed theoretical tools with Monte Carlo computer simulations 
for various use cases of the CF-MMIMO network.  
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1. INTRODUCTION  
Faster data rates, better spectrum efficiency, and seamless connectivity are becoming more and more in demand in the 
dynamic world of wireless communication technologies. "Cell-Free Massive MIMO" (CF-MMIMO) has been developed 
as a possible solution to improve the performance of wireless networks in order to meet these objectives. CF-MIMO, 
which integrates dispersed antennas and cooperative processing, offers considerable benefits over traditional Multiple-
Input Multiple-Output (MIMO) systems. By shifting away from the conventional cellular framework, this innovative 
strategy gives wireless networks more flexibility, coverage, and user-friendly capabilities. According to recent studies, CF 
networks perform better than traditional cellular and small cell networks1, indicating that they will be a strong candidate 
for emerging wireless network technologies. 

As a cutting-edge strategy to transform wireless communication networks, "Intelligent Reflecting Surfaces" (IRSs) have 
recently attracted a lot of attention. An IRS comprises of an extensive number of passive reflecting elements (PREs) that 
may be modified to provide an incoming signal with different phase shifts. The possible data rates are increased as an 
outcome of this modification and the propagation of signals is also enhanced2. 

IRS shows great potential for improving signal reception, reducing interference, and expanding coverage by precisely 
altering the phase and amplitude of incoming electromagnetic waves. The prospective effects of IRS on wireless 
communication are significant since they have the power to fundamentally alter how networks operate at present.  
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Recently, the use of IRSs has been investigated to improve Unmanned Aerial Vehicle (UAV) communication in a variety 
of settings[3,4]. Studies indicated that incorporating an IRS may significantly increase the strength of the signal received by 
UAVs that can broaden the coverage range. With the flexibility to modify the wireless channel to meet expected 
communication requirements, IRS creates a wide range of opportunities for wireless systems to achieve previously 
unattainable standards of performance, efficiency, and connection. In the development of smart radio environment for the 
future sixth generation (6G) of wireless communication systems, IRSs have a great potential and a significant amount of 
curiosity and interests have been drawn towards it5.  

A theoretical model that demonstrates the ideal phase-shift configuration for achieving a high signal-to-noise ratio (SNR) 
for the synthesized received signal has been presented6. IRS-assisted models also has some challenges including the 
primary user being affected from the interference occurred by another user.7 

In this paper, we analyze IRS-incorporated CF-MMIMO system. We thoroughly investigated and examined several 
characteristics of our model including the Cumulative Distribution Function (CDF) and Probability Density Function 
(PDF) in a multi-user scenario with an IRS panel between the source and destination. For our proposed model, we also 
derived the expression of Outage Probability (OP) and used MATLAB evaluate the results numerically. 

2. SYSTEM MODEL  
We consider an IRS-integrated CF system where multiple 𝑀 APs are serving multiple Ground User Equipment (GUEs) 
and we aim to evaluate the performance of one of the GUEs denoted by 𝐷. The IRS panel contains 𝑄 number of PREs that 
direct the signal to the intended destination 𝐷. The channel coefficients for the channel gains from source 1 to 𝑀 to the 
IRS panel are denoted by ℎ1𝑞

′ , ℎ2𝑞
′ , … … ℎ𝑀𝑞

′  . The channel coefficients for the direct link from 𝑀 sources to destination D 
are denoted by ℎ01

′ , ℎ02
′ , … … ℎ0𝑀

′ . Let, ℎ0𝑚
′  denote the coefficients for the channel from the 𝑚-th source to user 𝐷 directly 

and  ℎ𝑚𝑞
′   denote the channel coefficient from the 𝑚-th source to the IRS Panel on its 𝑞-th element. 𝑏𝑞

′  indicates the channel 
coefficient from the  𝑞-th element of the IRS panel to one of the users denoted by D. If we denote the phases of ℎ0𝑚

′ , ℎ𝑚𝑞
′ , 

and 𝑏𝑞
′  by Ø0𝑚, Ø𝑚𝑞  and  Ѱ𝑞  respectively, then the polar form for the channel coefficients can be expressed as: ℎ0𝑚

′ =
ℎ0𝑚𝑒𝑗Ø𝑜𝑚, ℎ𝑚𝑞

′ = ℎ𝑚𝑞𝑒𝑗Ø𝑚𝑞 , 𝑏𝑞
′ = 𝑏𝑞𝑒𝑗Ѱ𝑞 . 

Now, ϱ =  𝑑𝑖𝑎𝑔([𝑘1𝑒𝑗𝜃1, . . . , 𝑘𝑞𝑒𝑗𝜃𝑞 , . . . 𝑘𝑄𝑒𝑗𝜃𝑄  ]) represent the phase-shift matrix8. Here, 𝑘𝑞  ∈  (0,1] and 𝜃𝑞  ∈  [0,2𝜋) 
are the amplitude reflection coefficient and the phase shift of the 𝑞-th reflecting element of the IRS, respectively. 

 
Figure 1: Visual Illustration of the System Model. Access points are indicated by AP. 

Fig.1 presents the system model in detail where the channel coefficients are indicated for each type of propagation. We 
are analyzing the performance of the user denoted by D in a multi-user environment. In our work, It is anticipated that the 
controllers of the IRS and the source considered both have knowledge of the ideal global channel state information . Now, 
the received signal at user 𝐷 will be the summation of all the signals from all the APs (𝑚 = 1 to 𝑚 = 𝑀) that directly 
reaches the user and the reflected signal from the IRS which can be written as using coherent combination[9,10,11].Let us 
denote the received signal at the destination by 𝑌𝑅𝑋, 



 
 

 
 

                                                         𝑌𝑅𝑥 = ∑ √𝑃𝑚(ℎ𝑜𝑚 + ∑ 𝑏𝑞𝑘𝑞𝑒𝑗𝜃𝑞𝑄
𝑞=1 ℎ𝑚𝑞)𝑥𝑚 +

𝑀

𝑚=1
𝑛                                           (1) 

Here, 𝑥𝑚 is considered to be the transmitted signal from each Access Point (AP) and 𝑃𝑚 is the transmit power in dBm 
which we consider to be equal for all the sources in our model. In addition, 𝑛 is the Additive White Gaussian noise 
(AWGN) at 𝐷 with zero mean and variance 𝜎2 i.e., 𝑛∼CN(0, 𝜎2)11.Equation (1) can be represented as a function of the 
SNR for our system by following the steps in11 : 

                                             𝑆𝑁𝑅𝐷 = |∑ 𝜏𝑚
𝑀
𝑚=1 (ℎ𝑜𝑚𝑒𝑗𝜑0𝑚 + ∑ 𝑏𝑞𝑘𝑞ℎ𝑚𝑞𝑒𝑗(𝜃𝑞+𝜑𝑚𝑞+𝛹𝑞))𝑄

𝑞=1 |
2

   .                                              (2) 

After some mathematical manipulations, SNR can be simplified as written below:  

                                            𝑆𝑁𝑅𝐷 = |𝑒𝑗𝜑0𝑚|2|∑ 𝜏𝑚
𝑀
𝑚=1 (ℎ0𝑚 +  ∑ 𝑏𝑞𝑘𝑞ℎ𝑚𝑞𝑒𝑗𝛿𝑞)𝑄

𝑞=1 |
2

   .                                                (3)  

In equation (3), 𝛿𝑞 = 𝜃𝑞 + 𝜑𝑚𝑞 + 𝛹𝑞 − 𝜑0𝑚 is considered as the Phase Error in case of the 𝑞-th element of the IRS panel 
utilized in the model. 

 
                                                                       𝑆𝑁𝑅𝐷 =  |∑ 𝜏𝑚

𝑀
𝑚=1 (ℎ𝑜𝑚 + ∑ 𝑏𝑞𝑘𝑞ℎ𝑚𝑞𝑒𝑗𝛿𝑞)𝑄

𝑞=1 |
2

   .                                          (4) 

The average transmit SNR is represented by, 𝜏𝑚 = 𝑃𝑚/𝜎2 .The desired phase-shift configuration of the 𝑞- th reflecting 
element contained in the IRS may be described mathematically as Ӫ = 𝜑𝑜𝑚−(𝜑𝑚𝑞 + 𝛹𝑞)11.As a result, the amplitude of 
the synthesized received signal at position 𝐷 becomes the highest. If we consider |𝑒𝑗𝜑0𝑚|2 = 1, the final expression for 
SNR at 𝐷 can be thus written as 

                                                                   𝑆𝑁𝑅𝐷 =  |∑ 𝜏𝑚
𝑀
𝑚=1 (ℎ0𝑚 + ∑ 𝑏𝑞𝑘𝑞ℎ𝑚𝑞)𝑄

𝑞=1 |
2   .                                              (5) 

 

3. OUTAGE PROBABILITY 
In this section, we obtain OP for the downlink CF communication system where a user is being served by multiple APs 
via IRS. We discuss both Nakagami distribution and Gamma distribution for our system and use Gamma Distribution for 
the obtaining the plot of the PDF and CDF. Both distribution were analyzed and expression for OP was obtained. The PDF 
and CDF of the Nakagami-𝑚 are described by the parameters m and Л12. Suppose there are two separate random variables 
(RVs), 𝑋1 and 𝑋2, both of which have Nakagami-𝑚 distributions. 𝑋1 is Nakagami (𝑚1, Л1), while 𝑋2 is Nakagami 
(𝑚2, Л2). The statistical parameters of 𝑋1 and 𝑋2 are identical when they are identically and independently distributed 
(i.i.d. RVs) (𝑚1  =  𝑚2  =  𝑚) and (Л1  =  Л2 =  Л)11. However, 𝑚1 and 𝑚2 can be either the same (𝑚1  =  𝑚2) or 
different when they are i.n.i.d. RVs, and the same is true for Л1 and Л2

11. Let us consider that U consists of the sum of 
i.n.i.d random variables. The adaptability of our model comes from its capacity to choose to apply the technique of 
moments to particular subsets or components of 𝑈11. Let us consider a Random Variable 𝑋 which follows Nakagami-
𝑚 distribution. If 𝑚 and Л denote the parameterization of 𝑋, the PDF and CDF can be denoted by12 

                                                                            𝑓𝑋(𝑥;  𝑚, Л)  = 2𝑚𝑚 
𝛤(𝑚)Л𝑚  𝑥2𝑚−1 𝑒−𝑚

Л 𝑥
2
                                                            (6) 

                                                        and  𝐹𝑋(𝑥;  𝑚, Л)  = 𝛾(
𝑚,𝑚Л 𝑥

2 

𝛤(𝑚)
) ,  respectively.                                                          (7) 

In the above expressions, 𝑚 > 0 is the shape parameter and Л >  0 is the spread parameter of the distribution. Now, we 
use the alternative representation for denoting a Nakagami-𝑚 RV: 𝑋 ∼ 𝑁𝑎𝑘𝑎𝑔𝑎𝑚𝑖 (𝑚, Л). The sign Л stands for the 
average channel (power) gain, which is the mean square value of 𝑋13.The distribution of the magnitude of each channel 
can be demonstrated by the following expressions: 

ℎ0𝑚   ̴̴  𝑁𝑎𝑘𝑎𝑔𝑎𝑚𝑖(𝑚0𝑚 , Л0𝑚), 

ℎ𝑚𝑞   ̴̴ 𝑁𝑎𝑘𝑎𝑔𝑎𝑚𝑖(𝑚ℎ𝑚 , Лℎ𝑚), 

                                                                 and 𝑏𝑞  ̴̴ 𝑁𝑎𝑘𝑎𝑔𝑎𝑚𝑖 (𝑚𝑏𝑞 , Л𝑏𝑞). 



 
 

 
 

Let, 𝑌 be a RV following a Gamma distribution, whose PDF and CDF, parameterized by 𝛿 and 𝜔, respectively given by12  

                                                                   𝑓𝑌(𝑦; 𝛿, 𝜔)  = 𝜔𝛿

𝛤(𝛿)
  𝑦𝛿−1  𝑒−𝜔𝑦, 𝑦 ≥ 0,                                                                        (8) 

                                                        and   𝐹𝑌(𝑦; 𝛿, 𝜔)  = 𝛾(𝛿,𝜔𝑦)
𝛤(𝛿)

, 𝑦 ≥ 0,respectively.                                                        (9)                                                                     

We define the following terms or symbols for notational convenience: 𝐽𝑚𝑞 ≜ 𝑏𝑞𝑘𝑞ℎ𝑚𝑞 ,𝑉𝑚 ≜   ∑ 𝐽𝑚𝑞,
𝑄
𝑞=1 𝐿 = ∑ 𝑉𝑚

𝑀
𝑚=1 . 

The following RV will be used to indicate the magnitudes of the end-to-end channel coefficients in our model where 𝑈 ≜
 ∑ ℎ𝑜𝑚

𝑀
𝑚=1 + 𝐿 =  𝐻𝑜𝑚  +  𝐿. 

The exact PDF of 𝐽𝑚𝑞  is expressed as11: 

                                                     𝑓𝐽𝑚𝑞(𝑢) =  
4𝜉𝑚𝑞

𝑚ℎ𝑚+𝑚𝑏𝑞

⎾𝑚ℎ𝑚 ⎾𝑚𝑏𝑞
 𝑥𝑚ℎ𝑚+ 𝑚𝑏𝑞−1 𝐾𝑚𝑏𝑞−𝑚ℎ𝑚

 (2𝜉𝑚𝑞𝑈),                                           (10) 

where, 𝜉𝑚𝑞 = √
 𝑚ℎ𝑚 𝑚𝑏𝑞

𝐾2𝑞 Лℎ𝑚  Л𝑏𝑞
 .We obtain this PDF of 𝐽𝑚𝑞  by inserting values in 𝑓𝑋𝑌(𝑢)  =  ∫ 1

𝑥 
 𝑓𝑌 

𝑢
𝑥

 𝑓𝑋 (𝑥)𝑑𝑥∞
0  and the 

mathematical calculations from the work conducted in14. 

It can be observed that 𝐽𝑚𝑞  follows a 𝐾𝐺  distribution having the shaping parameters denoted by 𝑚𝑏𝑞 and 𝑚ℎ𝑚. By utilizing 
the exact PDF of 𝐽𝑚𝑞 , the 𝑘-th moment of 𝐽𝑚𝑞  can be obtained after a few mathematical modifications, defined as 
𝜂𝑗𝑚𝑞(𝑘),the 𝑘-th moment can be obtained as: 

 

                                                                       𝜂𝐽𝑚𝑞(𝑘) = 𝜉𝑚𝑞
−𝑘  

⎾𝑚ℎ𝑚+ 𝑘2 ⎾𝑚𝑏𝑞+ 𝑘2
⎾𝑚ℎ𝑚 ⎾𝑚𝑏𝑚

     .                                                     (11) 

 

For the IRS with 1, . . . , 𝑄 reflecting elements, the 𝐽𝑚𝑞  random variables are i.i.d. to a Gamma distribution with respect to 
the reflecting elements if 𝑀 is provided. Thus, we obtain 𝐽𝑚𝑞, 

                                                                                 𝐽𝑚𝑞  ≈  𝐺𝑎𝑚𝑚𝑎(𝛿𝐽𝑚, 𝜔𝑗𝑚),                                                                     (12) 

 

where, 𝛿𝐽𝑚  = (𝐸[𝐽𝑚𝑞])²  
𝑉𝑎𝑟[𝐽𝑚𝑞]

 =  [𝜂𝐽𝑚𝑞(1)]² 

𝜂𝐽𝑚𝑞(2)− [𝜂𝐽𝑚𝑞(1)]
2 and  𝜔𝑗𝑚 =  𝐸[𝐽𝑚𝑞]  

𝑉𝑎𝑟[𝐽𝑚𝑞]
 =  𝜂𝐽𝑚𝑞(1) 

𝜂𝐽𝑚𝑞(2)− [𝜂𝐽𝑚𝑞(1)]
2 . 

 

We can represent the approximate distribution of 𝑉𝑚 as11: 

𝑉𝑚  ≈  𝐺𝑎𝑚𝑚𝑎(𝑄𝛿𝐽𝑚, 𝜔𝐽𝑚).  

As a result, the following expressions provide the approximate CDF and PDF of 𝑉𝑚 

                                                                         𝐹𝑉𝑚(𝑢)  ≈  𝛾(𝑄𝛿𝐽𝑚,𝜔𝐽𝑚𝑈)
𝛤(𝑄𝛿𝐽𝑚)

                                                                           (13) 

                                   and    𝑓𝑉𝑚(𝑢)  ≈  𝑓𝑉𝑚(𝑢; 𝑄𝛿𝐽𝑚, 𝜔𝐽𝑚) , respectively.                                                                     (14) 

Now using Multinomial Expansion approach in1410, the 𝑘-th moment of 𝑉𝑚 can be written considering the calculations in11 
as, 

𝜂𝑉𝑚(𝑘) =  ∑ ∑ … … ∑ ( 𝑘
𝑘1

) ( 𝑘
𝑘2

) … … (
𝑘𝑄−2
𝑘𝑄−1

)𝑘𝑄−2
𝑘𝑄−1=0  ×  𝜂𝐽𝑚1(𝑘 − 𝑘1) ×  𝜂𝐽𝑚2(𝑘1 − 𝑘2) … … ×  𝜂𝐽𝑚𝑄(𝑘𝑄−1)𝐾

𝑘2=0
𝐾
𝑘1=0   .    

  (15) 

Now, as 𝐿 = ∑ 𝑉𝑚
𝑀
𝑚=1  , we can obtain the 𝑘-th moment of 𝐿 through a similar approach, 



 
 

 
 

𝜂𝐿(𝑘) =  ∑ ∑ … … ∑ ( 𝑘
𝑘1

) (𝑘1
𝑘2

) … … (𝑘𝑀−2
𝑘𝑀−1

)𝑘𝑀−2
𝑘𝑀−1=0  × 𝜂𝑉1(𝑘 − 𝑘1) ×  𝜂𝑉2(𝑘1 − 𝑘2) … … ×  𝜂𝑉𝑚(𝑘𝑀−1)𝐾

𝑘2=0
𝐾
𝑘1=0 .  

(16) 

From 𝜂𝑉𝑚(𝑘), 𝜂𝐿(𝑘) and 𝜂𝐽𝑚𝑙(𝑘) we can calculate the first and second moment of 𝐿 for 𝑀 sources and one IRS, 

                                                                       𝜂𝐿(1) =  ∑ ∑ 𝜂𝐽𝑚𝑞(1)𝑄
𝑞=1

𝑀
𝑚=1                                                                    (17) 

𝜂𝐿(2) =  ∑ [∑ 𝜂𝐽𝑚𝑞(2)
𝑄

𝑞=1

+ 2 ∑ 𝜂𝐽𝑚𝑞(1) ∑ 𝜂𝐽𝑚𝑞′ (1)
𝑄

𝑞′=𝑞+1

𝑄

𝑞=1

 ] + 
𝑀

𝑚=1

2 ∑ [∑ 𝜂𝐽𝑚𝑞(1)
𝑄

𝑞=1

] ∑ [∑ 𝜂𝐽𝑚𝑞′ (2)
𝑄′

𝑞=1

]
𝑀

𝑚′=𝑚+1

𝑀

𝑚=1

. 

 (18) 

Now, using the binomial theorem for 𝑈 ≜  ∑ ℎ𝑜𝑚
𝑀
𝑚=1 + 𝐿 =  𝐻𝑜𝑚  +  𝐿 , we can write,  

                                                                       𝜂𝑢(𝑘) = ∑ (𝑘
𝑞)𝑘

𝑞=0 𝜂𝐻𝑜𝑚(𝑞)𝜂𝐿(𝑘 − 𝑞)   .                                                   (19) 

From the above equation we have, 

                                                                         𝜂𝑢(1) = 𝜂𝐻𝑜𝑚(1) + 𝜂𝐿(1)                                                                      (20) 

                                                      𝜂𝑢(2) = 𝜂𝐻𝑜𝑚(2) + 𝜂𝐿(2) + 2𝜂𝐻𝑜𝑚(1)𝜂𝐿(1)                                                           (21)  

The values of 𝜂𝐻𝑜𝑚(1) 𝑎𝑛𝑑 𝜂𝐻𝑜𝑚(2) are obtained as: 

                                                                       𝜂𝐻𝑜𝑚(1) =
⎾(𝑚𝑜+ 12 )

⎾𝑚𝑜 
( 𝑚𝑜

Л𝑜 
)

−1/2
                                                                 (22) 

 
                                                               and 𝜂𝐻𝑜𝑚(2) = ⎾(𝑚𝑜+ 1)

⎾𝑚𝑜 
( Л𝑜

𝑚𝑜 
) = Л𝑜 , respectively.                                         (23) 

Putting the values of 𝜂𝐻𝑜𝑚(1) and 𝜂𝐻𝑜𝑚(2) we can obtain 𝜂𝑢(1) and 𝜂𝑢(2) to calculate 𝛿𝑢 and 𝜔𝑢   by following the 
calculations in11.The PDF and CDF of 𝑈2 can be obtained as 

                                                         𝑓𝑼𝟐(𝑥) ≈  𝜔𝑢𝛿𝑢

2√x⎾(𝛿𝑢)
 (√𝑥)𝛿𝑢−1 𝑒−𝜔𝑢√x    ,                                                               (24) 

 

                                                  and 𝐹𝑼𝟐(𝑥) ≈  γ(𝛿𝑢,𝜔𝑢√𝑥)
⎾(𝛿𝑢)

    , respectively.                                                                      (25) 

𝐹𝑼𝟐(𝑥) can be modified in the form of gamma distribution as shown in15 
 

                                                              𝑓𝑔(𝑥; 𝑡, 𝑐, 𝑠) =  
[ 𝑠
𝑡𝑐][𝑥𝑐−1]

⎾[𝑐
𝑠]

  𝑒−(𝑥
𝑡)

𝑠

    ,                                                                     (26) 

 

                                                                   𝐹𝑔(𝑥; 𝑡, 𝑐, 𝑠) ≈  
γ(𝑐

𝑠,(𝑥
𝑡)

𝑠
)

⎾(𝛿𝑢)
       ,                                                                         (27) 

which can be written as by following11 

                                                     𝑓𝒖𝟐(𝑥) =  
[1
2]/[(𝜔−2𝑢)

𝛿𝑢
2 ]

⎾(
[𝛿𝑢

2 ]

[1
2]

)

 𝑥
𝛿𝑢
2 −1 𝑒−( 𝑥

𝜔−2𝑢
)

1
2
       .                                                            (28) 

The OP can be defined as the possibility that the mutual information of our proposed model will go below a predetermined 
spectral efficiency (SE) level11 which can be denoted by  Rth [b/s/Hz]. 



 
 

 
 

The OP can be expressed as  

                                                                            POP =  Prob(log2(SNR +  1) < Rth)       .                                                    (29) 

The final SNR expression can be utilized to construct an approximate closed-form estimate for the OP of our model. This 
formulation considers the SNR and the calculations conducted previously which can be written as11 

                                                       

                                                                  POP = Prob (τmU2 ≤  τth) ≈ Fz(√
τth
τm

)      .                                                                      (30) 

Here, τth = 2Rth − 1 and the property Fx2(x) = FX (√x), x > 0 has been utilized. 

 

4. NUMERICAL RESULTS 
In our considered model, we assume multiple sources transmitting signal to the destination through the utilization of an 
IRS consisting of 𝑄 number of Passive Reflecting Elements. We have used MATLAB to generate the simulation results. 
The CDF, PDF and System Model were plotted using MATLAB codes. The approach taken on the work published in11 
was utilized and modified according to our model. For the simulation of our model, we have considered 5 sources each 
transmitting within the same range of power (-5dB to 30dB) and the IRS panel containing 30 reflecting elements. The 
parameters are chosen according to the table presented below: 

                                                        

                                                   Table 1. Simulation Parameters for our Proposed Model 

Parameters Values 

Number of Sources 5 

Source Locations (0,0), (20,4), (40,7), (3,8), (40,3) 

Destination Location (100,0) 

RIS Location (60,5) 

Amplitude Reflection Coefficient, kq 18 

Number of Passive Reflecting Elements in RIS,Q 30 

Bandwidth in MHz 108 

Carrier Frequency, f in GHz 38 

Spectral Efficiency (Targeted),Rth in [b/s/Hz] 111 

Power Density of Thermal Noise in [dBm/Hz] -1748 

Noise Figure in dBm 108 

Normalized Spread Parameter 1 

Nakagami Shape parameter ̴ υ[2,3]11 

Antenna Gain in dB 58 

 

Using the above parameters and the values provided in Table 1, the simulation results were obtained for multiple sources. 
The visual illustration of the location of the sources, IRSs and destination is represented in Fig. 2 where the sources are 
presented by red circles and the blue square represents the location of the IRS. The coordinate of the destination is (100,0) 



 
 

 
 

shown by the yellow triangle12. The average location height for the sources are shown by 𝐻(𝑚) and considered to be 10 
meters.𝑑𝑆𝐷 shows the distance in meters. 

 
                                                 Figure 2: Location of the sources, destination and IRS of the model 

 
                                                                     Figure 3: CDF of 𝑈 (Gamma Distribution) 

Fig. 3 shows the graphical illustration of the CDF of our model, where we have represented the analytical results in this 
case. The corresponding noise power at 𝐷 in the simulation is given by11 σ2  =  N0 +  10log(BW)  +  NF (dBm) 2.  

 

 
                                                     Figure 4: Illustration of the PDF of U for Gamma Distribution 



 
 

 
 

In Fig.4, we discuss the PDF of U for our model for Gamma distribution. Here, the analytical results are plotted as well. 
These analytical results will be helpful for system designers and network engineers. 

 

5. CONCLUSION 
In this paper, we have presented a CF-MMIMO model assisted by an IRS panel containing a specific number of PREs 
serving multiple users, where we evaluated the performance of the network. IRS has been used to facilitate the transmission 
of signals in this system model. The analysis of different characteristics of our model have been represented and discussed 
through numerical results. We used different parameters to model and analyze the CDF and PDF for a multi-user scenario 
with the incorporation of an IRS panel between the source and destination. The OP was also obtained for our model. CF 
system has a vital role to play in the next generation of wireless communication. Our proposed CF system can be analyzed 
and modified to create a more extensive structure by increasing the number of IRS panels and the performance for such 
system can be evaluated. This analysis will help system engineers to design CF systems and evaluate the performances. 
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