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Abstract

The population structure often impacts evolutionary dynamics. In constant-selection evo-
lutionary dynamics between two types, amplifiers of selection are networks that promote the
fitter mutant to take over the entire population, and suppressors of selection do the opposite.
It has been shown that most undirected and unweighted networks are amplifiers of selection
under a common updating rule and initial condition. Here, we extensively investigate how
edge weights influence selection on undirected networks. We show that random edge weights
make small networks less amplifying than the corresponding unweighted networks in a majority
of cases and also make them suppressors of selection (i.e., less amplifying than the complete
graph, or equivalently, the Moran process) in many cases. Qualitatively, the same result holds
true for larger empirical networks. These results suggest that amplifiers of selection are not as
common for weighted networks as for unweighted counterparts.

1 Introduction

Evolutionary dynamics models enable us to study how populations change over time under natural
selection. Although effects of population structure on evolutionary dynamics have been studied for
decades, a seminal paper by Lieberman and colleagues spurred mathematical and numerical studies
of evolutionary dynamics under any population structure modeled as networks, which are often
referred as evolutionary graph theory [1]. One of the simplest setting of the evolutionary graph
theory is to consider dynamics in which two types, which are called resident and mutant types and
have a type-dependent constant fitness value, stochastically compete on the given network [1-5].
We call this dynamics the constant-selection dynamics. An individual of either type is assumed to
occupy a node of the network, and individuals with the larger fitness reproduce on the neighboring
nodes with a higher frequency. The constant-selection dynamics model allows us to systematically
compute, among other things, the probability and time to fixation, i.e., the situation in which all
the nodes are eventually monopolized by one type. In the absence of mutation, which we assume
throughout the present paper as many other papers do, fixation is the absorbing state of the
evolutionary dynamics, and how fixation occurs crucially depends on the network structure.
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In constant-selection dynamics, there are amplifiers of selection, which are defined as networks
that amplify the fitness difference of the fitter type. In other words, the fitter type is more likely
to fixate in an amplifying network compared to in the Moran process (i.e., the complete graph).
In contrast, suppressors of selection suppress the fitness difference in the sense that the fitter
type is less likely to fixate than in the Moran process. We schematically illustrate an amplifier of
selection, suppressor of selection, and the Moran process in Fig. 1. In fact, most of the undirected
unweighted networks are known to be amplifiers of selection under the most common combination
of the updating rule (i.e., the birth-death rule, introduced in section 2) and initial condition (i.e.,
uniform initialization, or uniform distribution of the single initial mutant over the nodes in the
network). For example, 100 out of 112 (89.3%) networks on six nodes, 791 out of 853 (92.7%)
networks on seven nodes, and 10,544 out of 11,117 (94.8%) networks on eight nodes are amplifiers
of selection [6]. In contrast, suppressors of selection are rare under the same condition; 1 out of
112 (0.89%) networks on six nodes, 3 out of 853 (0.35%) networks on seven nodes, and 90 out
of 11,117 (0.81%) networks on eight nodes are suppressors of selection [6-8]. However, research
has shown that this prevailing result that most networks are amplifiers of selection is not robust
against generalizations of the network model, even if one pertains to the birth-death rule combined
with uniform initialization. Specifically, amplifiers of selection are substantially less common and
suppressors of selection are more common for small directed networks [9], small temporal (i.e.,
time-varying) networks [10], hypergraphs of various sizes [11], and multi-layer networks of various
sizes [12]. In the present study, we ask whether amplifiers or suppressors of selection are common for
weighted networks, which are a most basic extension of the simple (i.e., undirected and unweighted)
networks.

Weighted networks may substantially change constant-selection evolutionary dynamics on net-
works. For example, edge weights can be exploited for constructing various amplifiers of selec-
tion [13-15]. Furthermore, weighted networks can provide substantial amplification with a negligi-
ble increase in the fixation time [16,17]. Introduction of edge weights also facilitates generation of
amplifiers of selection under the so-called death-birth updating [18,19], whereas these amplifiers are
mathematically known to be of “transient” type [18]. Furthermore, the fan graph, proposed in [19],
changes from a suppressor of weak selection to an amplifier of weak selection under the birth-death
updating rule as a single edge weight increases [20)].

Despite these studies, however, relationships between edge weights and the strength of selection
remain elusive. In this paper, we provide multiple lines of evidence to suggest the abundance of
suppressors of selection among weighted networks. For simplicity, we assume that the network is
undirected. Our main finding is that suppressors of selection are much more common for weighted
networks than their unweighted counterparts. We also find that one can also systematically create
either amplifiers or suppressors of selection by varying the edge weights, as previous studies showed
[19,20], in the case of weighted networks with high symmetry.

2 Model

Consider a static undirected weighted network with N nodes. At every discrete time step, we
assume that each node is either a resident or mutant. The resident and mutant have fitness 1
and r, respectively. The fitness represents the propensity with which each type is selected for
reproduction in each time step. The mutant type is assumed to initially occupy just one node,
which is selected uniformly at random among the N nodes. The other N — 1 nodes are initially
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Figure 1: Visualization of amplifiers and suppressors of selection relative to the Moran process.
The different lines represent the fixation probability as a function of the fitness of the mutant, r.
We set the fitness of the resident to 1. The vertical dotted line marks » = 1, at which the mutant
and resident types have the same strength and the fixation probability is equal to 1/N for all the
three curves.

occupied by the resident type.

We then run the Birth-death (Bd) process, which is a generalization of the Moran process to
networks [1,4,21-24]. Specifically, in every discrete time step, we select a node v to reproduce with
the probability proportional to its fitness value. Next, we select a neighbor of v, denoted by v’, with
the probability proportional to the weight of the undirected edge (v, v’). Then, the type at v (i.e.,
either resident or mutant) replaces that at v’. We repeat this process until the entire population is
of a single type, either resident or mutant, which we call the fixation.

We also study the death-Birth (dB) updating rule [7,18,19,25,26]. With the dB rule, one first
selects a node v to die uniformly at random in each time step. Then, one selects a neighbor v of v
with the probability proportional to the product of v'’s fitness and the weight of edge (v, v’). The
type at v’ replaces that of v to complete a single time step.

3 Methods for computing the fixation probability

As has been done in other studies, we investigate the fixation probability of a single initial mu-
tant. We compute the fixation probability of weighted networks as follows [1,27]. The state of
the constant-selection evolutionary dynamics on the network is specified by binary vector s =
(s1,.- .,sN)T, where s; = 0 or s; = 1 if the ¢th node is inhabited by a resident or mutant, re-
spectively, and T represents the transposition. There are 2V states. To describe the transition
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probability matrix 7" among the states, we use the N x N weighted adjacency matrix of the net-
work, denoted by W = (W;;), where W;; is the weight of edge (7, j). To delineate the states,
we require an indexing order. We achieve this using a bijective function f from the set of the
states, denoted by S, to {1,...,2V}. Let s denote a state with m mutants, where s; = 1 for
i€ {9(1),....,9(m)} and s, = 0 for ¢ € {g(m + 1),...,9(N)}, with g being a permutation of
{1,...,N}.

Consider state s’ having m + 1 mutants, such that s, = 1 for i € {g(1),...,9(m),g(¢)} and
si=0forie{gm+1),...,9—1),9g(¢+1),...,9(N)}. Here, the difference between s and s’
is solely at position g(¢), corresponding to a transition of a resident in s to a mutant in s’. The
probability of the transition from s to s’ is given by

m
r Wom),9(0)
T N = S 1
f(s8),f(s") rm+N—mmZ::1 w(g(m')) ’ (1)

where () is the strength (1 e., weighted degree) of the ith node and equal to E 1 Wij.

Consider another state s Wlth m — 1 mutants, where s/ =1 for i € {g(1), ...,g( —1),g(m+
1),...,g(m)} and s = 0 for i € {g(m),g(m + 1),...,g(N)}, with m € {1,...,m}. Then, the
probability of the transition from s to s’ is given by

Wom').q(m) 2)

1
T 0y = - — “w(a(m!))
F&OJSE = DTN —m m,:zn;H w(g(m'))

Finally, the probability that state s does not change in one time step is equal to

Tys),p(s) =1 — m Z Z “’”9“) Z Z g(m/)g(m). 3

l=m+1m’'=1 m=1m'=m+1

We let z¢(4) be the probability of fixation when the dynamics start from s. We observe that

T = Y Ty(a).p(ans(sr): (4)
s’eS

Let = denote the vector of length 2V that contains z f(s) for all states s € S. Then, we can
succincctly write Eq. (4) as follows:
r="Tx. (5)

Note that T is a 2V x 2V matrix. Because Ts([o,....0) = 0 and (1, 1)) = 1, we only need to solve
a set of 2V — 2 linear equations. The fixation probability p under the uniform initialization, i.e.,
when the location of the single initial mutant is selected from all the nodes uniformly at random,

is given by
1
P=x > Ty, (6)
s’'€S,

where S7 denotes the set containing the N states having just one mutant.
We define amplifiers and suppressors of selection as follows; similar definitions were used in
the literature [1,28]. Let pg (r) and pas (r) denote the fixation probability of a network G and
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of the Moran process (i.e., Bd process on the complete graph) with the same number of nodes,
respectively, when the fitness of the mutant is equal to r. It is known that (see e.g. [2])

pu(r) = - (7)

If pe (r) < par (r) when r < 1 and pg (1) > par () when r > 1, then network G is an amplifier of
selection. If pg (r) > par (1) when r < 1 and pg (1) < pas (r) when 7 > 1, then G is a suppressor of
selection. To convey the concept of amplifier and suppressor of selection, we compare pg (r) for a
hypothetical amplifier of selection, pg (1) for a hypothetical suppressor of selection, and pys (r) in
Fig. 1.

For a given network G, we only numerically computed the fixation probability at several values
of r. We say that the network is an amplifier of selection if pg (1) < par () at r € {0.7,0.8,0.9}
and pg (r) > pam (r) at r € {1.1,1.2,1.3,1.4,1.5,1.6} and that it is a suppressor of selection if
pc (r) > pa(r) at r € {0.7,0.8,0.9} and pg (1) < par (r) at r € {1.1,1.2,1.3,1.4,1.5,1.6}. Some
networks are neither amplifier nor suppressor of selection [6]. It should be noted that, similar to
a majority of work on constant-selection dynamics, we do not assume weak selection, which would
correspond to r only slightly different from 1.

4 Results

4.1 Networks on six nodes

We first analyzed the fixation probability in connected networks with six nodes. There are 112
non-isomorphic undirected connected networks on six nodes. The rationale behind the analysis
of six-node networks is that they allow us to compute the analytical solutions owing to a feasible
number of equations (i.e., 26 — 2 = 62) without assuming particular symmetry in the network
structure. For each non-isomorphic network, we assigned each edge in the network a random
weight independently distributed according to the uniform density on (0, 1], generating a weighted
network. Empirical weighted networks have various weight values, and the uniform density is a
simple model of such variability. We generated 100 such weighted networks for each of the 112
networks on six nodes. We analyzed the fixation probability for each weighted network under
the Bd updating rule and uniform initialization and classified it into either amplifier of selection,
suppressor of selection, or neither. We also analyzed the fixation probability under the dB updating
rule in the same manner. Under dB updating rule, the only amplifiers of selection were transient
amplifiers (i.e., their amplification effect disappears as fitness increases beyond a certain threshold)
even if one allows directed and weighted networks [18].

We show the number of amplifiers, suppressors, neither networks in Table 1. The table indicates
that 3862 out of 11200 (34.5%) of the weighted networks are suppressors of selection under the Bd
rule. This result is in stark contrast with that for unweighted networks on six nodes, for which
only one of the 112 networks is a suppressor of selection [8]. Table 1 also indicates that there is
no amplifier and that most of the networks (99.3%) are suppressors of selection under the dB rule.
This result is consistent with that for unweighted networks [7,8].

To further compare between the unweighted and weighted networks, we computed the difference
in the fixation probability between any six-node weighted network and the Moran process at two
values of r, i.e., 7 = 0.9 and 1.3. If the difference is negative at » = 0.9 and positive at r = 1.3,
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Table 1: Number of amplifiers and suppressors of selection among 11200 connected undirected and
weighted networks on six nodes.

Rule Amplifier Suppressor Neither
Bd 6165 3862 1173
dB 0 11125 75

it is strongly suggested that the weighted network is an amplifier of selection. In contrast, if the
difference is positive at r = 0.9 and negative at » = 1.3, the network is likely to be a suppressor
of selection. For the Bd rule, we plot the thus computed difference in the fixation probability
at r = 0.9 and r = 1.3 in Figs. 2(a) and 2(b), respectively. The horizontal axis represents the
index of the network. We indexed the 112 networks in ascending order of the fixation probability
of the unweighted network in Fig. 2(a) and in descending order of the fixation probability of the
unweighted network in Fig. 2(b). The small squares in black represent the fixation probability of
the unweighted networks. It should be noted that the indexing order of the networks is different
between Fig. 2(a) and Fig. 2(b), whereas the two orderings tend to be similar. For each of the 112
unweighted networks on six nodes, we randomly generated 20 weighted networks according to the
same procedure as those used in Table 1 and calculated the difference in the fixation probability
from the Moran process. The small circles in magenta represent the difference for each weighted
network from the Moran process in terms of the fixation probability.

Figure 2 shows that a large portion of the weighted networks have a positive difference in the
fixation probability relative to the Moran process (i.e., a positive value on the vertical axis) at
r = 0.9 (45.0%; see Fig. 2(a)) and a negative difference at r = 1.3 (43.8%; see Fig. 2(b)). We have
confirmed that 43.1% of the weighted networks satisfy both of the these two properties and therefore
are strongly suggested to be suppressors of selection. As expected, this last fraction is consistent
with the numbers reported in Table 1. Furthermore, the figure shows that a large portion of the
weighted networks have a higher fixation probability than the corresponding unweighted network
at 7 = 0.9 (74.3%; see Fig. 2(a)) and a lower fixation probability than the unweighted network at
r = 1.3 (75.7%; see Fig. 2(b)). Therefore, adding random edge weights to an unweighted network
is more likely to cause the network to become more suppressing than vice versa.

We plot the corresponding results for the dB updating rule in Figs. 2(c) and 2(d). Consistent
with the results shown in Table 1, these figures, showing few negative values in Fig. 2(c) and
positive values in Fig. 2(d), affirm that few of these weighted networks are amplifiers of selection.
Furthermore, as in the case of the Bd updating rule, adding random edge weights is likely to make
the network more suppressing under the dB updating rule. Specifically, 83.0% of the weighted
networks have a higher fixation probability than the corresponding unweighted network at r = 0.9
(see Fig. 2(c)), and 85.3% of the weighted networks have a lower fixation probability than the
unweighted network at » = 1.3 (see Fig. 2(d)). Therefore, we conclude that adding edge weights
to six-node networks strongly tends to make the network more suppressing under both Bd and dB
rules.

4.2 Larger symmetric networks

In this section, we examine the fixation probability of larger weighted networks with symmetry, i.e.,
weighted complete and star graphs. The symmetry of the networks allows us to analytically com-
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pute the fixation probability of much larger networks than six-node networks because the fixation
probability of the nodes in the symmetric position (technically called structurally equivalent nodes)
have the same fixation probability. To be able to exploit the symmetry of the network, one cannot
assign random edge weights independently for all edges. Therefore, we have decided to construct
minimal models of edge weight with which we systematically vary the edge weight w shared by a
particular group of nodes. In this and the following sections, we focus on the Bd updating rule.

4.2.1 Weighted complete graphs

The complete graph is isothermal, i.e., the fixation dynamics on it is trivially equivalent to the
Moran process. We consider weighted complete graphs that have one edge of weight w and the
remaining edges with edge weight 1. See Fig. 3(a) for an example with N = 8. Because the two
nodes connected with the edge with weight w are structurally equivalent to each other, so are the
other N —2 nodes, we only need to solve a set of linear equations with 3(/N — 1) unknowns to obtain
the fixation probability, p (see Appendix A). Figures 3(b), (c), and (d) show the difference between
the weighted complete graph with N = 4,10, and 150 nodes, respectively, and the Moran process in
terms of p. Figure 3(b) indicates that the weighted complete graph with N = 4 nodes is a suppressor
of selection when w = 0.5, 2, and 5 because the difference is positive for r < 1 and negative for
r > 1. We note that p of the weighted complete graph is visually close to that of the Moran process
when w = 0.5; the orange line in Figure 3(b) is almost hidden behind the black horizontal line
marking 0. In contrast, the weighted complete graph with N = 4 is an amplifier of selection when
w = 0.1 because the difference is negative for » < 1 and positive for » > 1. Additionally, as w
increases, the weighted complete graph becomes a stronger suppressor of selection. The results for
N =10 and N = 150, shown in Figs. 3(c) and (d), respectively, are qualitatively the same as those
for N = 4. The suppressing effect becomes stronger as w increases and weaker as N increases.

To assess the generality of these results, we consider a wider family of weighted complete graphs
constructed as follows. We divide the nodes in a complete graph into two sets, one with N7 nodes,
and the other with N — N; = Ny nodes. We set the weights of the edges between pairs of the Ny
nodes to wy, and those for the edges between pairs of the Ny nodes to wo. The weight of the edges
connecting a node in the first set and a node in the second set is 1. See Fig. 4(a) for an example
with Ny = 4 and Ny = 3. The weighted complete graphs analyzed in Fig. 3 are a special case of
the present family of weighted complete graphs with N3 = 2, w; = w, and wy = 1. Because of the
structural equivalence among the N7 nodes and that among the N, nodes, we only need to solve
a set of linear equations with (N7 + 1) x (N3 + 1) unknowns to obtain the fixation probability at
each value of r. We describe the set of linear equations, including the special case considered with
Fig. 3, in Appendix A.

In Figs. 4(b) and (c), we show the fixation probability relative to that for the Moran process in
the case of Ny = Ny =5 (therefore, N = 10) and Ny = Ny = 25 (therefore, N = 50), respectively.
We set wy = 1 and vary wy. The figure indicates that, for both values of IV, the weighted complete
graphs are amplifiers of selection when w; < 1 and suppressors of selection when wy; > 1. The
networks are stronger suppressors of selection when w; is larger. These results are similar to
those shown in Figs. 3(b)—(d) except that, in Figs. 3(b)—(d), w = 0.5 yields a weak suppressor of
selection, whereas the same value of w yields an amplifier of selection in Figs. 4(b) and (c). Note
that the unweighted complete graph, corresponding to w; = 1, is isothermal, which is consistent
with Figs. 4(b) and (c).

In Figs. 4(d) and (e), we show the fixation probability of the weighted complete graphs with
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N7 = Ny = 50 relative to that of the Moran process, as a function of wy and we. We set » = 0.9 and
r = 1.3 in Figs. 4(d) and (e), respectively. In both Figs. 4(d) and (e), the weighted complete graphs
and the Moran process have the same fixation probability when w; = ws, shown in white. This
result is expected because the weighted complete graph is an isothermal graph when N; = Ny and
w1 = we. Furthermore, the weighted complete graph is an amplifier of selection (i.e., region shown
in blue in Fig. 4(d) and red in Fig. 4(e)) roughly when wyws > 1. Conversely, it is a suppressor of
selection (i.e., region shown in red in Fig. 4(d) and blue in Fig. 4(e)) roughly when wjws < 1.

4.2.2 Weighted star graphs

Unweighted star graphs are known to be strong amplifiers of selection under the combination of the
Bd rule and the uniformly distributed initial mutant [1,15]. In this section, we consider weighted
star graphs in which we divide the N nodes into three sets, one node set V; with N; leaf nodes,
another node set V5 with Ny different leaf nodes, and a single hub node, where N; + N, +1 = N.
There are N —1 leaf nodes in total. Each leaf node in V; is adjacent to the hub node by an edge with
weight w. Each leaf node in V5 is adjacent to the hub node by an edge with weight 1. See Fig. 5(a)
for an example. We derive the transition probabilities of the fixation dynamics on the weighted star
graph in Appendix B. We need to solve a set of linear equations with 2(N7 + 1)(Na + 1) unknowns.

In Figs. 5(b), (c), and (d), we show the fixation probability, p, of the weighted star graph relative
to that for the Moran process when N = 4, 12, and 40, respectively, each with four values of w.
We set N7 = N/4 in these figures. Figure 5(b) shows that the weighted star graph with N = 4
nodes (and therefore N1 = 1) is a suppressor of selection when w = 0.1. The weighted star graph
with NV = 4 is a weaker amplifier of selection than the corresponding unweighted star graph when
w = 0.5 and w = 2. Last, it is a transient amplifier of selection [19] when w = 5. In other words, it
transitions from being an amplifier of selection to being a suppressor of selection approximately at
r = 2.35 as r increases. Overall, the weighted complete graph with N = 4 nodes is more suppressing
than the unweighted counterpart across these values of w. The weighted star graphs with N = 12
(see Fig. 5(c)) and N = 40 (see Fig. 5(d)) nodes are also more suppressing than their unweighted
counterparts.

Figure 5(e) shows p of the weighted star graph relative to that for the Moran process when
N = 20, with three values of N1 and three values of w. Note that we set w > 1 without loss of
generality because the network remains the same if one swaps V; and V, and changes w to 1/w.
The figure indicates that all the weighted star graphs are less amplifying than the unweighted star
graph. In Figs. 5(f) and (g), we plot the difference between the weighted star graph and Moran
process in terms of p when N = 40, for different values of Ny (and hence N = N — N; — 1) and
w. We set r = 0.9 in Fig. 5(f) and » = 1.3 in Fig. 5(g). We have marked the value of p for the
unweighted star graph using a black line on the color bar (at —0.00160 in Fig. 5(f) and 0.160 in
Fig. 5(g), indicated by arrows) and made it correspond to white on the color scale. We find that a
large portion of the parameter space makes the weighted star graphs weaker amplifiers of selection
than the unweighted star graph (i.e., region shown in red in Fig. 5(f) and blue in Fig. 5(g); roughly
for the combination of any w and N; > 11). In this parameter region, a larger value of w makes the
weighted star graph less amplifying, and this result is consistent with those shown in Fig. 5(e). In
contrast, Figs. 5(f) and (g) suggest that the weighted star graph with N; < 7 is a stronger amplifier
of selection than the unweighted star graph.

To summarize the results for the symmetric networks, we find that it is possible to deliberately
assign the edge weights to easily make the weighted network more suppressing than the correspond-
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ing unweighted network.

4.3 Empirical networks

In this section, we numerically simulate the Bd process on six empirical weighted networks. We pro-
vide detailed descriptions of the empirical networks in Appendix B. The rationale behind this anal-
ysis is that many empirical networks are weighted networks. Here we compare empirical weighted
networks against the case in which the edge weight is ignored. Another purpose of the present
analysis is to validate our findings for the six-node networks and symmetrical networks presented
in the previous sections on the empirical networks, which are larger than six-node networks and
asymmetric.

To initialize each simulation, we place a mutant on a node selected uniformly at random.
Then, in each time step, we select a node, denoted by v, that reproduces with the probability
proportional to the fitness. Then, we select a neighbor of v for death uniformly at random. We
repeat this process until all the nodes were of the same type. For each network and value of r, we
carried out 3.5x 10° simulations in parallel on 40 cores, giving us a total of 120 x 10° simulations. We
obtained the fixation probability as the fraction of runs in which the mutant fixated. We simulated
the weighted networks with r € {0.7,0.8,0.9,1,1.1,1.2,1.3,1.4,1.5,1.6} for all the networks .

We show in Fig. 6 the fixation probability of the unweighted and weighted empirical networks
relative to the fixation probability of the Moran process, with one empirical network in each panel.
Figure 6(a) indicates that the unweighted raccoon network is a weak amplifier of selection, whereas
the weighted raccoon network is a relatively strong suppressor of selection. The results for the
primate networks, shown in Fig. 6(b), are qualitatively the same as those for the raccoons networks
shown in Fig. 6(a). Figure 6(c) shows the results for ants’ colony networks. Different from the other
networks, this network shows almost indistinguishably similar fixation probability as a function of
r between the unweighted and weighted variants of the network, both of which are amplifiers
of selection. Figure 6(d) indicates that the unweighted sparrow network is a moderately strong
amplifier of selection and that the weighted sparrow network is a much weaker amplifier of selection
than the unweighted counterpart. Figure 6(e) indicates that the unweighted Kilifi network is an
amplifier of selection and that the weighted version is a suppressor of selection. Lastly, the results for
the hospital networks, shown in Fig. 6(f), are similar to those for the Kilifi networks (see Fig. 6(e)).

Overall, these results indicate that weighted networks tend to make the network less amplifying
than their unweighted counterparts, with an exception shown in Fig. 6(c).

5 Discussion

We have shown that, under the Bd updating rule and uniform initialization, a large proportion
of the weighted networks on six nodes are less amplifying than their corresponding unweighted
networks. Furthermore, a majority of these less amplifying networks are suppressors of selection
relative to the Moran process. This result is in stark contrast to the case of unweighted networks,
for which there are 100 amplifiers and just 1 suppressor of selection among the 112 possible networks
with six nodes [8]. In the case of the dB rule and uniform initialization, unweighted networks are
never an amplifier of selection [18], and most unweighted networks are suppressors of selection [7,8].
Weighted networks on six nodes under the same condition did not yield any amplifiers of selection.
Furthermore, under the dB rule, a majority of the weighted networks on six nodes were stronger
suppressors of selection than the corresponding unweighted networks, which are already suppressors
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of selection in a majority of cases. The result that many weighted networks are suppressors of
selection or at least less amplifying than their unweighted counterparts also holds true for five out
of the six empirical networks we have investigated. For the other empirical network, the weighted
and unweighted networks behaved similarly in terms of the fixation probability. For symmetric
networks, which allow semi-analytical solutions, the results are more nuanced. We have shown that,
depending on the value of parameters controlling some edge weights, the weighted complete graph
and weighted star graph can be either more amplifying or less amplifying than their unweighted
counterparts. Overall, we conclude that introducing an edge weight is an easy method to make the
network more suppressing than the original unweighted networks or the Moran process. The present
results add weighted networks to an existing list of popular variations of the networks, such as the
directed networks [36], temporal networks [10], hypergraphs [11], and multilayer networks [12], that
induce suppressors of selection under the Bd rule and uniform initialization, for which the amplifiers
of selection are a norm for simple networks.

For evolutionary social dilemma games on networks, dynamics of edge weights with which prof-
itable edges are strengthened and unprofitable edges are weakened promotes cooperation [37, 38].
Aspiration-based coevolution of edge weights [39] and reputation-based adaptive adjustment of edge
weights [40,41] can also lead to evolution of cooperation. Even for static weighted networks, an
increased heterogeneity in edge weights tends to enhance cooperation [42-44]. Inspired by these
studies, dynamically varying edge weights in constant-selection evolutionary processes may yield
interesting phenomena.

From engineering points of view, changing the edge weight may be easier than creating new
edges or severing existing edges. Furthermore, weighted rather than unweighted networks better
justify application of a perturbation theory that aims to assess the effect of changing edge weights
by a small amount on properties of fixation such as the fixation probability and time. Note that,
for evolutionary games on networks, such perturbation theory has been developed [45-47]. Opti-
mization of the edge weight given the unweighted network structure may also be an easier problem
than the optimization of the network structure because only the latter is apparently a combinato-
rial problem. Construction of arbitrarily strong amplifiers of selection by weighted networks has
already been examined [15,17]. Although one can engineer to create strong amplifiers, as these
studies showed, an overall tendency found in the present study is that random assignment of edge
weights tends to make networks suppressors of selection. Furthermore, megastars, which are di-
rected unweighted networks, provide a family of strongly amplifying networks [48]. Megastars and
the so-called dense incubators were later shown to be the most amplifying family of strongly am-
plifying networks among all the strongly connected directed networks and connected undirected
networks, respectively [49]. Maximization of the fixation probability with respect to the choice of
the initially mutant nodes has also been examined [50]. Another type of optimization problem in
fixation dynamics is the positional Moran process [51]. In the positional Moran process, the fitness
difference of the mutants is only realized on a subset of the entire node set, which one can engineer.
It may be interesting to further explore optimization of weighted networks in terms of the fixation
probability or time, or the extent of amplification or suppression of selection, including through
perturbation theory.
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Appendix A Transition probabilities for the weighted com-
plete graph

In this section, we describe the transition probabilities for the fixation dynamics on the weighted
completed graph. As described in section 4.2.1, we consider a complete weighted graph on N nodes
where the nodes are divided into two sets, one with IN; nodes and the other with N — Ny = N
nodes. A state in the dynamics on this network is specified by the ordered pair (i,j), where
i€{0,1,...N;} and j € {0,1,..., No}. State (i,7) indicates that ¢ out of the Nj nodes and j out
of the Ny nodes are occupied by mutants.

The transition probability matrix is given by

%WJF%N;*: ifi=0and i =1,

Nciowniy Nacd i if =1 and i =0,

poNasigong weBo) i =0 and j =1,

Towan =\ St £+ 500 ifj=1landj’ =0, (8)
1 . . . -

L ST a3 = (09)

(",3" k") F#
(i,5,k)

0 otherwise,

where

Fy =(i+j)r + (N —i—j), )
S1 :wl(Nl — ]_) —+ _]\/v27 (10)
S9 :’LUQ(NQ — 1) —+ Nl- (11)

We recall from Eq. (4) that 2 is the probability that the mutant fixates when the evolutionary
dynamics start from state s. Using Eq. (6), we obtain

—&x* —&—&x* (12)
P= N Tro) T T

because (1,0) and (0, 1) are the only states in which just one mutant is present. Note that there are

N7 ways to realize state (1,0), depending on which one node out of the N7 nodes is of the mutant
type, and Ny ways to realize state (0, 1).
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Appendix B Transition probabilities for the weighted star
graph

In this section, we describe the transition probabilities for the fixation dynamics on the weighted
star graph. A state in the dynamics on this network is specified by the ordered triplet (4, j,k),
where 7 € {0,1}, j € {0,1,... N1}, and k& € {0,1,...,Nx}. State (i, 4, k) indicates that the hub
node having degree N — 1 hosts a resident (if ¢ = 0) or mutant (if i = 1), j out of the Ny leaves are
mutants, and k out of the Ny leaves are mutants.

The transition probability matrix is given by

rlitk) if i =0and i =1,
2
g ifi=0andj=j +1,
A2 ifi=0and k =k + 1,
2 5‘3
ol if i =1 and i’ =0,
Tiig k)= grh) = § & - =) ifi=1landj =j+1, (13)
£ Mk ifi=land k¥ =k+1,
1= 3Ty grarny i @5 K) = (6,5, k),
(i”,j”,k”)#
(i.3.k)
0 otherwise,
where
Fo=rii+j+k)+[N1+No+1—(i+7+k) (14)
and
S3 :wN1 +N2 (15)

Then, we solve the system of linear equations given by Eq. (4). Finally, using Eq. (6), we obtain

1 N N1 % N2 *
P=NTr00) T Tr010) T 3 Er(©.0.1) (16)

because (1,0,0), (0,1,0), and (0,0,1) are the only states in which one mutant is present. The hub
node being initially occupied by a mutant corresponds to state (1,0,0). The probability of this
event is 1/N. Similarly, there are N7 ways in which the network is in state (0, 1,0) and Ny ways in
which the network is in state (0,0, 1).

Appendix C Description of the empirical networks

In secion 4.3, we used the following six empirical networks, which we acquired from https:
//networkrepository.com/ [52].

First, we use a social network of raccoons [29]. The data were collected using proximity logging
collars on a wild suburban raccoon population within a 20-ha area of Ned Brown Forest Preserve
in Cook County, Illinois, USA, observed for 52 weeks from July 2004 to June 2005. An event
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was recorded whenever two raccoons came in close proximity (i.e., 1-1.5m) of each other. A node
represents a raccoon. An edge represents a proximity event between two raccoons. We set the edge
weight to the total time that the given pair of raccoons spent in proximity. In total, there are
N = 24 nodes and 1997 edges.

Second, we use a primate network based on a wild group of N = 25 Macaca fuscata individuals
in Yakushima, Japan [30]. The population was free ranging and not captive. An edge represents
grooming interaction between the individuals. There are 1340 edges. An event implies an interaction
for greater than one minute. The edge weight is equal to the number of grooming interactions
between the two individuals.

Third, we use data from an ants’ colony [31]. Each of the N = 39 nodes represents an ant in
a colony. Each of the 330 edges represents a trophallaxis event, which was recorded when the two
ants were engaged in mandible-to-mandible contact for greater than one second. The edge weight
is equal to the number of events involving the two ants.

Fourth, we use a social network of sparrows [32]. A flock was defined as a group of birds within
an approximately 5-meter radius. A node represents a bird. Edges represent the so-called simple
ratio association index [33] distributed between 0 and 1, encoding flock co-membership. There are
N = 40 nodes and 305 edges.

Fifth, we use contacts between members of five households in the Matsangoni sub-location within
the Kilifi Health and Demographic Surveillance Site (KHDSS) in coastal Kenya [34]. A household
was characterized as a collection of individuals who shared a common kitchen. Each participant in
the study wore a sensor capable of detecting another sensor within a 1.5-meter radius. Each node
represents a household member. An edge denotes a recorded interaction between two members.
The study documented 47 nodes and 219 pairwise interactions across individuals from different
households and 32,426 pairwise interactions within the same household. The edge weight is equal
to the number of interaction events between two individuals.

Sixth, we use a human contact network in a hospital [35]. Data collection took place in a
university hospital’s geriatric unit in Lyon, France, between December 6, 2010, at 1 pm, and
December 10, 2010, at 2 pm. Nineteen beds were located in the unit. Thirty-one patients were
hospitalized, and 50 professionals worked in the unit during the recording period. Among a total of
81 individuals, N = 75 individuals, i.e., 29 patients and 46 medical staff, participated in the study.
Among the medical staff were 27 nurses or nurses’ aides, 11 medical doctors, and 8 administrative
staff members. An edge represents a time-stamped contact between two individuals; there are
32,424 time-stamped edges. The edge weight is the number of times an event occurred between a
pair of nodes.

References

[1] E. Lieberman, C. Hauert, and M. A. Nowak. Evolutionary dynamics on graphs. Nature,
433:312-316, 2005.

[2] M. Nowak. Fvolutionary Dynamics: Exploring the Equations of Life. Harvard University Press,
Cambridge, MA, 2006.

[3] T. Antal, S. Redner, and V. Sood. Evolutionary dynamics on degree-heterogeneous graphs.
Physical Review Letters, 96:188104, 2006.

[4] M. A. Nowak, C. E. Tarnita, and T. Antal. Evolutionary dynamics in structured populations.
Philosophical Transactions of the Royal Society B, 365:19-30, 2010.

13



467

468

469

470

471

472

474

475

476

477

478

479

480

481

482

483

485

486

488

489

490

491

493

494

496

497

498

499

500

501

502

[5]

M. Broom, J. Rychtar, and B. T. Stadler. Evolutionary dynamics on graphs-the effect of graph
structure and initial placement on mutant spread. Journal of Statistical Theory and Practice,
5:369-381, 2011.

F. A. Cuesta, P. G. Sequeiros, and A. L. Rojo. Evolutionary regime transitions in structured
populations. PLoS ONE, 13:e0200670, 2018.

L. Hindersin and A. Traulsen. Most undirected random graphs are amplifiers of selection for
birth-death dynamics, but suppressors of selection for death-birth dynamics. PLoS Computa-
tional Biology, 11:€1004437, 2015.

F. A. Cuesta, P. G. Sequeiros, and A L. Rojo. Suppressors of selection. PLoS ONE,
12:e0180549, 2017.

N. Masuda. Directionality of contact networks suppresses selection pressure in evolutionary
dynamics. Journal of Theoretical Biology, 258:323-334, 2009.

J. Bhaumik and N. Masuda. Fixation probability in evolutionary dynamics on switching
temporal networks. Journal of Mathematical Biology, 87(5):64, 2023.

R. Liu and N. Masuda. Fixation dynamics on hypergraphs. PLoS Computational Biology,
19(9):€1011494, 2023.

R. Liu and N. Masuda. Fixation dynamics on multilayer networks. STAM Journal on Applied
Mathematics, in press (2024)

J. Svoboda, S. Joshi, J. Tkadlec, and K. Chatterjee. Amplifiers of selection for the moran
process with both Birth-death and death-Birth updating. PLoS Computational Biology, 20(3):
€1012008, 2024.

B. Adlam, K. Chatterjee, and M. A. Nowak. Amplifiers of selection. Proceedings of the Royal
Society A, 471:20150114, 2015.

A. Pavlogiannis, J. Tkadlec, K. Chatterjee, and M. A. Nowak. Construction of arbitrarily
strong amplifiers of natural selection using evolutionary graph theory. Communications Biology,
1:71, 2018.

J. Tkadlec, A. Pavlogiannis, K. Chatterjee, and M. A. Nowak. Population structure determines
the tradeoff between fixation probability and fixation time. Communications Biology, 2:138,
2019.

J. Tkadlec, A. Pavlogiannis, K. Chatterjee, and M. A. Nowak. Fast and strong amplifiers of
natural selection. Nature Communications, 12:4009, 2021.

J. Tkadlec, A. Pavlogiannis, K. Chatterjee, and M. A. Nowak. Limits on amplifiers of natural
selection under death-birth updating. PLoS Computational Biology, 16:€1007494, 2020.

B. Allen, C. Sample, R. Jencks, J. Withers, P. Steinhagen, L. Brizuela, J. Kolodny, D. Parke,
G. Lippner, and Y. A. Dementieva. Transient amplifiers of selection and reducers of fixation
for death-birth updating on graphs. PLoS Computational Biology, 16:¢1007529, 2020.

14



503

504

505

506

507

508

509

510

511

512

513

514

515

516

517

518

519

520

521

522

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

[20]

B. Allen, C. Sample, P. Steinhagen, J. Shapiro, M. King, T. Hedspeth, and M. Goncalves. Fix-
ation probabilities in graph-structured populations under weak selection. PLoS Computational
Biology, 17:¢1008695, 2021.

H. Ohtsuki, C. Hauert, E. Lieberman, and M. A. Nowak. A simple rule for the evolution of
cooperation on graphs and social networks. Nature, 441:502-505, 2006.

R. Olfati-Saber. Evolutionary dynamics of behavior in social networks. In Proceedings of the
46th IEEE Conference on Decision and Control, pages 4051-4056. IEEE, 2007.

P. Shakarian, P. Roos, and A. Johnson. A review of evolutionary graph theory with applications
to game theory. Biosystems, 107:66-80, 2012.

M. Perc, J. Gomez-Gardenes, A. Szolnoki, L. M. Floria, and Y. Moreno. Evolutionary dynam-
ics of group interactions on structured populations: a review. Journal of the Royal Society
Interface, 10:20120997, 2013.

K. Kaveh, N. L. Komarova, and M. Kohandel. The duality of spatial death—birth and birth—
death processes and limitations of the isothermal theorem. Royal Society Open Science,
2:140465, 2015.

K. Pattni, M. Broom, J. Rychtaf, and L. J. Silvers. Evolutionary graph theory revisited: when
is an evolutionary process equivalent to the moran process? Proceedings of the Royal Society
A, 471:20150334, 2015.

L. Hindersin, M. Méller, A. Traulsen, and B. Bauer. Exact numerical calculation of fixation
probability and time on graphs. Biosystems, 150:87-91, 2016.

B. Voorhees. Birth—death fixation probabilities for structured populations. Proceedings of the
Royal Society A, 469:20120248, 2013.

J. J. H. Reynolds, B. T. Hirsch, S. D. Gehrt, and M. E. Craft. Raccoon contact networks
predict seasonal susceptibility to rabies outbreaks and limitations of vaccination. Journal of
Animal Ecology, 84:1720-1731, 2015.

R. H. Griffin and C. L. Nunn. Community structure and the spread of infectious disease in
primate social networks. Evolutionary Ecology, 26:779-800, 2012.

L. E. Quevillon, E. M. Hanks, S. Bansal, and D. P. Hughes. Social, spatial and temporal
organization in a complex insect society. Scientific Reports, 5:13393, 2015.

N. N. Arnberg, D. Shizuka, A. S. Chaine, and B. E. Lyon. Social network structure in wintering
golden-crowned sparrows is not correlated with kinship. Molecular Ecology, 24:5034-5044, 2015.

S. J. Cairns and S. J. Schwager. A comparison of association indices. Animal Behaviour,
35:1454-1469, 1987.

M. C. Kiti, M. Tizzoni, T. M. Kinyanjui, D. C. Koech, P. K. Munywoki, M. Meriac, L. Cappa,
A. Panisson, A. Barrat, C. Cattuto, and D. J. Nokes. Quantifying social contacts in a household
setting of rural kenya using wearable proximity sensors. EPJ Data Science, 5:21, 2016.

15



539

540

541

542

543

544

545

546

547

548

549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

572

573

574

575

[35]

[50]

P. Vanhems, A. Barrat, C. Cattuto, J. F. Pinton, N. Khanafer, C. Régis, B. Kim, B. Comte,
and N. Voirin. Estimating potential infection transmission routes in hospital wards using
wearable proximity sensors. PLoS ONE, 8:€73970, 2013.

N. Masuda and H. Ohtsuki. Evolutionary dynamics and fixation probabilities in directed
networks. New Journal of Physics, 11:033012, 2009.

C. Chu, J. Liu, C. Shen, J. Jin, Y. Tang, and L. Shi. Coevolution of game strategy and link
weight promotes cooperation in structured population. Chaos, Solitons € Fractals, 104:28-32,
2017.

L. Cao, H. Ohtsuki, B. Wang, and K. Aihara. Evolution of cooperation on adaptively weighted
networks. Journal of Theoretical Biology, 272:8-15, 2011.

C. Shen, C. Chu, L. Shi, M. Perc, and Z. Wang. Aspiration-based coevolution of link weight
promotes cooperation in the spatial prisoner’s dilemma game. Royal Society Open Science,
5:180199, 2018.

H. Guo, C. Chu, C. Shen, and L. Shi. Reputation-based coevolution of link weights promotes
cooperation in spatial prisoner’s dilemma game. Chaos, Solitons & Fractals, 109:265-268, 2018.

X. Li, S. Sun, and C. Xia. Reputation-based adaptive adjustment of link weight among indi-
viduals promotes the cooperation in spatial social dilemmas. Applied Mathematics and Com-
putation, 361:810-820, 2019.

Z.-Q. Ma, C.-Y. Xia, S.-W. Sun, L. Wang, H.-B. Wang, and J. Wang. Heterogeneous link weight
promotes the cooperation in spatial prisoner’s dilemma. International Journal of Modern
Physics C, 22:1257-1268, 2011.

K. Huang, X. Zheng, Z. Li, and Y. Yang. Understanding cooperative behavior based on the
coevolution of game strategy and link weight. Scientific Reports, 5:14783, 2015.

M. Iwata and E. Akiyama. Heterogeneity of link weight and the evolution of cooperation.
Physica A, 448:224-234, 2016.

M. A. Amaral and M. A. Javarone. Heterogeneity in evolutionary games: an analysis of the
risk perception. Proceedings of the Royal Society A, 476:20200116, 2020.

M. A. Amaral and M. A. Javarone. Strategy equilibrium in dilemma games with off-diagonal
payoff perturbations. Physical Review E, 101:062309, 2020.

L. Meng and N. Masuda. Perturbation theory for evolution of cooperation on networks. Journal
of Mathematical Biology, 87:12, 2023.

A. Galanis, A. Gobel, L. A. Goldberg, J. Lapinskas, and D. Richerby. Amplifiers for the moran
process. Journal of the ACM, 64:5, 2017.

L. A. Goldberg, J. Lapinskas, J. Lengler, F. Meier, K. Panagiotou, and P. Pfister. Asymp-
totically optimal amplifiers for the moran process. Theoretical Computer Science, 758:73-93,
2019.

N. Masuda. Opinion control in complex networks. New Journal of Physics, 17:033031, 2015.

16



ss [51] J. Brendborg, P. Karras, A. Pavlogiannis, A. U. Rasmussen, and J. Tkadlec. Fixation maxi-

577 mization in the positional moran process. In Proceedings of the AAAI Conference on Artificial
578 Intelligence, volume 36, pages 9304-9312, 2022.

so [52] R. Rossi and N. Ahmed. The network data repository with interactive graph analytics and
580 visualization. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 29,
581 page 4292-4293, 2015.

17



(a) Bd,r=0.9 (b) Bd,r=1.3

0.04 : 0.05{"
c ' : c
O o.03 o
o o
= =
£ 0.02 I
o o
= : =
g ool Y-0.05 ‘
C t C
g 0.00 1+ %
E E
o o -01
O 001 E e
0 20 40 60 80 100 0 20 40 60 80 100
Network Index Network Index
(c)dB,r=0.9 (d)dB,r=1.3
0.03
0
c C
© ! ©
S I 5
s : = -0.029 ;
€ €
o o
L= Y
@ o -0.04
[} [}
C C
() () Y
— — -:
2 £ -0.06 :
[a) [a) 1
-0.08
0 20 40 60 80 100 0 20 40 60 80 100
Network Index Network Index

Figure 2: Fixation probability of weighted networks on six nodes, for the Bd and dB updating.
The horizontal axis represents the index of the 112 non-isomorphic unweighted networks on six
nodes. For each unweighted network, we assigned random edge weights to generate a weighted
network 20 times. The vertical axis represents the difference from the Moran process in terms of
the fixation probability. (a) Bd rule, » = 0.9. (b) Bd rule, » = 1.3. (c¢) dB rule, » = 0.9. (d)
dB rule, » = 1.3. A magenta circle represents a weighted network. A black square represents the
corresponding unweighted network.
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Figure 3: Fixation probability of weighted complete graphs with a single edge with a different edge
weight. (a) An example network with N = 8 nodes. The single edge with weight w # 1 is shown by
the thick line. (b)—(d) Fixation probability relative to that of the Moran process for the weighted
complete graphs of the type shown in (a). (b) N =4. (¢) N =10. (d) N = 150. In (b)—(d), the
dotted lines represent r = 1.
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of the Moran process for the weighted complete graphs of the type shown in (a); the dotted lines
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various N and w values. (f) r =0.9. (g) » = 1.3. Note that 1 < Ny < N —2=38. In (f) and (g),
the black horizontal lines and the green arrows pointing to them in the color bar show the values
for the unweighted star graph.
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Figure 6: Fixation probability of the empirical networks. (a) Raccoons. (b) Primates. (c) Ants.
(d) Sparrows. (e) Kilifi. (f) Hospital. The dotted lines represent r = 1.
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