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Abstract—Growing recognition of the potential for exploitation
of personal data and of the shortcomings of prior privacy
regimes has led to the passage of a multitude of new privacy
regulations. Some of these laws—notably the European Union’s
General Data Protection Regulation (GDPR) and the California
Consumer Privacy Act (CCPA)—have been the focus of large
bodies of research by the computer science community, while
others have received less attention. In this work, we analyze a
set of 24 privacy laws and data protection regulations drawn
from around the world—both those that have frequently been
studied by computer scientists and those that have not—and
develop a taxonomy of rights granted and obligations imposed
by these laws. We then leverage this taxonomy to systematize
270 technical research papers published in computer science
venues that investigate the impact of these laws and explore
how technical solutions can complement legal protections.
Finally, we analyze the results in this space through an inter-
disciplinary lens and make recommendations for future work
at the intersection of computer science and legal privacy.

Index Terms—SoK, Privacy Regulations, Data Protection, Us-
able Privacy, Measurements

1. Introduction

Privacy law is shifting and developing rapidly through-
out the world. As of March 2022, 157 nations have enacted
privacy laws, with 12 laws enacted in 2021 alone [99].
Over the past decade, a large body of computer science
research has emerged that studies these laws and their
effects. This work has covered topics including rates of
corporate compliance, people’s ability to exercise privacy
rights, design patterns that subvert the consent process, and
citizens’ expectations, understandings, and actions in the
face of laws like the GDPR, which has been called “one
of the strictest privacy laws in the world” [237].

What have computer scientists learned about these laws
and their effects on privacy? And perhaps more importantly,
what directions for future computer science research will be
most impactful and effective at informing and driving better
privacy laws that create more meaningful and equitable
privacy outcomes? This paper sets out to answer these ques-
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tions through an interdisciplinary lens by an authorship team
consisting of both computer scientists and legal scholars.

We begin with a close reading of 24 privacy and data
protection regulations, which provides a broad overview of
a landscape of laws far too numerous to discuss individually
yet which often share significant commonalities due to the
broad influence of the GDPR on legislators worldwide [292].
From this close reading we construct a taxonomy of rights
guaranteed and business obligations imposed by current
Internet privacy and comprehensive privacy regulations.

We then review and systematize the computer science
literature around modern digital privacy laws by organizing
studies according to the rights and obligations in our taxon-
omy that they examine. We find that while the research in
this space is extensive, its thoroughness varies dramatically,
with the overwhelming majority of papers studying either
the EU’s GDPR or California’s CCPA, laws which protect
only about 6.3% of the world’s population [48], [49], [268].
Additionally, certain aspects of these laws—e.g., design
patterns in consent banners—have been explored deeply,
while other aspects—e.g., the right to non-discrimination—
have been studied little or not at all.

Building on these analyses, our discussion presents two
major arguments. First, we ask how great a limitation our
focus on a few specific laws and a few specific rights is
to our broad understanding of privacy law writ large. In
other words: can we generalize from our deep study of
these few contexts? Based on our systematization of the
literature and on our interdisciplinary team’s analysis of
legal factors that can cause varying privacy outcomes even
under similar or identical laws, we argue that we should be
wary of generalizing specific results beyond their cultural,
temporal, and legal contexts. However, we also find that in
combination with scholarship from other fields, this body of
work has built a compelling case for certain general ideas
about privacy law. Most prominently, we analyze the litera-
ture’s body of evidence against privacy self-management as
a paradigm for privacy regulation, arguing for the necessity
of alternative paradigms in order to produce effective and
equitable privacy laws. We thus conclude our discussion by
presenting a roadmap for computer science research that
includes approaches beyond privacy self-management.

The contributions of this paper are:
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1) We develop a taxonomy of rights and obligations en-
acted by modern Internet privacy and comprehensive
privacy laws through close readings of global laws.

2) We systematize the computer science literature in the
privacy law space, characterizing its extent, depth, and
skew within our taxonomy.

3) We analyze results in this space through an interdis-
ciplinary lens to formulate recommendations for how
future computer science research can help guide more
effective and equitable privacy regulation.

2. Methodology

This work involved three phases: (1) we identified com-
puter science papers relating to Internet privacy and compre-
hensive privacy regulations, (2) we developed a taxonomy of
rights and obligations imposed by such regulations around
the world, and (3) we systematized the computer science
literature relating to these regulations within this taxonomy,
and (4) we formulated recommendations for future work
informed by these results. Our methodology for phases (1)
and (2) is described in this section. Our systematization is
presented in Section 3. Our recommendations are discussed
in Section 4.

2.1. Paper Selection

We identified ten computer science conferences that
regularly publish papers about privacy:

1) IEEE Symposium on Security and Privacy (“Oakland”)

2) ACM Conference on Computer and Communications
Security (CCS)

3) USENIX Security Symposium

4) Privacy Enhancing Technologies Symposium (PETS)

5) Symposium on Usable Privacy and Security (SOUPS)

6) ACM Conference on Human Factors in Computing
Systems (CHI)

7) ACM Conference On Computer-Supported Cooperative
Work And Social Computing (CSCW)

8) Network and Distributed System Security Symposium
(NDSS)

9) ACM The Web Conference (WWW)

10) ACM Conference on Fairness, Accountability, and
Transparency (FAccT)

For each conference, one author initially looked at the title
and abstract of each paper published in that venue between
2017-2022'; we also included papers published in the 2023
conferences through August 2023. This generated a prelimi-
nary list of 127 computer science papers relating to Internet
privacy and comprehensive data protection regulations.

For each paper on our preliminary list, we applied the
same analysis to (1) all of the backwards citations (i.e.,
works cited by that paper) and (2) all of the forward citations
(i.e., subsequent papers found on Google Scholar that cited
that paper). We also iteratively applied this analysis to any

1. For FAccT, which was founded in 2018, we considered the six years
2018-2023.
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additional papers that were published in any of our ten
selected venues (e.g., papers that were published prior to
2017 or that were initially excluded). This resulted in a
maximal list of 410 candidate papers.

For each candidate paper, one of the authors read
through the full paper and made a final determination about
whether the paper was in scope for this work. Papers
were considered in scope if they were computer science
papers that evaluate the impact of an Internet privacy or
comprehensive data protection regulation or if they describe
or evaluate a tool to complement or enhance privacy under
such a regulation. Merely mentioning a relevant law in the
introduction was insufficient to be considered in scope. We
focused exclusively on laws that directly impact the Internet;
other sector-specific privacy laws (e.g., HIPAA) were out of
scope. Any papers for which the assigned reader was unsure
whether it was in scope were discussed collectively until a
consensus was reached. This resulted in a list of 314 in-
scope papers.

To validate our scope decisions, we double-coded all
1,357 papers published at USENIX Security between 2017-
2023; we found strong inter-rater reliability (x = .842).

Due to practical limitations, we removed any papers pub-
lished outside of major computer science conferences unless
they mentioned a relevant regulation or a specific right under
such a regulation in the title of the paper. This resulted in a
revised full list of 270 papers: 134 papers published in one
of our ten selected venues, 19 papers published in other
major computer science conferences (e.g., IMC, VLDB),
102 papers published in other computer science venues (e.g.,
minor conferences, workshops, or journals), 5 whitepapers,
and 11 pre-prints posted on arXiv.

2.2. Legal Taxonomy

We organize our systematization around a taxonomy of
legal features. To determine which laws to analyze, we con-
sidered the top 21 countries by population [294] (75.39% of
the global population) and the top 8 countries by GDP [293]
(75.90% of global GDP). We also included sub-national and
super-national jursdictions above our inclusion thresholds
(e.g., the European Union and California). Our legal scholars
then identified which of these jursidictions have enacted
Internet privacy or comprehensive privacy regulations and,
for those that have not, whether they have draft regulations.
This resulted in a list of 24 current and draft regulations
(Table 2). Drawing on a close-reading of these 24 laws, two
authors—both practicing privacy attorneys with significant
experience in industry, private practice, and academia—
developed a taxonomy of rights conferred and obligations
imposed by these regulations (Table 1).

2.3. Paper Coding

We deductively coded each of the 270 papers in our
revised full list using our taxonomy of legal features. We
also inductively coded each paper for: research methodol-
ogy, system stage, platform, and applicable laws.
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Definitions Self-Managed Rights Fundamental Rights Business Obligations Applicability Enforcement
1. Personal info 1. Right to access 1. Right to not be subject | 1. Notice and transparency | 1. Subjects 1. Protection auth.
2. Anonymization | 2. Right to portability | to automated decisions 2. Purpose/processing lim. 2. Organizations | 2. Gov. agency
3. Right to correct 2. Prohibitions on certain 3. Data minimization 3. Elected official
4. Right to delete technologies 4. Security requirements 4. Priv. right of act.
5. Right to opt-out of | 3. Prohibitions on certain | 5. Privacy by design 5. Class action
processing processing 6. Record keeping 6. Arbitration
6. Right to consent to | 4. Right to nondiscrim. 7. Cross-border trans. lim. 7. Civil penalties
processing (based on protected attr.) 8. Risk assessment 8. Criminal penalties
5. Right to nondiscrim. 9. Contracting reqs.
(for invoking rights) 10. Breach notification

TABLE 1: Taxonomy of rights and obligations under Internet privacy and data protection regulations around the world.

Jurisdiction Law Status
Brazil Lei Geral de Protecdo de Dados Final
Bangladesh Data Protection Act Draft
California California Consumer Privacy Act Final
Canada Personal Information Protection and Elec-  Final
tronic Documents Act
China Personal Information Protection Law Draft
Congo Digital Code N°23-010 Final
Egypt Personal Data Protection Law Final
Ethiopia Personal Data Protection Proclamation Draft
EU E-Privacy Directive Final
EU General Data Protection Regulation Final
India Digital Personal Data Protection Act Draft
Indonesia Law regarding Personal Data Protection Final
Japan Act on the Protection of Personal Informa-  Final
tion
Mexico Federal Law for the Protection of Personal  Final
Data Held by Private Entities
Nigeria Nigeria Data Protection Regulation Final
Pakistan Personal Data Protection Bill Draft
Philippines Data Privacy Act Final
Russia Federal Law No. 152-FZ on Personal Data Final
South Korea  Personal Information Protection Act Final
Turkey Law on the Protection of Personal Data Final
Thailand Personal Data Protection Act Final
UK UK General Data Protection Regulation Final
uUsS Children’s Online Privacy Protection Act Final
Vietnam Personal Data Protection Decree Draft

TABLE 2: The 24 laws used to develop the legal taxonomy.

3. Systematization

Our legal taxonomy organized features of privacy laws
into six general categories based on elements consistent
across the texts: (1) definitions, (2) self-managed rights,
(3) fundamental rights and prohibitions, (4) obligations, (5)
applicability, and (6) enforcement. Papers that did not study
any specific legal features—e.g., that observed changes be-
fore and after a law was implemented without tying them
to a particular requirement—are described in Section 3.6.

Research Methodologies. 160 papers (59.3%) conducted
measurement studies to observe the implementation of legal
requirements. Of those, 60.0% used automated techniques
to conduct large-scale studies and 51.3% conducted manual
measurement studies (some papers did both). 20.6% of these
paper included a longitudinal study that analyzed changes
over time, and 16.3% included a cross-jurisdicational study
that analyzed differences between different jurisdictions.
79 papers (29.3%) used HCI methods to investigate the
human impact of privacy laws. Of these, 51.9% conducted
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an exploratory study, 51.9% conducted a large-scale quan-
titative study, and 24.1% conducted an experimental study.

45 papers (16.7%) used systems techniques to imple-
ment and evaluate a system for implementing or enhancing
privacy regulations. 10 papers (3.7%) introduced novel at-
tacks based on legal privacy features. 17 papers (6.3%) used
theoretical methods such as cryptography. 15 papers (5.6%)
introduced frameworks.

System Stage. Of the 45 papers that were about tools and
systems, 6 were deployed with a non-trivial userbase in the
real world, 23 had implemented prototypes, 2 were in the
design phase, and 3 were still high-level proposals.

Platform. 34.1% of papers investigated privacy features
specifically in the context of websites, 18.9% focused on
mobile, 9.6% focused on IoT devices, and 13.7% focused
on other domains including databases, routers, TVs, social
media, blockchains, networks, and cloud services. 33.7% of
papers did not apply to any specific platform.

Applicable Laws. 87.0% of papers on our revised final list
studied the implementation and impact of GDPR. 17.0%
studied CCPA, 9.3% studied COPPA, and just 9.6% stud-
ied any other law. Only six papers (2.2%) considered
laws outside of the United States and Europe. Two pa-
pers looked at Canada’s PIPEDA [300], [183]. One paper
included India’s proposed PDPB [235], one included Sin-
gapore’s PDPA [200], one paper included the Phillipines’s
DPA [221], and one paper included Turkey’s KVKK [133].

3.1. Definitions

Legal interpretation of privacy regulations depends
strongly on key definitions. Many works focusing on defini-
tions do so within the scope of a specific legal requirement.
However, 8 papers explore definitions of terms that broadly
affect the scope of applicable privacy regulations.

Most of the work that focused on definitions focused
on GDPR’s definition of anonymization. Work in this
area included proposing a statistical framework for GDPR-
compliant anonymization [92] and formalizing GDPR’s
“singling out” terminology—used to define identifiable data
in Recital 26—and establishing the relation between this
definition and existing techniques such as differential pri-
vacy and k-anonymity [58]. Gruschka et al. [103] analyzed
two projects that rely on sensitive large datasets to iden-
tify how those projects attempt to protect users’ privacy
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as required under GDPR. Other work has been critical.
Cohen [57] demonstrated that common anonymization tech-
niques such as k-anonymity might fall short of GDPR’s
legal standard for de-identifying data. Narayanan and
Shmatikov [183] and Kutylowski et al. [146] both discussed
challenges of applying legal definitions of personally-
identifiable or personal data versus pseuodoanonymized or
de-identified data in real world systems.

Less work has focused on other definitions. Gomez
et al. [96] explored user perceptions of what constituted
sensitive information. The many other definitions critical to
the interpretation of privacy regulations—including compar-
ing different definitions and interpretations across different
laws—have not been the focus of computer science research.

3.2. Self-Managed Rights

Many Internet privacy and comprehensive data protec-
tion regulations confer self-managed rights, that is rights
that require the individual to take action for the right to be
leveraged. These include rights to access, rights to portabil-
ity, rights to correct, rights to delete, and rights to opt-out
of certain types of processing.

3.2.1. Right to Access. 20/24 laws we examined grant
people a right to access data about them collected by others,
although detailed requirements (e.g., time limits, format
specifications, exceptions) vary between laws. This right has
a high level of awareness in the EU [143], [197]; people in
other jurisdictions are less aware of this right, even juris-
dictions with legally-guaranteed rights of access, although
many companies honor access requests regardless of user
location [197]. The right to access has been extensively
evaluated through measurement studies and user studies, and
several tools have been designed to enhance this right.

Access Request Mechanisms. While researchers have consis-
tently found that the most common Subject Access Request
(SAR) mechanisms are email requests and web form [271],
[272], [40], detailed procedures are generally different for
every website [40]. Moreover, many websites [40] and child
care apps [100] do not accept requests via email, the mech-
anism people consider most natural [7].

Authentication of Access Requests. Returning (potentially
personal) data without authenticating the request can con-
stitute a data breach. However, refusing a genuine request
denies people their right to access. This tension makes
authentication of SARs critical. However, the 28 EU Data
Protection Authorities provide inconsistent guidelines [37].
Several papers have quantified how organizations au-
thenticate SARs [37], [44], [70], [40], [69] with varying
results: 10-71% authenticate requests with national ID cards,
15-31% use subject email access, 15-36% use subject ac-
count login, 6-22% use secret questions or confidential
information, 0-11% use device cookies, and 1-5% call the
data subject. Researchers have also examined whether com-
panies consider IP addresses as sufficiently identifying to
authenticate a request [2], with negative results.
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To evaluate authentication of SARs, several projects
have issued experimental, spoofed requests. A 2014 study
found 25% of websites returned information in response to
requests from email addresses that didn’t match the account
information [116]. Work conducted after GDPR went into
effect produced varying results. One study found that 58/334
popular websites failed to take any steps to authenticate
requests [40]. Using publicly information, researchers have
had success rates of 10/14 [44], 15/55 [70], and 60/150 [196]
at accessing PII in response to spoofed SARs. Social en-
gineering persuaded 2-6% of companies to accept weaker
authentication than initially requested [70], [40]. Around
half of vulnerable organizations remained vulnerable to the
same attack years later [69], and mid-sized organizations
and non-profits were most frequently vulnerable [196].

An interview study found that companies do not receive
many requests for access (i.e., less than 100 per year at some
large companies), that some have not suspected any misuse
of SARs, and that some have just 4-5 people with the access
required to answer SARs while others handle them across
a full customer service department [69].

Compliance with Right to Access. Many papers have mea-
sured compliance with SARs by making legitimate requests
and analyzing the responses [116], [271], [272], [37], [40],
[141], [39], [214].

One focus of this work has been quantifying compliance
with GDPR’s 30-day deadline for responding to access re-
quests. Estimates of non-compliance rates have varied, with
studies reporting 34-41.7% [271], 45% [272], 28.2% [40],
and 24.4% [39] of websites failing to respond within 30
days. However, some of those responses stated that no data
was found. Kroger et al. performed a similar experiment for
mobile apps and found that 19-28% of apps failed to handle
the request within 30 days [141]. One study found that
sending a reminder email to the company decreased non-
compliance to 20% [141]. Another study noted inconsisten-
cies in how companies counted the time limit (from initial
request or from the time they received additional information
required) [271].

User studies in which website users [39], [197] or smart
home users [50] issue requests show people find the process
confusing and frustrating, and authentication can be difficult.

Studies have also quantified the distribution of data for-
mats returned in response to SARs. Over half of responses
were answered with data in structured formats such as CSV,
JSON, or XML [40], [141], [271], but many non-machine-
readable formats were received as well, including screen-
shots, pdfs, raw-text emails, and printed files [40]. Many
of these formats are not what users expect to receive (pdfs,
word files, or spreadsheets) [7]. Some studies found that data
was unintelligible due to obscure labeling or formatting er-
rors [272], [141]. User studies found that people often found
the returned data incomprehensible, meaningless, unusable,
or not useful [39], [285], [197]. Some users also struggled
to open unfamiliar file formats (e.g., JSON files) [280].

Responses to SARs often fall short of user expecta-
tions [7], [39], [197]: most users would like responses to
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include derived data (82%), data acquired from third-parties
(81%), and metadata (73%), but only a minority of responses
(39%, 49%, and 4% respectively) included these data, and
the returned data was often incomplete [39]. Some compa-
nies (22% in 2015 prior to GDPR, 6% in 2019) returned only
data types and not actual values [141]. In 2014, only 43% of
apps and websites returned data that matched the observed
data collected [116]. In 2022, many Android apps did not
return data types that could be observed through traffic
analysis [214]. However, a series of focus groups still found
that people are surprised, shocked, and scared by the the
level of detail that some data downloads provide [280], [20],
and users reported finding the data Twitter and Facebook
shared about tracking to be illuminating [285].

Dashboards and Tools. Some companies offer tools or dash-
boards for directly downloading or interactively exploring
data. However, companies rarely provide both an online tool
and an opportunity to download formatted data, they often
omit data of concern to users, and they do not help users
understand what data is collected by companies [269]. A
qualitative examination of 10 privacy dashboards determined
that none complied with GDPR’s right to access [261].
Nonetheless, a user study found that people were surprised
by and changed their attitudes after interacting with the
Facebook’s transparency dashboard [20].

Researchers have proposed and developed various new
tools to support the right to access. These include a pri-
vacy dashboard intended to facilitate user rights under
GDPR [203], a tool for efficiently monitoring access re-
quest handling using temporal logic [19], a browser exten-
sion that enables people without accounts to make CCPA-
compliant and GDPR-compliant requests [129], a co-design
effort to propose designs, formats, and tools for future data
downloads to achieve transparency goals [280], tools for
retrofitting access requests into legacy systems [4], [160],
a document engineering approach to designing and evalu-
ating a disclosure interface [186], and a static analysis tool
that identifies incomplete responses to access requests for
WordPress plugins [232].

3.2.2. Right to Portability. 14/24 laws provide a right to
portability, the ability to export data from one organization
to another. Among GDPR’s self-managed rights, this was
the least-known and the most misunderstood [143].

Most research pertaining to portability is comprised of
measurement studies specific to GDPR. Three independent
projects—one conducted in 2018 [289] and two conducted
in 2021 [246], [143]—made GDPR portability requests to
hundreds of online services; their results were compati-
ble. 25-30% of companies failed to provide data export
within the GDPR-mandated timeframe of 30 days. 40%-
50% of file formats received were not compatible with
GDPR’s requirement that data be exported in a structured,
commonly-used, and machine readable format [289], [290].
Larger companies provide a larger scope of data export,
more rigorous procedures for authentication, and are more
likely to provide import options [246], but import options
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remain rare (about 25% of services) [143]. Portability for
IoT devices has only been measured at smaller scales: 4
devices [267] and 34 devices [26]. They found that 0-47% of
IoT devices fail to provide data export within 30 days, and
several issues were encountered including lack of request
authentication, data not structured for machine readability,
and lack of documentation and explanation.

Compared to the right to access, few user studies have
explored the right to portability. A survey study found that
10% of participants had considered switching between on-
line services, but about two-thirds felt that lack of portability
was an obstacle to switching [143]. Usability of provided
portability mechanisms has not yet been evaluated.

No tools have been designed specifically for portability,
and most general self-management tools—with the excep-
tion of Odlaw [160]—do not support portability requests.

3.2.3. Right to Correct. 21/24 privacy regulations provide a
right to correct data. The right to correct was one motivation
for building VICERQY [129], an authenticated access tool
for privacy self-management rights, but no work has focused
specifically on the right to correct.

3.2.4. Right to Delete. 20/24 privacy laws include some
form of a right to delete, including rights to withdraw
consent. This right has been extensively evaluated through
measurement studies and user studies, albeit primarily in the
context of GDPR and the earlier EU Right to be Forgotten.
Challenges have also been extensively explored, particularly
in relation to distributed systems, and several tools—both
formal tools and user-facing mechanims—for supporting
deletion have been developed.

The Right to Be Forgotten. Researchers have examined
trends among delisting requests, including who makes these
requests (most commonly law firms and reputation manage-
ment services [33] about young adult men [297]) and types
of information delisted (most commonly personal informa-
tion or official information relating to illegal activities [33],
[297]). While it is possible to use data-driven inferences
to find many delisted links, the right to be forgotten does
appear to enhance privacy of the delisted material [297].

The Right to Erasure. The right to erasure is the most widely
known among GDPR’s self-management rights [143], and
it is compatible with users’ expectations and normative be-
liefs about privacy [77], [175], [221]. Many people assume
deleted posts are compromising, although 80% of users have
deleted a post, often for innocuous reasons [174].
Measurement studies have found that 52-57% of web-
sites and apps delete accounts upon request [116] and that
27% of websites updated or added privacy policies about
deletion after GDPR [110], although many blockchain sys-
tems do not address this right in their policy [212].
However, user studies show people are often not aware
of or do not use deletion controls [77], [109] because
they cannot locate the controls [109], [253] or because
they encountered barriers (e.g., authentication requirements,
account requirements, paywalls, and dark patterns) [253],

Authorized licensed use limited to: Boston College. Downloaded on September 09,2024 at 00:05:58 UTC from IEEE Xplore. Restrictions apply.



[221]. Some controls are too coarse-grained, e.g., only of-
fering an option to delete a full account [176]. People also
report difficulty determining whether removal was success-
ful and find that keeping information off the Internet requires
ongoing efforts [253], and one third of attempted account
deletion requests are never completed [221].

Challenges to Deletion. Researchers have identified tech-
nical challenges to implementing the right to delete, such
as deleting all replicas including distributed data centers,
backups, and offline copies [220], [229], [226], [64]. High-
efficiency lazy deletion algorithms take hours (e.g., on Re-
dis [226]) or months (e.g., 180 days in Google Cloud [229])
to delete data, and systems do not always guarantee that
all copies were deleted [229]. A GDPR-compliant version
of Redis that deletes data immediately incurred significant
overhead [226], as did a SQL-based implementation de-
signed to automate compliance with deletion and retention
requirements [223]. However, some researchers argue that
state-of-the-art practices can implement these rights [199],
[67]. Other research suggests that rights to delete might be
fundamentally incompatible with some technologies such as
blockchains [212], although Farshid et al. [78] propose a
blockchain-like technology that supports data deletion.
Legal exceptions can also pose a barrier to the right to
delete: some electronic monitoring apps claim exemption
from the right to delete under CCPA citing clauses about
retaining data to “comply with a legal obligation” [193].

Tools for Deletion. Several of the tools developed to enhance
right to access also support the right to delete [19], [4],
[160], [232]. Researchers have also provided formal defini-
tions for deletion [89], [95],

3.2.5. Rights to Opt-out of Processing. 17/24 laws grant
a right to opt-out of some processing, with different scope.

The Right to Opt-out of Sale under CCPA. While compliance
with the right to opt-out of sale has increased since CCPA
went into effect [189], there are still numerous websites
that do not provide an opt-out of sale link on their home-
page [189], [279]. Opt-out interfaces often exhibit dark pat-
terns and other interface designs that make it harder to opt-
out [189], [279]; manipulative designs that frequently occur
in the wild—e.g., asymmetric Ul, extra clicks, and fillable
forms—significantly decrease opt-out of sale rates [189].

The right to opt-out of sale is widely misunderstood:
only 30.5-61.1% of Californians can correctly identify
which behaviors would be covered by this right [55].
Websites are also inconsistent about how they interpret
“sale” [55].

Several projects have focused on enhancing the right
to opt-out of sale. Efforts to improve usability include
standardized icons and taglines [61], [111]—which were
incorporated into the text of the CCPA regulations—and
browser extensions that improve visibility of opt-out mech-
anisms [233] and set browser headers and privacy signals
to automatically opt-out of sale [302]. However, while these
signals are legally-enforcable, compliance with these signals
is low [305], [54].
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Other Rights to Opt-out of Processing. Nearly 90% of
websites provide opt-out choices for email communications
or targeted advertising in their privacy policy, but these
choices are often hard to find and comprehend due to poor
readability and the lack of standardized wording [110].
Kumar et al. [24] built a corpus and a model to extract
and classify opt-out links in privacy policies. They observe
variations in kinds and frequencies of opt-outs based on
the popularity of sites, and find that many privacy policies
have no such links. They also created a browser extension,
Opt-Out Easy, which surfaces these links to users. Arfelt
et al. [19] express GDPR’s withdrawal of consent (Article
7(3)), right to restrict processing (Article 18), and right
to object (Article 21) in temporal logic and demonstrate
efficient monitoring. Allegue et al. [9] provide a consent
manager for IoT smart homes. Odlaw [160] claims to sup-
port the right to object in legacy systems.

3.2.6. Rights to Consent to Processing. 15/24 laws require
affirmative consent for certain types of data processing (e.g.,
sensative information, children’s information, and/or cook-
ies). For example, GDPR requires consent—defined as a
freely-given, affirmative act—for any processing of personal
information that is not covered by an alternative legal basis,
a model that was also adopted by many subsequently laws.

Consent Interfaces. Many papers have categorized and quan-
tified consent interfaces, primarily cookie banners:

1) Choice Options. Measurement studies have consistently
found that 20-37% of banners present no options or are
confirmation-only [121], [65], [171]. Rates are higher
in certain countries [65], contexts (e.g., porn web-
sites [277]), or modalities (e.g., mobile [105]). Banners
with choices use a variety of mechanisms including
binary buttons, sliders, checkboxes, and per-vendor
settings. Among choice mechanisms, checkboxes were
the most common immediately after GDPR went into
effect [65], but options to opt-out of cookies directly
in a banner are rare [65], [215], [275], [134].

2) Location. Most desktop cookie banners (57.9%) are
implemented as bars at the bottom of the page [275].

3) Design Elements. Highlighting, pre-selection, and other
forms of nudging and manipulative patterns are com-
mon [275], [169], [188], [171], [209].

4) Banner Text. GDPR requires that cookie purposes be
disclosed to the user; this requirement is not always
met. Many banners fail to mention a purpose [219],
use vague purpose language [219], assign incorrect
purposes [35], or use biased text with framing [219].

Computer scientists have identified requirements for cookie
consent [217], characterized dark patterns [168], and de-
veloped frameworks for evaluating privacy choice inter-
faces [107], [80]. Overall, estimates suggest that 54-95%
of cookie banners fail to meet GDPR’s standard for con-
sent [169], [188], [218], [35], [209], and some people argue
that no designs satisfy all of GDPR’s elements [98]. Noti-
fying companies of non-compliant interfaces does not con-
sistently result in improvements to the banner design [115].
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Legal requirements for opt-in consent have driven adop-
tion of Consent Management Providers (CMPs). Adoption is
highest among mid-market websites, but CMPs are increas-
ingly used by all sorts of sites, with significant jumps in
adoption immediately after GDPR and CCPA went into ef-
fect [117]. However, CMP-produced banners are not always
legally-compliant [263], [242], [209]. The default banner
produced by many CMPs uses highlighting to nudge user
consent [263], 38% of CMPs do not support any nudge-free
designs [242], and some cookie consent libraries support
cookie banners with no decline option [65].

Consent interface designs have been quantified in other
contexts: (1) mobile app tracking—42.6% are confirmation-
only [185]; (2) smart homes—interfaces are manipulative,
frustrating, and lack options [50] and withholding or revok-
ing consent is hard [52]; (3) Hybrid Broadcast Broadband
TVs—some channels lack consent mechanisms or fail to
support revocation [247]; and (4) voice assistants [225].

Impact of Interfaces on Consent Decisions. In 2022, there
were 56% more cookie banners in the EU compared to other
jurisdictions [202], and many European users report ban-
ner fatigue [144]. Nonetheless, interface design—including
nudging and dark patterns—can impact consent decisions.

1) Choice Options. Removing the opt-out button from
the first page has the most effect on consent
choices, increasing consent rates by 20-30 percentage
points [275], [188], [108], [38]. One study found users
significantly more likely to consent to cookies when
presented with binary-choice compared to finer-grained
options [275], but another found the exact number of
choices does not have an effect [162].

2) Location. A large-scale study of European users in the
wild found that people are three times as likely to
interact with banners in the lower-left than with banners
at the top and bottom of a page [275]. However, a
later study with predominantly-American MTurk users
found that position had no significant effect [32].

3) Design Elements. Pre-selection or defaults can signif-
icantly increase cookie opt-in [275], [162] and result
in lower recall and more regret [162]. A color-based
nudging bar displaying privacy threat is most effective
at nudging users away from default options [32]. How-
ever, highlighting does not significantly increase opt-
in [275], [32]. In general, defaults and nudging can
influence the cognitive decision process, particularly
for users with lower privacy concerns [22].

4) Banner Text. Many textual variations—e.g., the labels
on buttons and whether a banner implies that declining
cookies will negatively effect experience—have no sig-
nificant effect on cookie consent [108], [38], but loss
versus gain framing for the button labels does [161].

Behavior can also differ significantly between desktop and
mobile devices [275], [32], [202]. Manipulative consent
interfaces are not constrained to cookie consent; some web-
sites use nudging and dark patterns to steer users towards
particular behaviors [167]. Users familiar with computer
security are more likely to change defaults [32].
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Tools for Consent. Given the many banner-related privacy
concerns, several tools have been designed to enhance pri-
vacy through automated tools and signals. These tools can
automatically answer consent pop-ups based on a user’s
preferences [187], [202], predict actions required to dis-
able unnecessary cookies [134], and identify legally non-
compliant banner language [278]. Hils et al. [118] conducted
a longitudinal study of privacy preference signals.

Effect of Consent Requirements on Cookies and Tracking.
Researchers have applied two distinct methodologies to
measure the effect of consent requirements on cookies and
tracking: (1) conducting longitudinal studies before and after
a law goes into effect, and (2) quantifying non-consensual
processing after a law is in effect.

1. Longitudinal Studies: Many projects have conducted
longitudinal analyses of the effect of GDPR on tracking and
third-parties [65], [240], [121], [126], [273], [120], [128],
[63]. Although they observed a reduction in usage of third-
party web technology and cookies immediately after GDPR
went into effect [128], [121], there was no significant long-
term drop [128], [65]. There were some changes towards
increased market concentration in third-party services [128],
[240], [126], [120], [63], and one study observed a 40%
reduction in cookie syncing, although the general shape of
the ecosystem did not change [273]. Another study observed
an uptick in new third-party cookies placed when GDPR
went into effect [120], which might signify adoption of
CMPs. However, few developers reported making substan-
tive changes such as adding popup consent dialogues [286].

Rasaii et al. [202] measured the impact of CCPA and
LGPD and found that those laws had no effect on cookies.

Research has also looked at tracking by mobile apps. Al-
though there are geodifferences in tracking behavior [145],
there was no significant change in tracking by apps after
GDPR went into effect [137]. It is common for apps to
engage in third-party tracking, and very few of those apps
obtain consent [127], [304], [138], [122]. Apps continued
to share data with tracking companies prior to user con-
sent after Apple introduced App Tracking Transparency
(ATT) [139]. Ret at al. [207] looked at information exposure
by IoT devices across jurisdictions; they noted that US
devices contact more third-parties compared to UK devices.

Although most users feel negatively about third-parties,
many take no action to prevent tracking [60]. Among those
who do, most common actions are using a browser extension
or manually deleting cookies; fewer people use a privacy-
oriented browser or private browsing mode [171].

2. Processing without consent: Websites without banners
sometimes set cookies [46], [76], [121], [276], and 82.5%
of websites that use CMPs set at least one cookie that
is not covered by their cookie banner [35]. Websites with
banners set cookies prior to obtaining consent [169], [265],
[188], [35], [215], [276], [209], a practice that is even more
common among EU government websites [213]. However,
the practice of setting cookies prior to consent decreased
after GDPR [62], [151], [121]. Some websites set cookies
even after the user rejects those cookies [121], [35], [169],
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[215], some use browser fingerprinting to bypass cookie-
consent [195], and 3.8% of top websites use cookie respawn-
ing [86]. However, opting out of cookies does reduce cook-
ies [202] and can result in fewer scripts (and corresponding
reduced vulnerability to scripting attacks) [135].

Some issues with non-consensual cookies arise from
third-party elements imported into a site. Many profiling
cookies set prior to user consent are actually set by ad-
vertising networks [265] and ghosted cookies—cookies set
by hierarchically-imported resources—pose a challenge to
consent because the website does not have full control over
these first-party cookies [216]. Only 12.8% of third-party
cookies are mentioned by cookie policies, and only 5%
include a description of the cookie’s purpose in a well-
structured table [85].

Beyond website cookies, data sharing and use without
opt-in consent occurs in many other contexts. Some web-
sites send marketing emails without opt-in consent, with-
out an option to revoke consent, or after a user revokes
consent [142]. In the context of mobile apps, 16.7% of
mobile apps share data with third-party trackers prior to
user consent, and 1.0% share data after a user explicitly
declines consent [185]. 20.9% of apps transmit data with-
out displaying a consent dialogue or privacy notice [136].
34.4% of apps share personal information with third-party
data controllers without opt-in consent, most commonly
sending the AAID [184]. Leaks of unresettable user identi-
fiers (UUIs) on Android devices can bypass the permission
consent mechanisms [172]. Apps practice deceptive uses of
legitimate interest to justify data collection without consent
in ways inconsistent with user preferences [147]. In the
context of IoT, personal information about other users can
be extracted from from Amazon Echo devices [88], and
Hybrid Broadcast Broadband TV channels track users prior
to receiving consent [247].

Misconceptions about consent requirements are com-
mon, with many developers believing that having a privacy
policy supersedes the need for explicit consent [184]. Many
developers rely on third-party app builders or SDKs to make
their app compliant and assume that libraries implement
compliant behavior. To prevent non-consensual data use,
researchers have developed tools that automatically verify
and enforce usage consistent with user consent [56], [131].

Effect of Consent Requirements for Sensitive Data. 13/24
laws require opt-in consent for processing sensitive personal
information. However, definitions of “sensitive” vary and
differ significantly from what users consider sensitive [96].
Work conducted prior to GDPR found that Facebook
made significant use of sensitive data for targeting ads and
therefore predicted that the regulation should significantly
impact data processing by major ad providers [43]. Subse-
quent work did find significantly lower rates of tracking for
sensitive data in Europe compared to other jurisdictions [63],
however tracking persisted on sites related to health [123],
[63], sexual orientation and preferences [123], [277], reli-
gion [123], [63], and politics [63]. 74% of paid apps held the
same dangerous permissions as their free versions [113].
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Restrictions on the collection of sensitive personal in-
formation can also have unintended negative consequences.
Interviews with industry experts working on algorithmic
fairness for machine learning revealed that GDPR’s restric-
tions were viewed as prohibitive, and the resulting lack of
access to racial data resulted in no longer trying to detect
racial bias in their machine learning systems [16].

Effect of Consent Requirements for Children’s Data. 12/24
laws require parental consent for information about chil-
dren, but the details (e.g., collection versus processing, the
age limit for protection, and the requirements for verifying
parental consent) vary between regulations.

Several projects have investigated COPPA compliance
by mobile apps. This work has consistently found that many
apps violate COPPA in a variety of ways, including using
SDKs that prohibit use in child-targeted apps because they
collect or share PII [208], [6], [79], [100], [204], using li-
braries without necessary COPPA-compliant parameters [6],
not asking for parental consent prior to collection [100],
[10], using fingerprinting-alike libraries to bypass parental
consent [83], or using parental consent mechanisms such as
age gates and knowledge-based questions that do not satisfy
the FTC’s requirements for verifiable parental consent [10].
Behaviors that violate COPPA have also been observed in
COPPA-approved and child-oriented websites [281] and in
voice assistant skills in the “kids” category [150]. Overlap-
ping behavior in free and paid versions of apps might also
be indicative of practices that violate COPPA [113]. Xie et
al. [296] automatically analyzed use of children’s data by
IoT devices and found noncompliance in 8/512 skills.

Failure to comply with restrictions on processing chil-
dren’s data might be due to barriers to compliance rather
than malicious intent. Developers of popular Android chil-
dren’s apps report issues including a lack of transparency
from libraries, a need for data to understand user behavior,
and difficulty monetizing apps in age-appropriate ways [72].

Efforts to facilitate COPPA compliance have resulted
in tools that leverage dynamic execution and traffic mon-
itoring [287] or machine learning [29], [296] to analyze
apps or IoT devices and detect behavior that violates legal
regulations. These tools have high accuracy but are not
currently in widespread use.

In general, COPPA requirements are consistent with
parental expectations and social norms, although younger
parents are significantly more accepting of data collec-
tion [18]. However, by incentivizing online services to ban
users younger than 13, there is also some evidence that
COPPA may have reduced privacy for adolescents, who
may lie about their age to join platforms, thus aging out
of protections for minors before they turn 18 [68].

3.3. Fundamental Rights and Prohibitions

In contrast with self-managed rights, which must be
explicitly invoked by individuals, fundamental rights impose
general prohibitions on certain types of behaviors. These
rights have been rarely studied by computer scientists.
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15/24 privacy laws create rights to not be subject to au-
tomated decision making, but only four papers have focused
on this right. Kaushik et al. [132] found that GDPR’s right to
not be subject to automated decision making is commonly
misunderstood—many people believe users can opt-out in
advance—and fails to meet expectations for transparency.
Krishna et al. [140] formulate the problem of implementing
the right to explanation in the context of automated decisions
as an optimization problem robust against model updates to
accommodate deletion requests. Other work has considered
how this and other fundamental rights might be implemented
for databases [228], [229].

GDPR and LGPD grant freedom from discriminatory
processing on the basis of sensitive personal information.
Four laws—CPRA, GDPR, LGPD, and China’s PIPA—
grant a right to non-discrimination if a user invokes their
rights to privacy self-management. These rights have not
been explored in the computer science literature.

3.4. Obligations

Obligations are procedural requirements that must be
satisfied when collecting or processing data. Examples in-
clude transparency requirements, legal basis requirements,
data minimization requirements, and privacy by design.
Some of these legal aspects—specifically transparency and
consent as a legal basis—have been the focus of significant
bodies of work by computer scientists. Others have not.

3.4.1. Notice and Transparency. Transparency was been a
key motivation behind many privacy laws, and 22/24 privacy
laws have specific transparency requirements. For example,
GDPR calls for data to be processed “in a transparent
manner in relation to the data subject” [S(1)(a)], and CCPA
features the “right to know” as the first right granted to
consumers. Despite some challenges [173], a lot of work
has focused on privacy policies as the most common form
of notice; some work has also looked at other transparency
mechanisms in the context of legal requirements.

Impact of Regulations on Privacy Policies. Several longi-
tudinal studies looked at privacy policies before and after
GDPR went into effect to understand its impact [65], [110],
[286], [154], [299], [13], [3]. 4.9% of apps added privacy
policies and 50% updated pre-exising policies [65]—the
most widespread changes in the last decade [13], [3]—
with many adding new content (e.g., options regarding
deletion [110], information about privacy self-management
rights [3], and information about protections for children’s
data [299]) to meet particular GDPR requirements. 38% of
Android developers reported adding or updating the privacy
policy for their app [286]. Overall, privacy policy sensitivity
increased between 1997-2018, with spikes corresponding to
the enactment of privacy regulations [158]. However, not
all companies had privacy policies even after GDPR [65],
[145], [163]. Cross-jurisdictional analyses have also iden-
tified jurisdictional differences between policies in the EU
and the US [145], [21], with some evidence suggesting that
the GDPR reduced data collection [21].
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The impact of regulations on the transparency of privacy
policies was mixed. Using NLP techniques, researchers
found an increase in terms related to GDPR rights [65],
[154], [3] and in granularity of disclosures [21]; most
apps with different policies in different countries were due
to additional clauses relating to GDPR or CCPA [145].
Some longitudinal studies have found that policies became
more specific with improved presentation [154] and sim-
pler and more regularized [158]. However, many privacy
policies showed no improvement in any of 10 privacy mea-
sures [299]. Other studies have found that privacy policies
also became longer [154], [13], [3] and harder to read [13].
Some policies covered more data use practices at the cost
of reduced specificity [154], and information about tracking
and information sharing with third parties were still fre-
quently missing [13].

Compliance with GDPR Transparency Requirements. Ac-
cording to analyses, privacy policies can violate GDPR in
five ways: (1) omitting required information [59], [153] (Fan
et al. [75] identify six required notice categories; Vanezi
et al. [298] identify a list of 89 terms across 7 groups
that should be included in privacy policies), (2) describ-
ing prohibited data practices [59], [153], (3) using unclear
language [59], [153], [191], (4) not providing the privacy
policy in an accessible location, and (5) inaccurately or
incompletely disclosing data practices. A large body of work
has also been devoted to developing tools that use machine
learning to automatically analyze whether privacy policies
comply with GDPR’s transparency requirements [59], [179],
[271], [272], [14], [15], [75], [85], [205], [298], [191],
[156], [73], [102], [201], [200], [155], [192]. Many of these
tools have been applied to corpuses of post-GDPR privacy
policies to determine rates of compliance with GDPR.

1) Omitting Required Information. Between 8.3% [298]
and 23.7% [75] of website privacy policies are missing
at least one required category. Observed compliance
levels differ significantly for different disclosure re-
quirements imposed by GDPR [201]: more than 90%
of policies disclose categories of data collected and
purposes of data processing (albeit sometimes bun-
dled [176]), but only 15.3% disclose how personal
information is used for automated decision making or
profiling [267]. 43% of child care apps do not mention
processing sensitive data about children [100]. 56% of
privacy policies for browser extensions omit one or
more pieces of information required by GDPR [155].
Users struggle to identify policy excerpts relevant to
GDPR’s articles [179].

lllegal Data Use Practices. None of the papers we
systematized measured prevalence of illegal practices.
Unclear Language. An estimated 1.4% of websites
have readable privacy policies [191]. Many use vague
language [176], [122]. Moreover, 7.6-18.1% of privacy
policies for Android apps contain contradictions that
may be indicative of misleading statements [14], [15],
[42]; many are contradictions due to inconsistencies
with GDPR’s definition of personal information. GDPR

2)

3)
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requires that privacy notices be understandable to chil-
dren if a company processes children’s data; however,
studies with children reveal safety concerns and a lack
of awareness of the value of data [66], children do not
understand the technical terms that appear in privacy
policies [178] and misconceptions about data practices
remain pervasive among children [245], suggesting that
current policies fall short of meeting this legal standard.

4) Inaccessible Policy. Most websites provide a privacy
policy in an accessible location [191], but there still
are some without privacy policies [276]. Compliance
can be lower in other contexts: 74% of IoT produc-
ers’ websites [267], [163], 62.2% of Google Assis-
tant actions [150], 50.5-55% of Android App Store
pages [304], [113], 32% of browser extensions [155],
27.7% of Amazon Alexa skills [150], 16% of porn
sites [277], and only 9% of Smart Home devices [163].
Moreover, there are no clear standards for what consti-
tutes an accessible location for apps and smart home
devices [304], [163].

5) Inaccurate Policy. App behavior is not always consis-
tent with notices provided by websites and apps [206],
[15], [127], [306], [75], [42], [10]: 42.4-77.9% of apps
exhibit at least one behavior inconsistent with their pri-
vacy policy [15], [75], [295], 17-18% share information
with third parties without disclosing it [306], [79], and
app behavior is frequently inconsistent with app privacy
labels [136], [295]. 35% of European websites collect
data not disclosed by their privacy policy [192]. 11/165
popular trackers with opt-out choices exhibited data
practices inconsistent with their privacy policy [41].
IoT skills for Amazon and Google devices have also
been found to be inconsistent with their privacy poli-
cies [106], [296], and 31% of IoT companion apps
share data without disclosing it. Independent work
developing a testbed for IoT devices found that half
of 11 sample devices collected data not disclosed by
their privacy policy [244], and almost half of browser
extensions have inconsistencies between privacy poli-
cies and actual data practices [155].

Overall, early estimates suggested up to a third of the
privacy policies for large companies were not compliant
with GDPR [59], but later work found that number could
be as high as 97% [201], with many privacy policies having
multiple compliance issues [156]. Compliance is higher for
top tracking companies, most of which meet the minimum
legal requirements set out by GDPR [272].

Compliance with Other Transparency Requirements. Three
projects focused on the transparency requirements imposed
by COPPA on apps that target children under 13. The first
found that only 10.8% of these apps targeted at young
children provided a privacy policy in their Google Play
Store page in 2013 even though half collected personal
information [152]. Five years later, only half of parental
control apps clearly informed users of their data practices,
and only 24% provided a complete list of third-parties with
which they share information [79]. Some companies violate
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COPPA by failing to address children’s data in their privacy
policy [204] or by not disclosing data practices in the privacy
policy [304]. In 2022, many child care apps still failed to
disclose use of trackers or processing of sensitive data about
children [100].

Two papers evaluated CCPA’s transparency require-
ments. Chen et al. found that while almost all U.S. websites
describe their data sharing practices, only 24.4% of those
list every category of personal information that is shared
with each category of recipient as required by CCPA [55].
Musa et al. [180] proposed a technique for automatically
inferring data sharing relationships and validated it against
CCPA’s data broker registry, suggesting a means to verify
accuracy of CCPA disclosures.

The only paper that considered transparency require-
ments outside Europe and the U.S. was Qamar et al. [200],
who developed a tool that measures similarity between the
text of a law and a privacy policy; their tool supports
compliance evaluation for Singapore’s PDPA, but they have
not published compliance rates.

Tools to Improve Transparency. One approach to facilitat-
ing compliance with transparency requirements is to auto-
matically generate policies that comply with the various
laws. Such tools have been developed for COPPA [152],
[303], GDPR [90], [12], [303], [27], [231], CCPA [303],
and CalOPPA [303]. There are also questionnaire-based
generators that create privacy policies for mobile apps [17],
[125], [256], [257]; three of these claim to generate poli-
cies that are compliant with COPPA, GDPR, and CCPA.
However, an analysis conducted in January 2021 found that
policies generated by available tools were only compliant
with GDPR [303]; all generated policies violated multiple
transparency-related requirements imposed by COPPA and
by CCPA.

An alternative approach is to enhance transparency with
summarization or annotation. Several independent projects
applied NLP to automatically identify and highlight parts
of privacy policies relevant to GDPR’s requirements [258],
[259], [179], [53], [21]. Mustapha et al. [181] provide an
improved tool for automatically annotating privacy policies.

Other tools include formal languages for expressing
GDPR’s transparency requirements [19], [101], expressing
and verifying privacy policies [260], and modeling inter-
process communication to audit policies [27]. Wang et
al. [284] used cryptography and trusted execution environ-
ments to automate compliance with privacy regulations.

3.4.2. Purpose or Processing Limitations. 17/24 privacy
laws impose purpose or processing limitations as a business
obligation. These include both legal bases for processing
and explicit purpose limitations.

Legal Bases for Processing. Many laws accept user consent
as one possible legal basis for processing, effectively turning
a business obligation into a self-managed right. Consent
as a legal basis has been extensively studied by computer
scientistis (Section 3.2.6), but only three papers have studied
other legal bases for processing. Arfelt et al. [19] express
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GDPR’s legal basis requirement (Article 6(1)) in temporal
logic and find it can be efficiently monitored. Kutylowski
et al. [146] discuss challenges that can arise from GDPR’s
legal basis requirement in cases where a processor ceases
to exist but personal data are still stored by a third-party
storage provider. Han et al. [114] argue that the “Legitimate
Interests” clause in the GDPR covers use of data collected
prior to GDPR; they build a system to provide sequential
recommendations by training a global model using pre-
GDPR data then fine-tuning that model locally with more
recent data.

Purpose Limitation. Few projects have looked at purpose
limitations. One found that after GDPR went into effect,
Android apps declared fewer dangerous permissions and
that many apps reduced the number of times they accessed
permissions [177], suggesting that GDPR’s purpose limita-
tion requirement might have significantly enhanced privacy.
Another study found that additional metadata required to
enforce purpose limitation and other GDPR requirements
imposed a 2-5x performance slowdown on three widely-
used database systems [228].

To facilitate compliance with purpose limitation require-
ments, Wolf et al. [288] developed HivePBAC, an adaptation
of purpose-based access control designed to ensure purpose
limitation for message-oriented architectures, and Karami et
al. [131] developed a programming language that generates
runtime errors if data are used for purposes other than those
for which they were collected or if they are not deleted after
their purpose is complete.

3.4.3. Data Minimization. 12/24 laws impose a data mini-
mization obligation, however this obligation has been rarely
studied. One study found that personalization can be rela-
tively robust to global minimization but that quality loss is
significant for some users [34]. Another found that few apps
enable data-minimization SDK settings [139] and that 16/31
IoT devices had at least one unnecessary data flow [164].
Senarath et al. [224] found that developers struggle to im-
plement data minimization due to uncertainty about how
data could potentially be used, and that developers are
inconsistent in how they apply data minimization.

Efforts to support data minimization requirements are
also few. They include expressing data minimization require-
ments in temporal logic to enable efficient monitoring [19],
developing a framework for implementing data minimiza-
tion in machine learning systems by iteratively estimating
the system performance curve and use of personal data when
a performance-based stopping criteria is achieved [227], and
developing a tool for automatically comparing privacy poli-
cies between counterparts and identifying overly-broad data
practices (a subsequent analysis flagged 48.3% of privacy
policies as overly broad) [301].

3.4.4. Security Requirements. 16/24 laws impose security
requirements such as encryption for personal information,
but only a few projects have evaluated the impact of this
requirement, and all focused on GDPR. Longitudinal studies
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observed a 9% decrease in plaintext transmission of per-
sonal data after GDPR went into effect, but 39% of top
Android apps still transmitted plaintext data [127], [75].
Many mHealth apps that attempted to encrypt data con-
tained at least one error [75]. Although some apps contain
geodifferences in security settings, those differences do not
correspond to privacy regulation jurisdictions [145].

In some cases, compliance with legally-mandated en-
cryption requirements can impose a significant performance
overhead [226]. Marjanov et al. [165] analyzed fines im-
posed for violations of GDPR’s security requirements and
identified common failings and danger points.

3.4.5. Privacy by Design. Among the laws we reviewed,
only GDPR (and the UK GDPR) includes a privacy by
design obligation, although such obligations are also present
in laws beyond the scope of our review (e.g., Australia’s
Privacy Act, Kenya’s Data Protection Act). A few projects
have considered this requirement. Research has analyzed the
mobile ecosystem through the lens of privacy by design [47],
conducted case studies [94], and studied developer perspec-
tives on privacy by design to identify barriers [8]. Rec-
ommendations include more guidance for developers [47],
changes at individual and organization levels [8], and devel-
opment of tools targeted at the engineering mindset [166].

Researchers have developed tools for facilitating pri-
vacy by design using domain-specific languages [90], [91],
semantic models and automated verification [56], and for-
mal modeling and interactive theorem proving [130]. Desh-
pande [67] proposed an architecture for private-by-design
database systems. Tamo-Larrieux et al. [254] analyzed pri-
vacy by design as a stepping stone toward a right to cus-
tomize data processing.

3.4.6. Record Keeping. 19/24 laws impose a record-
keeping requirement, but this obligation has been studied
only in limited contexts such as measuring overhead in-
curred by adding synchronous logging to Redis [226] or by
a multi-level logging scheme [264]. To facilitate compliance
with this obligation, Ryan et al. [211] proposed DPCat, a
standardized representation for the collection and transfer of
Register of Processing Activities (ROPA) information.

3.4.7. Cross-Border Transfer Limitations. 17/24 laws
impose restrictions on cross-border transfers. Analyses of
the mobile tracking ecosystem prior to GDPR predicted a
significant impact [204]. However, subsequent work found
that tracking flows did not change significantly [123] and
that compliance rates were low, with with 93% of websites
embedding third parties located in regions outside the Pri-
vacy Shield [270] and 66% of apps including cross-border
transfers that were not accurately disclosed in their privacy
policy [104]. IoT companion apps also transmit data across
regions in ways that could violate GDPR [182].

3.4.8. Risk Assessments. 13/24 laws require risk assess-
ments such as Data Protection Impact Assessments, Privacy
Impact Assessments, or Algorithmic Impact Assessments.
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Three projects have briefly considered this requirement
in the context of big data systems [103], database sys-
tems [229], and smart homes [94], but it has not been an
area of significant focus.

3.4.9. Contracting Requirements. 12/24 laws have con-
tracting requirements, e.g., for service providers or third-
parties who process personal information. Amaral et al. [11]
developed an NLP approach to automating compliance
checking for GDPR data processing agreements. No other
work has looked at this obligation.

3.4.10. Breach Notification Requirements. 18/24 laws
have breach notification requirements. Shastri et al.’s work
on GDPR-compliant databases briefly mentions this obliga-
tion [228], [229], but no work explicitly focuses on it.

3.5. Applicability and Enforcement

The 24 laws we analyzed include a range of different
scopes of applicability, both in terms of which people are
granted these protections (criteria include residence, citizen-
ship, physical location, age, and employee status) and which
organizations are subject to the regulation (criteria include
number of users, company revenue, revenue from selling
personal information, organization’s country of registration,
jurisdictions in which a company does business, and non-
profit or governmental status). They also include a range of
different enforcement mechanisms. While some papers con-
ducted cross-jurisdictional measurements or studies, none
looked explicitly at the impact of legal applicability or
enforcement.

3.6. General Papers

While we were able to position most papers within our
legal taxonomy, some work approached privacy regulations
from a more general perspective.

Several projects evaluate the effect of GDPR on spe-
cific things without tying their results to any particularlegal
requirement. These include the impact of GDPR on cross-
library data harvesting [283], on WHOIS records [159], on
feasibility of large-scale vulnerability notifications [241],
and on universities’ cloud migration [84]. Wong et al. [291]
evaluated the impact of both GDPR and CCPA on business
risks identified in investor documents.

Many projects explored generally what types of architec-
tural and design changes would be required to bring systems
into compliance with GDPR [93], [194], [148], [119], [229],
[222], [28], [45], and one did so for the proposed Indian
Personal Data Protection Bill [235]. Other general projects
explored how various technologies could facilitate GDPR
compliance generally. These included developed or proposed
formal languages [25], [19], [262], [36] or tools [74], [81],
[198], [82], [1], [36], [11], [255], [124] for facilitating
and automating GDPR compliance. The ISO 27001 stan-
dards [157] and blockchains [266] were also explored.
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Some work explored users’ [230], [300] and devel-
opers’ [236], [87], [51], [248], [10], [251], [50], [274],
[133] attitudes towards, awareness of, and understanding of
various privacy regulations. Since legal compliance is often
framed as the developer’s choice and responsibility [252],
research has also explored advice or guidance available to
(and used by) developers [252], [251], [47], [250], [149],
[10] and identified barriers to compliance from the devel-
oper’s perspective [251], [248], [10], [112], [30], [243],
[276], [133], [249], [5]. However, Utz et al. [276] found that
notifications about privacy issues were less well-received
than notifications about security issues.

4. Discussion

Looking at the 270 papers systematized in this work
through an interdisciplinary lens, we see a deep, active,
and highly impactful body of scholarship. However, sys-
tematizing this volume of work also illuminates patterns
in how computer scientists currently approach the problem
of analyzing the implementation and impact of privacy
regulations. Based on our analysis of these patterns and our
systematization of existing research in this space, we formu-
late recommendations about directions for future computer
science research at the intersection of privacy and law.

Recommendation 1: Computer science researchers should
expand our efforts to evaluate and amplify non-self-
management aspects of privacy and data protection regu-
latl%smajority of the work we systematized (51.5%) fo-
cused on measuring, evaluating, or enhancing privacy self-
management features such as access, deletion, opting-in, or
opting-out. Another 27.8% focused on the right to trans-
parency, most of which was framed within the context of
notice and consent, implicitly interpreting this requirement
through the lens of privacy self-management. Most of this
work is comprised of criticisms of privacy self-management,
such as quantifying designs that deter users from invoking
their rights or measuring the (poor) usability of existing
implementations of self-management rights.

These critiques of self-management contribute to a
growing interdisciplinary consensus that privacy self-
management is inherently unworkable. Enhanced trans-
parency is intended to empower users to make informed
decisions about whether to consent to data practices, but the
resulting disclosures are still unreadable [13], [191] and omit
critical information [75], [298]. Implementations of self-
management rights frequently deter people from invoking
their rights by leveraging cognitive biases in so-called “dark
patterns” [71], [282], [97], [275], [189]. Moreover, self-
management simply doesn’t scale to the number of com-
panies with which users regularly interact and the difficulty
of identifying the many third parties with access to personal
data [170], [238], [210], [239].

Non-self-management aspects, including fundamental
rights and obligations, have the potential to overcome the
limitations of privacy self-management. However, these as-
pects have been under-studied. We recommend that com-
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puter science researchers shift our efforts towards evaluating
non-self-management features of existing regulations—e.g.,
evaluating the impact of non-discrimination requirements
through measurements and user studies—and that we work
to develop tools that complement these regulatory efforts—
e.g., tools for auditing data minimization.

Recommendation 2: Computer science researchers should
extend our efforts to evaluate the implementation and impact
of currently under-studied aspects of privacy regulations.

Much of the work we systematized focused on a small
number of legal aspects such as right to access (34 papers),
consent interfaces (41 papers), and right to transparency (75
papers). By contrast, other aspects of modern privacy laws
have gone largely unstudied by our community. Some of
these understudied aspects challenge and enhance common
approaches to self-management or take users out of the self-
management loop. Examples of under-studied legal aspects
that could benefit from additional research include right
to correct (1 current paper), data minimization (9 papers),
anti-discrimination requirements (0 papers), prohibitions on
facial recognition (1 paper), and rights not to be subject to
automated decisions (4 papers).

Recommendation 3: Computer science researchers should
prioritize longitudinal and cross-cultural work at the inter-
section of technology and privacy law.

The measurement work systematized in this paper fo-
cused on the time immediately after or immediately around
the date when a law went into effect. However, the legal
community considers post-enactment guidelines and case
law to provide essential interpretations of laws that define
the rights and obligations imposed by those laws. For ex-
ample, what constitutes a valid opt-out of sale mechanism
under California law has evolved since January 2020 via new
guidelines, new interpretations and legal actions, and subse-
quent legal amendments. To provide meaningful evaluations
of privacy regulations, future work will need to conduct
longitudinal measurement studies over longer periods after a
law goes into effect, specifically including the evaluation of
post-enactment events that can change legal interpretation.

Similar sounding legal rights can also result in sub-
stantively different legal realities in different jurisdictions
due to differing interpretation and case law. For example,
many national privacy laws provide special protection for
“sensitive personal data”, but Singapore’s PDPA provides
no statutory definition or protection for sensitive data over
other types of data [234]. However, guidance from Sin-
gapore’s Personal Data Protection Commission indicates
that sensitivity of data is a factor for consideration, thus
introducing the potential for sensitive data protections under
a law which otherwise lacks such protections [190]. These
differences can result in results that don’t generalize be-
tween different jurisdictions even if they have similar legal
aspects and regulatory language. For example, consider an
illustrative example from the research on dark patterns and
nudging: two studies investigated the effects of the on-
page location of consent banners on interactions and user
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consent decisions [275], [32]. A study with Europeans found
that participants were three times more likely to interact
with banners in the lower-left than in other positions; a
study with a predominantly-American population found that
banner position had no effect on interaction rates [32]. While
there are many possible reasons for these inconsistent results
(including differences in timing, recruitment, and method-
ology), one possibility is that a genuine or psychological
difference exists between these two populations, which may
have been induced by cultural factors, differing experiences
with privacy and consent, or the impact that the GDPR
(and the changes to corporate behavior it triggered, e.g., the
frequency of cookie banners) might have had on Europeans’
behavior. To provide meaningful results about the impact
of privacy regulations globally, researchers should conduct
cross-jurisdictional studies and should replicate results from
single-jurisdictional work to validate whether the results
generalize to other legal jurisdictions.

Recommendation 4: Computer science researchers should
explore how technical expertise and methodology might be
applied to evaluate proposed future regulations and regu-
latory approaches in addition to laws currently in effect.

Existing work provides critiques of extant laws. This
can (and has) impacted subsequent interpretation and en-
forcement. However, the impact of such work could be
amplified if computer scientists are able to develop validated
techniques for empirically evaluating proposed regulations
or regulatory regimes. Certain upcoming and proposed laws
contain absolute clauses beyond the scope of existing pri-
vacy guarantees, for example the District of Columbia’s Stop
Discrimination by Algorithms Act of 2021 and Section 207
(Civil Rights and Algorithms”) of the previously proposed
US omnibus privacy legislation, the American Data Privacy
and Protection Act (ADPPA). Such laws are beginning to
address a key facet of privacy regulation, which is the ways
in which it can be made to enforce equity in privacy across
axes of marginalization and class. Studies of these aspects
of these laws would be valuable for understanding how non-
discrimination approaches impact privacy outcomes gener-
ally as well as on privacy equity.

Finally, we encourage researchers to push in the di-
rection of studying privacy regulation approaches which
have only been theorized in academic law literature. Such
approaches would often be deeply transformative or rely on
major shifts in not only laws and regulations but also the
ways that societies construct and value privacy. Paradigms
that might be rich for this type of study include data fidu-
ciary approaches [23]—under which companies collecting
personal data would have fiduciary duties toward data sub-
jects, including confidentiality, care, and loyalty, and com-
panies would be obligated to act in the best interests of data
subjects—and civil rights approaches [31]—under which
companies collecting personal data would be subject to an
array of data protection laws that incorporate explicit legal
safeguards against direct discrimination as well as indirect
harms (i.e. disparate impact) to marginalized communities.
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Appendix A.
Meta-Review

The following meta-review was prepared by the program
committee for the 2024 IEEE Symposium on Security and
Privacy (S&P) as part of the review process as detailed in
the call for papers.

A.1. Summary of Paper

This SoK paper presents an analysis of 24 privacy and
data protection regulations to derive a taxonomy of rights
and obligations defined in those laws, which is then used to
systematize 270 research papers that investigate the impact
of those laws.

A.2. Scientific Contributions

o Provides a Valuable Step Forward in an Established
Field

A.3. Reasons for Acceptance

1) The paper contributes a well-written comprehensive
overview of research on effects of privacy laws and
regulations. It does a great job of systematizing prior
work and pointing out future research directions.

2) The paper presents a detailed analysis of the existing
literature, with comprehensive coverage of research
efforts studying effects of privacy laws and regulations
since 2017. The discussion of research conducted with
respect to the different topics in the taxonomy is well
done.

3) The paper presents interesting outcomes, particularly
highlighting the importance of focusing on under-
studied aspects of privacy regulations. Another key
finding is the lack of focus on cross-cultural practices
in most of the research.

4) The paper is written well.

Noteworthy Concerns

A mapping between the identified rights/obligations and
the laws in which they are described would have been useful
to enable readers to more clearly trace the sources of those
rights.
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