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An external periodic (Floquet) drive is believed to bring any initial state to the featureless infinite
temperature state in generic nonintegrable isolated quantum many-body systems in the thermodynamic
limit, irrespective of the driving frequency Q. However, numerical or analytical evidence either proving or
disproving this hypothesis is very limited and the issue has remained unsettled. Here, we study the initial
state dependence of Floquet heating in a nonintegrable kicked Ising chain of length up to L = 30 with an
efficient quantum circuit simulator, showing a possible counterexample: the ground state of the effective
Floquet Hamiltonian is exceptionally robust against heating, and could stay at finite energy density even
after infinitely many Floquet cycles, if the driving period is shorter than a threshold value. This sharp
energy localization transition or crossover does not happen for generic excited states. The exceptional
robustness of the ground state is interpreted by (i) its isolation in the energy spectrum and (ii) the fact that
those states with L-independent 2Q energy above the ground state energy of any generic local Hamiltonian,
like the approximate Floquet Hamiltonian, are atypical and viewed as a collection of noninteracting
quasiparticles. Our finding paves the way for engineering Floquet protocols with finite driving periods

realizing long-lived, or possibly even perpetual, Floquet phases by initial state design.
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Introduction.—Periodically driven, or Floquet, quantum
systems have recently attracted renewed attention from the
viewpoint of Floquet engineering, i.e., creating intriguing
functionalities of matter with external periodic drives [1-5],
together with rapid developments of experimental tech-
niques, such as strong light-matter interactions and driven
artificial quantum matter [6—-10]. In isolated systems
Floquet-engineered states are believed to break down
eventually due to heating [11-13], i.e., the energy injection
accompanied by the drive, and stability of Floquet engi-
neering has been a central issue. For general local
Hamiltonians with bounded local energy spectrum, rigor-
ous upper bounds on heating are known and guarantee that
the heating is suppressed exponentially in the driving
frequency € irrespective of the initial states [14-16].
Many experimental [17-20] and numerical [21-30] studies
observe actual heating rates obeying the exponential scal-
ing consistent with these bounds in generic Hamiltonians
with some notable exceptions [31-38]. At the same time it
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is known that these bounds cannot be tight. For example,
exponential heating was also observed in classical systems,
where these bounds diverge due to the infinite local Hilbert-
space size [39,40].

At the same time, some numerical studies report indi-
cations of very sharp phase transitionlike behavior of
heating when the driving frequency is varied [32,41-45].
Namely, below (above) a threshold frequency, the system
remains at a finite (is brought to the infinite) temperature
after many driving cycles. This sharp transition has also
been translated to Trotterization on digital quantum com-
puters, and the longtime Trotter error, a counterpart of
heating, has been discussed [35,43,44]. Yet those results
cannot be conclusively extrapolated to the thermodynamic
limit because of potentially large finite-size effects. In a
one-body chaotic model [43] and a special integrable
model [45], such a Trotter transition has been analytically
obtained. On the other hand, some studies report smooth
crossovers rather than a transition in generic nonintegrable
models [12]. Those studies differ in many ways, including
the model, initial states, physical observables, etc., and it has
yet to be understood whether and in what sense a phase
transition exists in generic nonintegrable many-body models.

In this Letter, we show numerical evidence for the Trotter
(or heating) transition in a nonintegrable kicked Ising model
by reaching as large as L = 30 spins with an efficient
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FIG. 1.
Floquet evolution (1) starting from the ground states of (a) HES)

Time-averaged fidelity (5) in the log scale under the

and (b) H;?). The system size is L = 24, and plot colors from
light blue to magenta correspond to the time cutoff ¢ from 10 to
10* equidistant in the log scale.

quantum circuit simulator (see Fig. 1). The sharp transition is
absent for most initial states but is most conspicuously seen
when the initial state is the effective ground state (GS),
i.e., the ground state of an effective Hamiltonian in the high-
frequency expansion. It becomes sharper and sharper if we
increase the order of the expansion, but the transition point is
insensitive to this order. We interpret the exceptional robust-
ness of the effective ground state by the generic property of
local Hamiltonians that the energetically resonant states with
the ground state above energy A2Q = O(1) consist of a few
quasiparticles behaving freely in the thermodynamic limit.
The initial state dependence of the transition sheds new light
on the seemingly contradicting previous reports about the
presence or absence of transitions. Besides, the stability of
states above a critical drive frequency (i.e., below a critical
Trotter step) encourages Floquet engineering (Trotter sim-
ulations) for a long time even in the thermodynamic limit
without the need of scaling the Trotter step down to zero with
increasing the simulation time [35].

Formulation of the problem.—We consider a quantum
spin-1/2 chain of length L under the following time-
periodic Hamiltonian

H (k<t/t<k+1),
H(t)=} Hy (k+3i<t/t<k+3), (1)
H (k+3<t/t<k+2),

where k € Z and 27 is the driving period, and

Here, o7 and o-f are the Pauli matrices acting on the site j,

and the periodic boundary conditions are imposed while
Ref. [35] used the open ones. Throughout this Letter, we
setJ = h = g = 1 since we have confirmed that the results
are not sensitive to their choice as long as they are far
away from integrable points. An initial state |y;,;) unitarily
evolves in time under H(7), and the state at = nt(n € Z) is
given by |y(2n7)) = T(7)"|yin;) With

T(1) = e HiseiHaro=it13, (3)

We ask now how stable |y(2n7)) is under the periodic
drive. To quantify the stability, we introduce the following
fidelity [46]:

F(n,7) = (winil T (7)" yini) |- (4)

This definition is motivated by the following reasoning.
The Magnus expansion (or the symmetric Baker-Campbell-
Hausdorff formula) gives us a power series expansion for
H - defined through T'(z) = e™r" as Hp = S"%  h?)%,
where odd-order terms all vanish due to the symmetry
T(-7) = T'(z). Then a truncated effective Hamiltonian

H;-m =Yk, h?)72 gives an approximation Uy(7)=

e~ = T(1) + 0(2%+3). The approximate unitary Us(z)
is generated by the time-independent Hamiltonian HE;ZH
and thus energy conserving, and the time evolution

lwor(2n7)) = Usi(nt)|yin;) is free from Floquet heating.

If |wiy;) is an eigenstate of H }2’” (as we will assume below),
the fidelity between the exact and approximate states
|(war(2n7)[w(2n7))|? [43,44] reduces to Eq. (4). While
Ref. [46] showed that eigenstates are more stable than
the superposition of them, we address which of the
eigenstates are more stable. We note that the above argu-
ment is also translated to Trotterization; 7'(z) is a (2k + 2)th

order Trotter approximation for U, (nz) generated by the

target Hamiltonian H fk). To focus on the longtime stability,

we introduce the long- but finite-time average of the
fidelity:

_ 1 & 2
For= ATZF(”’T)[("/G> : (5)

o n=0

where NV, := 2%, e~("/%)” and (> 0) denotes a Gaussian
cutoff. The time-averaged fidelity is numerically obtained
by calculating T(7)"|win) for n =0,1, ..., . so that
Nmax > 0. Since T(7) can be represented by 1- and 2-qubit
quantum gates unlike other Floquet models [12],
T(7)"|win) is more efficiently calculated using a circuit
simulator [47].

Sharp Trotter transition for the Floquet ground state.—
Figure 1 shows the 7 dependence of the time-averaged
fidelity when the initial state is what we call here the
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FIG. 2. System-size dependence of time-averaged fidelity (5).

Here, the initial state is the ground state of H(Fz) and the cutoff
is 0 =5x10°.

effective Floquet ground state, i.e., the ground state of

HEVO) =H,+ H, and Hgf). We remark that the Floquet
ground state is not an eigenstate of 7'(z) and hence F(n, 7)
evolves in n. For convenience, we plot the rate function

Ser = _L_l ln(Fa.r)’ (6)

which is expected to have a well-defined thermodynamic
limit assuming the typical system size scaling F, , = e+l
and a larger (smaller) s,, corresponding to a smaller
(larger) fidelity. If the unitary 7(z) can be represented as
T(r) = e~'fr* with H being a local gapped Hamiltonian
then, s, , is expected to be a small number well defined in
the joint limit 6 - o0, L — oo0. As Fig. 1(a) shows, for
7 < 1.2, s5,, smoothly depends on 7 and is almost inde-
pendent of ¢, whereas it increases abruptly in 7 > 1.2 and
simultaneously acquires strong ¢ dependence. Thus the GS

of HJ(S) is, at least, strongly robust against heating for
7 < 1.2. This transitionlike behavior at 7~ 1.2 becomes
more conspicuous when the initial state is the ground state

of H 572), for which the fidelity remains almost constant all
the way to the transition point 7 = 1.2. Note that this
behavior is similar to what was obtained in an integrable
circuit [45] for a special initial state, whereas our circuit is
nonintegrable.

It is noteworthy that the threshold value 7 =~ 1.2 does not
correspond to the known convergence radius of the Magnus
expansion. Although some radii are known, each dictates
that the expansion is convergent if (||H,|| + ||H,||)z < r,
where || - - - || denotes the 2-norm, and r is a constant, e.g.,
r =z [48]. Considering that both ||H;| and ||H,| are
O(L), we learn that those convergence radii are O(L™!)
and shrink as L increases. On the contrary, the transitionlike
behavior of the fidelity is robust for larger systems. Figure 2
compares the fidelities at different system sizes at a fixed
time cutoff ¢ = 5 x 103, In the small-7 regime 7 < 1.2, we
observe little dependence on L, suggesting the stability of
the Floquet ground state in the thermodynamic limit. We
note that s, , shows a small bump at z = 1.1, visible on the
log scale. This bump likely reflects an accidental many-
body resonance [49]. We observe that it weakens with
increasing system size such that our numerical results are

100
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FIG. 3. Scaled long-time fidelity error (6) for each eigenstate
[wini) = |E;) calculated by Eq. (9). The Trotter steps are
(a) 7=0.5 and (b) 1.2. Each color distinguishes the system
sizes as in the legends.

consistent with the scenario that it vanishes in the thermo-
dynamic limit L — oo.

Before looking into the interplay of the system size and

the time cutoff, we examine other eigenstates of HE;M

chosen for the initial state. For computational convenience,

we calculate the infinite-time average F . for each

eigenstate |E]> of pro), ie.,

0
HY|E;) = E||E)) (7)

for j =0,...,d — 1. Considering the translation and inver-

sion symmetries shared by 7(z) and H;O), we restrict
ourselves to the symmetry sector of the zero momentum
and the even parity that hosts the ground state, and d
denotes the dimension of this symmetry sector. Using the
eigenstates of 7(z),

T<T)|6a> = e_i9“|9(1> (8)

and assuming there is no degeneracy in the eigenvalues, we
obtain

Foo,r = Z|<9a|Ej>|4’ Scor = _L_l ln(Foo,T)' (9)

Figure 3 shows s, . forall [y;;) = |E;) (j =0,....d = 1).
The panel (a) is for ¢ = 0.5 below the crossover, where we
observe that the GS (j = 0), as well as the highest-excited
state (HES, j =d — 1), are consistent with the behavior
Se.r = const(L) < 1. Note that this stability holds after the
infinite Floquet cycles, without finite cutoff o, at least up
to L < 18. In contrast, s, , tends to increase in the middle
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of the spectrum as L increases, meaning the faster than
exponential decay of fidelity with the system size. For
7 = 1.2 in the crossover, on the other hand, s, , increases
with L for all states, including the GS and HES. These
results highlight the uniqueness of the GS and HES and
potentially a few more nearby states as compared to other
eigenstates. Namely the sharp crossover in fidelity (and

other heating measures) seen for the GS in Fig. 1 is not

present for generic initial eigenstates of H gk). This finding

seems rather unexpected as, naively, the notion of the
ground state is not well defined for the Floquet unitary.

A physical interpretation for the unexpected robustness
of the GS (and HES) is based on the breakdown of Fermi’s
golden rule (FGR) description of Floquet heating [58,59]
as microscopic transitions among a continuum of eigen-
states [49]. First, we note that our unitary evolution (3)
is a special case of general Floquet evolution generated
by a time-periodic Hamiltonian H(t) = Hj + e¢g(7)K. In
fact, Eq. (3) realizes when Hy = (H| + H;)/2, ¢(t) =
sgn[cos(Q¢)] with Q = /7, K = (Hy— H,)/2,and e = 1.
At small driving amplitudes e, the matrix elements
|(E;|K|Eo)|* excite the ground state into excited states
atresonance Ej = E + Q. Importantly, we are considering
L-independent ., and, in a standard scenario of local
models, such lowest excitations |E;) can be viewed as a
subextensive number of noninteracting quasiparticles with
infinite lifetimes [60]. In other words generic quantum
systems at low energies behave as if they are free. As
the system size increases this picture becomes more and
more accurate. However, the noninteracting systems with
bounded quasiparticle spectrum cannot absorb energy
beyond their single or two-particle bandwidth. This, for
example, follows from exponential, not factorial, operator
spreading in the Krylov space [16]. This suppression of
heating does not work for most excited states, i.e., if the
initial energy E; is O(L) above the ground energy, because
it transitions into E; with Ey = E; + (2 and these are dense
and do not have quasiparticle description. Interestingly,
our analysis shows that this picture remains qualitatively
unchanged if the driving amplitude € is not small and the
matrix elements of the unitary U = U}, ()T (z) replace
the matrix elements of K in the FGR analysis [30].
This robustness of the FGR threshold follows from the
fact that within one driving period, the operators do not
have time to spread, and hence 6U remains a quasilocal
operator at any e.

Approximate quantum many-body scars.—Now we
return to the numerical analysis of the properties of the
Floquet GS. Equation (9) dictates that the time-averaged
fidelity is governed by the overlap between the initial state
and the Floquet eigenstates. Thus, the robustness of the
Floquet ground state suggests the presence of a special
eigenstate of the unitary 7(z), which is similar to the
ground state of a local static Hamiltonian. We visualize the
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FIG. 4. All the 8,’s plotted for various 7 at system size L = 16.

The color of each data point shows (a) the magnetization
expectation value (6,|m.,|6,) and (b) the overlap with H;?)’S
GS, log|(Ey|6,)|*. In panel (b), all the values less than —4

correspond to white color.

Floquet eigenstates |6,) in Fig. 4(a), where we plot all the
eigenvalues 6, for various z. These eigenvalues are color
coded according to their average magnetization (6,|m.|0,)
with m_ = L7 YL | 7.

A perturbation theory from 7 = 0 allows us to interpret

-iHz

Fig. 4(a) for small z. Namely, we regard U, = e
the unperturbed operator and V := T(7) — e='# - o(7%)
as the perturbation. The eigenstates of Hl(f) defined in
Eq. (7) satisfy Uy|E;) = e™'5%, meaning |6;) ~ |E;) with
0, = E;z(mod 27) at the zeroth order. If 7 is so small that
|Ej|z < x holds for every j, the modulo can be ignored,
and the relations 6; = Ejr(j =0,1,...,d— 1) are seen in
Fig. 4(a) for 7 < 0.2. Here, the lowest (highest) branch of
data is connected to the GS (HES) of H}O) int— 0.

Once some of |E;|z exceeds 7 as 7 increases, the
eigenvalues 6, are folded into the interval [—z, ), which
start to happen at 7 2 0.3 [see Fig. 4(a)]. The first folding
occurs when ||H<FO)||T =n, i.e., 7= O(L™"), which scales
with L like the convergence radius of the Magnus expan-
sion. After the folding, there appear pairs of eigenvalues of
Uy(7): (e, ¢7En™) coming closer, around which the
perturbation V is expected to hybridize the corresponding
eigenstates. Such hybridization should manifest as repul-
sion of magnitude ~|(E; |V|E;,)| between them.

as
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Nevertheless, the ground-state and a few low-energy-
state branches are robust even after the folding occurs, and
the eigenvalues come across numerous other eigenvalues
up to 7 = 1.2. Strictly speaking, there are level repulsions
(see Supplemental Material [49]), but these are very small
and difficult to observe without fine-tuning 7 (see also
discussions below). This is consistent with the expectation
that the off-diagonal elements (E; |V|E;) are exponen-
tially small in |E; — E; |, according to the off-diagonal
eigenstate thermalization hypothesis [61,62]. We regard the
robust eigenstates in the middle of the spectrum as the
approximate many-body scar states since they are weakly
mixed with the other states without any symmetry protec-
tion. Similar robustness also exists near the HES branch,
which becomes visible in reverse magnetization color-code
plotting [49].

The important role of the robust branches of Floquet
eigenstates is shown in Fig. 4(b), which is a similar plot
with the color being replaced by the overlap with the
effective Floquet ground state, |(Ey|6,)|* (in the log scale).
As the figure shows, only the ground-state branch is
significantly populated for = < 0.5, a few other branches
become gradually populated for 0.5 <7 < 1.2, and the
population scatters between states finally for 72 1.2.
These behaviors correspond to the smooth decrease of the
fidelity (i.e., the increase of s, ) in Fig. 1(a) up to 7 < 1.2
and its abrupt change in 7> 1.2. A similar argument

also holds when |E) is replaced by the GS of H §3>, for
which the overlap is concentrated even more on the GS
branch.

Role of the time cutoff 6.—Finally, we turn to ¢ < oo and
discuss its role in removing spiky behaviors in F, ; due to
tiny level repulsions. Note that

FG,T = Z'Ca|4+ZZ|Ca|2|Cﬂ|2D6(9a_9ﬁ)v (10)

a<p

where o= (Oulwi)  and  D(x) = 2N,)7! x
(1432 e~(/@)+in) and D_(x) has narrow peaks
at x = 277 of width ~o~! [49]. If we take the limit 6 — oo
first with L < oo fixed, the second term in Eq. (10)
vanishes and this equation reduces to Eq. (9). As this
expression changes significantly at each level repulsion,
F . becomes spiky.

The opposite order of limits, i.e., L — oo first and
o — o second, would avoid the issue originating from
the level repulsions, allowing one to study the thermody-
namic limit for the shorter periods 7 < 1.2. This is because
the second term in Eq. (10) can eliminate the spiky
behavior of the first term if 6! is larger than the tiny
resonant level splittings, which exponentially go down
with L [49]. The numerical results are consistent with the
scenario that if we take this order of limits then we can still
observe a very sharp crossover as shown in Figs. 1 and 2,

while at the same time eliminating the contribution of the
accidental resonant spikes.

Conclusions and outlook.—We have shown strong evi-
dence for a very sharp crossover or possibly even a phase
transition in the longtime stability under a Floquet drive or
Trotterized dynamics. This transition has been well char-
acterized using the effective Floquet ground state and
taking the appropriate order of limits: L — oo and then
o — o0. Despite the common belief that all states even-
tually heat up to the infinite temperature under generic
nonintegrable Floquet models, our results suggest that there
are exceptional states with anomalously low or possibly
zero Floquet heating above a critical driving frequency
even in the thermodynamic limit. Such states can be very
interesting from the point of view of Floquet engineering
because they are extremely long-lived. We interpret the
exceptional robustness of the Floquet ground state as a
result of emergent free quasiparticle description of the low-
energy states of local Hamiltonians with nonextensive
energy €. Such free quasiparticle systems with a bounded
spectrum cannot absorb energy at driving frequencies
above few-particle bandwidth.

There remain several open questions. In particular, what
is the class of Floquet models where such states exist and
how does the number of such stable states scale with the
system size [63]? Can we find these states in the classical
Floquet systems in the thermodynamic limit? Do such
stable states exist for other, non-Floquet, driving protocols?
In the extended-space picture [64], where the Floquet drive
is represented by coupling to a static photon mode, the
Floquet ground states can be viewed as stable midenergy
states, as they appear in the middle of the spectrum of the
extended static Hamiltonian. As such, they appear to be
similar to stable midenergy states discovered in certain
static models [65-67]. It remains open to establish a precise
correspondence with these models. Of course, it would be
very interesting to see such stable states in experimental
systems, such as nitrogen-vacancy centers in diamonds and
ultracold atoms or ions. This transition as a function of the
Trotter step size could also be observed in digital quantum
simulators.
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