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ABSTRACT

Research in computer security has increasingly considered the

needs ofmarginalized and vulnerable groups in technology. Through

this work, we hope to translate this research movement into prac-

tice and, ultimately, cause designers-in-training (and, eventually,

designers) to consider a more inclusive range of stakeholders. Thus,

we created an educational intervention to center marginalized and

vulnerable populations in the context of threat modeling. We find

that computer security students are more likely to consider unique

threats and vulnerabilities facing marginalized and vulnerable pop-

ulations after being exposed to an intervention prompting them to

think about populations that might often be overlooked.We suggest

practical methods to teach designers-in-training inclusive methods

in computer security and discuss other possible adoptions of this

practice across the field. This work is part of an important shift

toward inclusive security that centers marginalized and vulnerable

populations both in research and in practice.

ACM Reference Format:

Mattea Sim, Kurt Hugenberg, Tadayoshi Kohno, and Franziska Roesner.

2023. A Scalable Inclusive Security Intervention to Center Marginalized

& Vulnerable Populations in Security & Privacy Design. In New Security

ParadigmsWorkshop (NSPW ’23), September 18ś21, 2023, Segovia, Spain.ACM,

New York, NY, USA, 14 pages. https://doi.org/10.1145/3633500.3633508

1 INTRODUCTION

Research in computer security has, since its inception, focused on

technical elements of computer security and privacy protections,

vulnerabilities, and risks. However, since the introduction of the

concept of łusable securityž [78, 79], the field of usable security,

computer security, and human-computer interaction more broadly

have begun to focus on how to build secure systems with a human-

centric focus. This movement has evolved to focusing on not just a

łuserž in the abstract łdefaultž sense, but, given rising interest in
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inclusive security, security and privacy researchers are beginning

to more fully consider marginalized and vulnerable (i.e., M&V)

stakeholders [65, 71, 73]. We define marginalized populations as

groups of people who are often excluded from mainstream social,

economic, and or cultural life. We define vulnerable populations

as groups of people who are uniquely susceptible to coercion or

attacks and do not often have the socio-cultural power or resources

to deal with those attacks.1 Centering the needs of marginalized and

vulnerable users in security and privacy is important for inclusive

design because the needs of these populations are often ignored

and the threats facing these populations can sometimes be unique.

While this shift has manifested in the computer security and

privacy research community, in the present work we seek to fa-

cilitate a conversation around the following question: how can a

focus on marginalized and vulnerable users in computer security

and privacy be translated into practice? How can we support and

empower students, developers, and practitioners to deeply consider

specific marginalized and vulnerable stakeholders in their work,

rather than thinking consciously or unconsciously only about a

łdefaultž persona (i.e., a culturally prototypic user, often straight

white tech-savvy men [25, 33, 68])?

This project is a collaboration between two computer security

researchers (T.K. and F.R.), who teach an undergraduate computer

security course at their institution, and two social psychologists

at another institution (K.H. and M.S.), who specialize in studying

stereotyping. Teaching threat modeling is central to one of our insti-

tution’s undergraduate computer security curriculum (University

of Washington) and is a key early step of successful secure system

design. Thus, across two studies (an initial study and a replication),

we investigate whether prompting students to consider overlooked

populations increases their likelihood of considering marginalized

and vulnerable populations during the threat modeling process.

These studies took place in two undergraduate computer security

courses (i.e., for designers-in-training). In short, will prompting

1We recognize that the term łvulnerablež has different definitions across communities,
and is often associated with the susceptibility of computing systems to attacks. In
our case, we define vulnerable populations along the axes of both disproportionate
computing threat and a lack of socio-cultural power, which includes disproportionately
disadvantaged populations that do not fall under the umbrella of the term łmarginalized
populations.ž Other definitions of vulnerable populations may also include higher-
power groups such as celebrities or government officials.
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designers-in-training to consider users who are often left out dur-

ing the design process lead to a more inclusive set of possible threats

and use cases?

While the answer to this question might be an intuitive łyesž,

without concrete data, we cannot be sure. Moreover, concrete data

Ð whether łyesž or łnož Ð can provide a foundation for future dis-

cussions on how to best assist teams in research and industry with

proactively identifying marginalized and vulnerable populations re-

lated to the technology under consideration. Although the current

intervention is deployed in the classroom, we see this work as part

of a broader shift in the field toward adopting new approaches to

center marginalized and vulnerable populations, facilitating more

inclusive computer security practices. In this way, the present in-

tervention is a starting point, rather than a complete solution, to be

built upon and help facilitate broader shifts in the field. Indeed, we

explore whether we can prompt students to consider often over-

looked populations while threat modeling, however, including these

populations in the design process is integral to ensuring designers

leave the room truly understanding the unique needs of and harms

facing marginalized and vulnerable populations [16].

Having established the overall goals of our study, we now for-

mulate our research questions:

RQ1: Does making marginalized and vulnerable populations

salient to students increase the extent to which students

identify marginalized and vulnerable populations during a

threat modeling exercise?

RQ2:At baseline Ðwithout prompting any considerations of

marginalized and vulnerable populations Ð towhat extent do

students identify marginalized and vulnerable populations

while conducting a threat modeling exercise?

RQ3: Which specific stakeholders do students identify, both

with and without the salience intervention?

We see the present work as important and timely for multiple

reasons. First, to foreshadow our findings, we find that making

M&V populations salient does improve students’ ability to identify

marginalized and vulnerable populations while conducting threat

modeling exercises. We replicate this result across two studies and

across two different academic quarters, with different instructors.

Put simply, the intervention is highly effective, is easy to implement

with little prior training, and is highly scalable. Second, we see the

present work as part of a broader disciplinary conversation about

how to integrate deep, non-stereotyped considerations of marginal-

ized and vulnerable populations into computer security in practice,

specifically in the context of threat modeling. Our IRB-approved

experiment and replication demonstrate that one instantiation of

such an intervention works. We look forward to future discussions

and work that builds on our initial findings and intervention design

here.

2 BACKGROUND AND RELATED WORK

2.1 Default Persona and Stereotypes in
Computing Design

Technology design and implementation often centers certain popu-

lations Ð an assumed typical user or łdefault personaž Ðwhile over-

looking others. However, the populations included in this default

persona often reflect the demographics of higher-power groups (e.g.,

white, male, upper-class, non-disabled) [9, 14, 67, 68], and similarly

of the designers themselves, effectively excluding marginalized and

vulnerable populations. Indeed, some social groups are often cul-

turally łinvisiblež across multiple contexts, with Asian Americans

and Black women often failing to łcome to mindž or failing to ap-

pear in cultural representations because they are not the cultural

default [25, 33, 75]. Notably, the present work was situated in the

U.S., which affects our assumptions about predominantly U.S.ś and

Westernś centric cultural defaults. Default personas can be specific

to a given cultural context, and thus the default persona may look

different in other cultures [9, 39].

Computing design is not immune to the effects of this default

persona. Scholars have emphasized, for example, how racism and

racial discrimination are deeply embedded in algorithmic training

data, which can reinforce and reproduce inequality [9], and how

historical gender data gaps exclude women from much of both

technological and broader societal design [18]. These conversations

have gained traction in recent years, with increasingly prominent

examples of the default persona in practice and the inevitable dis-

crimination that follows. For instance, face detection technology

has frequently been subject to critique for racial and gender biases

(e.g., higher gender classification errors for people with darker skin

tones [13]). Here, the training data often include predominantly

white faces, leaving many racial groups underrepresented and pro-

ducing systems that simply recognize white faces more effectively.

The use of these face detection technologies in the criminal justice

system has produced some of the most severe consequences, with

Black Americans erroneously jailed due to these biased systems [61].

Recently, because such face recognition systems are used by the

U.S. Customs and Border Protection app, this has made it difficult

for Black asylum seekers to apply for asylum in the U.S. [20]. As

another example, older adults and users with disabilities are often

left out of design considerations as well [14, 67]. For instance, social

media platforms often fail to ensure content is accessible, including

misinformation labels that may be less effective at communicating

these important warnings to low vision and blind users [67]. De-

signing for the default persona and failing to include marginalized

and vulnerable groups creates systems that discriminate by design.

Psychological research also provides evidence for this practice

of łdefaulting.ž People tend to hold default prototypes for what

a łtypicalž group member looks like, which is often grounded in

stereotypes. For instance, people have a stereotypical racial pro-

totype about what the typical łAmericanž looks like, assuming

that white Americans are more American than Asian or Black

American [25].2 These default assumptions often occur quickly

and unintentionally, as evidenced by methods showing people’s

automatic associations between groups and their prototypes (e.g.,

Americans and whiteness). As another example, Black women are

often subject to intersectional invisibility, whereby they are seen

as prototypical of neither their race nor their gender and are conse-

quently overlooked in a variety of social contexts and in research

or civil movements on racism and sexism [17, 63, 66]. Indeed, those

2Although łAmericanž could include North and South America, we use the term
łAmericanž here to refer to ła person in the United States,ž consistent with language in
cited works.
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who do not fit into a group’s default prototype are rendered so-

cially invisible. Default prototypes, however, frequently represent

higher-status and more privileged groups, leaving marginalized

groups invisible. The same is true in technology, in which countless

systems, services, and devices have been designed for a higher-

status default persona that renders them less effective at best, and

dangerous at worst, for marginalized and vulnerable groups.

2.2 Using Salience Interventions to Reduce
Biases

Default personas can be particularly insidious because, as noted

above, they can come to mind unintentionally and automatically. In

our research, we hope to provide tools to instead intentionally con-

sider marginalized and vulnerable populations during a threat mod-

eling exercise. In psychological terms, this intervention is designed

to increase the salience Ð the prominence or conspicuousness Ð of

marginalized and vulnerable populations, which past research has

reliably shown will increase attention and processing [35].

Research on prejudice reduction interventions, a related but

distinct form of intervention from the present work, shows that

these intentional practices can be effective in a variety of contexts.

Indeed, motivated individuals can reduce unintentional biases by

becoming aware of the bias and its consequences, and subsequently

implementing intentional strategies to reduce the bias [23]. This

type of educational intervention used in other contexts reduced

implicit racial bias [23] and increased hiring of women in STEM

departments [24]. Thus, bringing attention to the default persona

and its consequences, while also providing a strategy to mitigate

this tendency to default, may be a useful approach for intervention

in computer security education.

Increasing the salience of other groups beyond the default per-

sona may also help computer scientists consider marginalized and

vulnerable populations. The degree to which social categories are

mentally accessible and seem relevant to the task affect whether

these categories will be salient to perceivers [12, 47]. A threat mod-

eling task may make the default persona, but not M&V popula-

tions, more salient to computer scientists. Indeed, group members

seen as less prototypical often go forgotten, unnoticed, and un-

heard [66]. However, interventions that manipulate the salience

of M&V groups, by explaining how technology design often over-

looks these groups and causes unique harms, may help computer

scientists focus more on M&V populations.

One methodology for proactively identifying populations is

through stakeholder analyses, as is central to approaches like Value

Sensitive Design [26, 27]. Such approaches encourage deep consid-

eration of how technology impacts a wide range of stakeholders,

and whether it supports their human values (e.g., privacy, auton-

omy, informed consent). Because technology can create disparate

harms across groups, the stakeholder groups and impacts that come

to computer scientists’ minds are particularly appropriate points at

which to intervene on the default persona and encourage deeper

consideration of how technology impacts M&V stakeholders.

2.3 Computer Security Education and Toolkits

There is also an active field of research and practice around com-

puter security education for students and toolkits for practitioners.

The literature on security education is vast, including dedicated

publication venues, such as the World Conference on Information

Security Education [11], along with regular publications of security-

related educational material at broad CS-education conferences,

such as ACM Special Interest Group in Computer Science Education

(SIGCSE). For example, specific interventions or techniques that

have been studied include interventions around ethics [62], narra-

tive storytelling [45], science fiction prototyping for considering

broader societal issues surrounding computer systems [41], and

using Capture the Flag, board games, and hands-on exercises [54].

Our past work has also explored fiction as a vehicle for surfacing

the harms of designing for a default persona [39, 40]. While our

present work was done in the classroom and has implications for

future classroom instruction, the focus of our work is not on class-

room education but what we as a field can learn about the role of

interventions in leading designers to proactively consider M&V

populations.

On the toolkit side, researchers and computer security profes-

sional have developed threat modeling tools and toolkits. Example

tools and toolkits include STRIDE [38], Persona non Grata [15], and

the Security Cards [21], as well as a hybrid approach that combines

different tools and toolkits [53].

To our knowledge, none of these prior educational or toolkit

efforts have directly targeted the inclusion of M&V populations in

threat modeling; we aim to bridge that gap here.

2.4 Computer Security and Privacy for M&V
Populations

Although educational resources have not always centered under-

served populations, recent research efforts focus on just this issue.

In recent years, a growing body of work has begun to foreground the

study of the needs of marginalized and vulnerable populations. For

example, in no particular order and not exhaustively, researchers

have studied user groups such as older adults [28, 36, 51, 56], chil-

dren [19, 30, 37, 42, 43, 50, 52, 55, 76], sex workers [6, 34, 49], peo-

ple with visual impairments [1ś4], survivors of domestic abuse [7,

72, 77], undocumented immigrants [32], refugees [69], queer peo-

ple [29], transgender people [44], and incarcerated people [58] and

people under electronic monitoring [57]. Early systematizations of

this space can be found in [65, 71, 73]. Several workshops related

to this topic have sprung up, including the Workshop on Inclusive

Privacy and Security (WIPS) and the Workshop on Security for

Harassment Online, Protections, and Empowerment (SecHOPE).

We are excited about all of the important work in this area of secu-

rity and privacy for marginalized and vulnerable people, and with

this paper, we aim to contribute to conversations about how to

operationalize this perspective beyond research.

3 METHODOLOGY

3.1 Participants

Participants (Study 1 N = 117, Study 2 N = 108) were computer

science undergraduates enrolled in either the Autumn 2022 (Study

1) or Winter 2023 (Study 2) quarter of an upper-level computer

security course (i.e., typically undergraduates in their third or fourth

year) taught by the two primary investigators (one investigator one

quarter, the other investigator the other quarter). Each course had
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four lab sections led by teaching assistants. Students completed the

study as part of an in-lab threat modeling exercise. Students were

asked to optionally provide demographic information at the end

of the quarter, however, less than 10% of students did so and it is

therefore not discussed further.3

3.2 Ethics

The study was reviewed and approved by the university’s Human

Subjects Review Board (IRB). Responses were anonymized before

the data were analyzed, and students were given the opportunity

to opt out of having their data included in the study (1 student in

the Autumn and 0 students in the Winter opted out). See Appendix

for the email sent to students allowing them to opt-out. Opt-outs

were not requested and data were not analyzed until after grades

had been finalized, and it was made clear to students that their

decision to opt out would have no impact on their grade in the

course. Because the lab sections assigned to the control condition

were assigned to the intervention condition later in the quarter

(and vice versa), all students had the opportunity to be exposed to

all educational materials if they attended both classes.

3.3 Procedure

Our latest materials, including this intervention, can be found at

https://security-education.cs.washington.edu/.

Two studies were conducted with identical procedures, allowing

us to investigate if our results would replicate with a new set of

students and different instructors.

The procedure involved an in-lab threat modeling assignment

typical in computer security courses. This assignment was an un-

graded activity. Here, students were asked to focus on an augmented

reality (i.e., AR) headset and to consider the security and privacy

concerns of this technology. We chose this technology because it

is currently emerging and presents many potential security and

privacy and safety risks, and because our lab has existing expertise

in this space [64]. Students responded to several threat modeling

questions to identify the security goals of the headset, the assets

to be protected, the adversaries who might attack this headset and

their goals, and potential threats or vulnerabilities. Teaching assis-

tants prompted the students to complete the assignment on Canvas,

such that all materials were administered via the online assign-

ment. Each student answered the threat modeling questions (in

which we coded our primary dependent variable) independently via

the assignment submitted online. Students also self-selected other

students to discuss responses, but all questions in the assignment

assessed here were completed outside of the group, by each student

individually.

We employed a mixed-model design, with both within-subjects

and between-subjects components. During each class’ lab sections

during the first week of the quarter, students completed an online

3Although we do not have demographics for students in these studies, demographic
data are available for undergraduates in the Paul G. Allen School of Computer Science
and Engineering at UW [60]. In the beginning of the academic year in which these
studies were conducted, the students were predominantly male (66%, and 34% female)
and classified as non-underrepresented minority populations (78%). 10% of students
were classified as underrepresented minority populations (i.e., African American,
American Indian/Alaska Native, Hawaiian/Pacific Islander and Latinx/Hispanic), 12%
of students were international, and 27% were first-generation college students.

threat modeling assignment twice (Time 1 vs. Time 2, a within-

subjects variable). At Time 1, all students submitted answers for

the AR headset threat modeling exercise as described above (see ap-

pendix for full materials) without additional prompting, serving as

a baseline for the extent to which students spontaneously consider

marginalized and vulnerable populations while threat modeling.

Immediately after this, at Time 2, participants completed the

same assignment online again. However, we manipulated on a

between-subjects basis whether students were in the Control or

the Salience Intervention condition. Participants in the Control

condition (Study 1 n = 64, Study 2 n = 45) read a prompt on Can-

vas explaining that sometimes when people consider a question

a second time, they come up with different responses. Students

considered the questions a second time and submitted new an-

swers. Participants in the Salience Intervention condition (Study

1 n = 53, Study 2 n = 63) read an educational prompt on Canvas

that explained the default persona and asked students to consider

populations that might often be overlooked. In more detail, the

intervention prompt explained that designers often unintentionally

design for some populations and not others, and provided three

examples of this default persona in practice (i.e., crash test dummies

matching the anatomy of adult males while excluding much of the

population; face recognition technologies without gender or racial

diversity; smartphones designed for a single user and excluding

parent-children sharing, lower-income contexts, or non-U.S. con-

texts). Intervention condition students were prompted to łthink

about populations that engineers might not normally think aboutž

while submitting answers to the same threat modeling questions a

second time.4

Each lab sectionwas randomly assigned to the Control or Salience

Intervention conditions. The study was conducted with no primary

investigators present in the classroom, and teaching assistants who

ran the lab sections were blind to hypotheses.

Expert Panel. Separate from the in-lab activity with student

designers-in-training, an expert panel completed the same threat

modeling exercise, albeit with a different procedure. The purpose

of the panel was to generate broader stakeholder categories and

themes by which to later understand students’ responses. The ex-

pert panel exercise consisted of three principal investigators and

six experts in computer security, including experts in both M&V

populations and AR. The team generated a list of stakeholders, use

cases, assets, adversaries, and threats for AR headsets, with 5ś10

minutes of individual brainstorming per category before discussing

together as a group. Experts wrote ideas on sticky notes and added

them to a collaborative brainstorming wall (see Figure 1). The team

was also asked to think expansively about stakeholders, including

M&V populations. Following the expert panel exercise, the primary

investigators clustered experts’ responses into 18 distinct categories

of stakeholders. An additional "Other" category was created for

responses that did not fall within existing categories (see Table 2

in Appendix C for all categories and examples listed by experts;

4Students had the opportunity to complete a similar threat modeling assignment
later in the quarter where their class section was assigned to the opposite condition
(i.e., students who were initially in the Control condition completed the Salience
Intervention condition), however, student drop-off was quite high due to lowered class
attendance, such that there were not enough students present to include these data in
analyses.
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Figure 1: Photo of the expert panel exercise, showing sticky

notes of stakeholders produced by the experts.

notably, some students’ responses also included stakeholders that

clearly fell under an existing category, but were not always listed

as an example by the experts). Thus, the expert panel generated

18 categories, for a total of 19 categories including the "Other"

category.

Importantly, the stakeholder list generated by the expert panel

was not intended as an exhaustive or complete list of all possible

stakeholders, but rather as a tool by which we could categorize

and understand students’ responses. The resulting list has gaps

and would likely look different if a new panel of experts completed

the same task. Thus, our stakeholder list is not intended as itself a

primary contribution of this work, although the process of expert

threat modeling may be a useful component of the overall toolkit

procedure.

3.4 Analyses

We coded students’ responses to the threat modeling exercise along

several dimensions. Of primary interest was understanding the

proportion of all stakeholders identified by students that belonged

to marginalized and vulnerable populations. To calculate this, an

investigator coded each student’s response by the total number of

stakeholders they identified and the number of M&V stakeholders

they identified. These were used to calculate a proportion score

(number of M&V stakeholders / total number of stakeholders identi-

fied) for each student that served as the primary dependent variable

in a mixed-model ANOVA. Proportion variables such as this are

common practice in psychological research [22, 46]. For descriptive

analyses, we also created a variable indicating whether each student

discussed at least one M&V stakeholder or no M&V stakeholders.

Of secondary interest was understanding the broader categories

of stakeholders that students identified in the exercise to answer

RQ3. For this analysis, we relied on the clusters of categories gen-

erated by the expert panel. Thus, an investigator also coded each

response by listing all stakeholders identified in the response, and

subsequently categorizing each identified stakeholder into one of

the 19 broader stakeholder categories.

Because students were not directly asked to identify stakehold-

ers, the identification of stakeholders was sometimes implied in

responses through identification of adversaries (e.g., an abusive

partner implies a victim/survivor of abuse as a stakeholder) or

adversary actions (e.g., stalking implies a victim of stalking) or

assets (e.g., protecting game data implies gamers as a stakeholder).

Thus, when discussing marginalized and vulnerable stakeholders

identified by students, we are broadly considering both directly

identified stakeholders and identified adversaries, actions, or assets

that uniquely affect marginalized and vulnerable stakeholders.

4 RESULTS

4.1 RQ1: Students consider M&V stakeholders
more after a salience intervention

Our primary research question was whether students consider

marginalized and vulnerable stakeholders more after a salience

intervention. To investigate this question, we first conducted a

2 (Response Time: Time 1, Time 2) x 2 (Condition: Intervention,

Control) mixed-model ANOVA on the proportion of stakeholders

identified belonging to marginalized and vulnerable (M&V) groups.

In Study 1, there were significant main effects of Response Time,

𝐹 (1, 105) = 39.069, 𝑝 < .001, 𝑛2𝑝 = .271, and Condition, 𝐹 (1, 105) =

19.547, 𝑝 < .001, 𝑛2𝑝 = .157, qualified by a significant interaction be-

tween Response Time and Condition, 𝐹 (1, 105) = 41.460, 𝑝 < .001,

𝑛2𝑝 = .283. We replicated this interaction between Time and Condi-

tion in Study 2, 𝐹 (1, 97) = 19.453, 𝑝 < .001, 𝑛2𝑝 = .167 (see Figure 2).

In this and subsequent sections, we decompose the interactions with

t-tests and descriptive analyses to answer each research question

of interest.

To understand whether students considered M&V stakehold-

ers more after the salience intervention, we tested how students’

responses at Time 2 differed depending on if they read a control

prompt or the intervention prompt. In Study 1, the proportion of

stakeholders identified belonging to M&V groups was significantly

higher amongst students in the Intervention condition (𝑀 = .42,

𝑆𝐷 = .42) as compared to those in the Control condition (𝑀 = .07,

𝑆𝐷 = .16), 𝑡 (105) = 6.016, 𝑝 < .001, 95% CI [0.76, 1.58], 𝑑 = 1.17.

After reading the intervention prompt, 50.9% of students identified

at least one M&V stakeholder, as opposed to 15.6% of students who

did so in the Control condition. Results from Study 2 replicated this

pattern. The proportion of stakeholders belonging to M&V groups

was again significantly higher after the intervention (𝑀 = .25,

𝑆𝐷 = .35) compared to the control prompt (𝑀 = .01, 𝑆𝐷 = .05),

𝑡 (97) = 4.403, 𝑝 < .001, 95% CI [0.48, 1.32], 𝑑 = 0.90. Here, 36.5%

of students after intervention identified at least one M&V stake-

holder, as opposed to just 2.2% of students who did so after the

control prompt. These results suggest a salience intervention holds

promise for helping students consider M&V populations whom they

might initially overlook. Directly prompting students to consider a

more diverse range of stakeholders increases the degree to which

they identify marginalized and vulnerable stakeholders and unique

threats facing marginalized and vulnerable stakeholders.

We conducted additional analyses to further investigate RQ1

and test the effectiveness of the intervention. We conducted within-

subjects analyses to capture students’ changes in responses across
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Figure 2: Interaction between response time and condition on

the average proportion of stakeholders identified belonging

to M&V groups in Study 1 (top panel) and Study 2 (bottom

panel). Error bars represented by standard error of the mean.

Time 1 and Time 2, allowing us to investigate whether the same

students would be more likely to identify M&V stakeholders af-

ter an intervention as compared to their previously unprompted

responses to the same questions. In Study 1, students identified a

significantly higher proportion of stakeholders belonging to M&V

groups after reading the intervention prompt at Time 2 as opposed

to the regular prompt at Time 1, 𝑡 (46) = −6.002, 𝑝 < .001, 95%

CI [-1.21, -0.54], 𝑑 = −0.88. This same pattern was replicated in

Study 2, 𝑡 (57) = −4.835, 𝑝 < .001, 95% CI [-0.92, -0.35], 𝑑 = −0.64.

In contrast, amongst students in the Control condition, there was

no significant difference in this proportion when comparing be-

tween Time 1 and Time 2, Study 1: 𝑡 (59) = 0.299, 𝑝 = .766, 95%

CI [-0.22, 0.29], 𝑑 = 0.04; Study 2: 𝑡 (40) = 1.482, 𝑝 = .146, 95%

CI [-0.08, 0.54], 𝑑 = 0.23. In other words, merely being prompted

to answer the threat modeling questions a second time was not

enough to elicit greater consideration of M&V stakeholders. Instead,

a prompt that explicates the importance of considering underserved

populations does, in fact, help students consider marginalized and

vulnerable populations to a greater degree while threat modeling.

Further, whereas students may default to considering an abstract

(and perhaps implicitly more privileged) user, this intervention em-

powered students to consider previously overlooked marginalized

and vulnerable stakeholders.

Consider the following case study, which provides an example

of a student in the Intervention condition actively recalibrating

their response after reading the salience prompt. At Time 1, they

discussed threats and vulnerabilities facing the default user.

Case Study 1 (Time 1): łThe security goals of the AR headset

are reliability and usability in addition to protecting privacy

and safety. The assets that must be protected are the person

wearing the headset, the personal information the user entered

into the system, and the safety of the person wearing the

headset. Adversaries might be attackers who are trying to

steal personal information or data related to the user. Their

goal might be to simply steal data or even try to harm the

user of the product. Some threats include the camera feature

of the product. Attackers can easily find a vulnerability in

the software and obtain the camera footage. Another threat

could be the attacker altering what the user sees to spread

misinformation.ž

After the salience prompt at Time 2, they more deeply consid-

ered how people with disabilities might face unique threats and

vulnerabilities.

Case Study 1 (Time 2): łTomake the productmore secure and

usable, a goal should be trying to make it accessible to persons

with disabilities. The assets are the personal information. For

example, some people might be using the product for fun, but

others might be using it to assist them in everyday life so it

may contain highly sensitive information. This data must be

protected. Adversaries could include people trying to commit

hate crimes in addition to trying to simply steal data. AR could

be highly dangerous if there are too many vulnerabilities.ž

This case study provides qualitative evidence for the effective-

ness of the salience intervention, illustrating how students were

able to reconsider their notion of the typical user to instead consider

possible needs or vulnerabilities facing marginalized and vulnerable

stakeholders.

4.2 RQ2: Students were unlikely to
spontaneously consider M&V stakeholders

Of secondary interest was how frequently students considered

marginalized and vulnerable populations spontaneously, without

the salience intervention. To answer this question, we descriptively

investigate responses at Time 1, wherein students across both con-

ditions had not been prompted to consider marginalized and vulner-

able populations. We expected that students may tend to focus on

the more chronically salient default persona, and thus may be fairly

unlikely to consider M&V populations at Time 1. Indeed, across

both Studies 1 and 2, only a small percentage of students identified

marginalized or vulnerable populations at Time 1. In Study 1, only

14.5% of students identified at least one marginalized or vulner-

able stakeholder, whereas 84.6% of students did not identify any

marginalized or vulnerable stakeholders. Similarly in Study 2, only

7.4% of students identified at least one marginalized or vulnerable

stakeholder, compared to 92.6% of students who identified none.

Considering the data another way, the proportion of stakeholders

from M&V populations was also fairly low across both conditions
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at Time 1. Across both studies, on average less than 10% of stake-

holders identified at Time 1 (and Time 2, in the Control condition)

belonged to M&V populations, regardless of the assigned condi-

tion (see Figure 2). Overall, these findings confirm that students

were fairly unlikely to spontaneously consider the needs of M&V

stakeholders in a threat modeling exercise.

4.3 RQ3: Exploring who comes to mind with
and without the salience intervention

Finally, we sought to explore what stakeholders students identi-

fied both with and without the intervention. As we can see in

Table 1, two primary patterns emerged, each of which we explore

in a separate subsection below. First, the default user was the most

commonly identified stakeholder (although this was attenuated in

the Salience Intervention condition). Second, the marginalized and

vulnerable stakeholders discussed by students tended to cluster

in specific ways, and the salience intervention itself made some

marginalized and vulnerable users much more likely to be men-

tioned.

4.3.1 The default user was the most commonly identified stakeholder.

Students across conditions most frequently discussed default users

in the abstract sense, without identifying more specific user de-

mographics or implicating unique needs or threats that would fall

outside of the default persona (not including other stakeholders

they may have also identified). Indeed, amongst all responses in

the Control condition, 95.3% of responses in Study 1 and 88.9% of

responses in Study 2 discussed default users. We see similar pat-

terns for students in the Intervention condition at Time 1, before

they were prompted with the intervention. Here, 98.1% of students

in Study 1 and 100% of students in Study 2 discussed default users

in their threat model.

The following case study segment from Study 2 illustrates how

students often discussed the user in an abstract, broad sense.

Case Study 2 (Time 1): łThe security goals of the AR head-

set could be protecting the user’s private information (e.g.

username, account information, banking information, user

activity, etc) as well as audio or video feed of a user’s private

surroundings and location.ž

Many responses followed a similar format, detailing vulnerabil-

ities and assets for the łuser,ž without identifying more specific

information about who the user is and how their identity might

affect the threat model.

Interestingly, students were considerably less likely to discuss

a default user after being exposed to the intervention at Time 2,

although it still remained the most frequently discussed stakeholder

category. Amongst students in the Intervention condition at Time 2,

54.7% of students in Study 1 and 66.7% of students in Study 2 dis-

cussed default users. This decreased tendency to focus on a default

user might suggest that students are identifying more concrete

stakeholder groups following the intervention, even if these stake-

holders do not always belong to marginalized and vulnerable popu-

lations. Indeed, students prompted with the intervention identified

more stakeholder categories overall than did unprompted students,

suggesting the intervention might also help students think more

expansively during threat modeling, an interesting question for

future research.

There were several other categories of stakeholders that stu-

dents frequently discussed. Without intervention, AR develop-

ers/designers (e.g., the AR device company) tended to be the second

most frequently discussed stakeholder category. Many students also

discussed specific app users (e.g., gamers, drivers using navigation

apps), employers and companies (e.g., other companies using AR

that might be surveilled), bystanders, and government entities (e.g.,

military, politicians) as prominent stakeholders. Although there

were subtle differences across Studies 1 and 2, students tended to

discuss many of the same stakeholder categories.

4.3.2 Students identified specific clusters of marginalized and vul-

nerable groups. Of additional interest was understanding what

marginalized and vulnerable populations students were most likely

to identify, both before and after intervention. Interestingly, stu-

dents tended to identify a specific cluster of marginalized and vul-

nerable stakeholders, most frequently discussing people with medi-

cal or sensory impairments (falling under the category of people

with stigmatized social identities [31]; e.g., people with epilepsy,

people with visual impairments, people with hearing impairments),

vulnerable age groups/people unable to consent (e.g., children), and

targets of hate, harassment, and abuse (e.g., victims of abuse or

stalking). The categories of M&V stakeholders that students were

most likely to identify often differed before and after intervention.

For instance, students in Study 1 without intervention were most

likely to identify targets of hate, harassment, and abuse (most com-

monly, victims of abuse or stalking), whereas after the intervention

students were more likely to identify vulnerable age groups/people

unable to consent (especially children) and people with stigmatized

social identities (especially people with disabilities). Students in

Study 2 were overall less likely to discuss marginalized and vul-

nerable categories without intervention, but here again students

exposed to the intervention were most likely to identify vulnerable

age groups/people unable to consent and people with stigmatized

social identities. Consider Case Study 3 below that identifies chil-

dren as a stakeholder.

Case Study 3 (Time 2): łOnce again, the asset of physical

safety of the consumer must be protected, but particularly in

terms of small children. There might have to be some extra

precautions taken in terms of potentially limiting distractions

that come up on the headset. Kidnappers could target children

who are distracted by something, and childrenwho are actively

using an AR headset are definitely distracted and have their

line of sight obscured. The vulnerability is taking attention of

the user away from the physical world, where there might be

certain threats.ž

At Time 1, Case Study 3 discussed physical safety as an asset

for the default user, whereas after exposure to the salience inter-

vention they continued to discuss physical safety as an asset, but

now considering how a vulnerable population may have unique

considerations for physical safety in AR.
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Table 1: Percent of participants within condition who listed each stakeholder category (Note: C=Control, I=Intervention,

T=Time).

Study 1 Study 2

CT1 CT2 IT1 IT2 CT1 CT2 IT1 IT2

Default 98% 92% 98% 55% 98% 80% 100% 67%

AR developers/designers 23% 19% 13% 6% 18% 27% 21% 11%

Specific app users 17% 13% 8% 0% 7% 4% 8% 2%

Bystanders 13% 5% 4% 6% 3% 7% 5% 3%

Targets of hate, harassment, and abuse 11% 9% 6% 9% 9% 0% 2% 3%

Government entities 8% 8% 8% 2% 0% 7% 11% 8%

People with stigmatized social identities 5% 6% 4% 19% 0% 2% 3% 19%

Employees/patients 3% 2% 4% 4% 2% 0% 2% 8%

Vulnerable age groups/people unable to consent 2% 0% 2% 34% 0% 0% 2% 14%

Activists/politically involved citizens 2% 3% 0% 0% 0% 0% 0% 0%

People without access to the technology 0% 0% 0% 2% 0% 0% 0% 5%

Non-U.S. citizens 0% 0% 0% 2% 0% 0% 0% 2%

Celebrity and social accounts 0% 0% 2% 0% 0% 2% 0% 0%

Employers and companies 0% 2% 8% 2% 7% 4% 3% 5%

Entities monitoring others 0% 0% 0% 2% 0% 0% 0% 0%

AR 3rd party entities 0% 2% 4% 0% 2% 0% 0% 0%

Other/Uncategorized 0% 0% 0% 6% 0% 0% 2% 6%

AR regulators 0% 0% 0% 0% 0% 0% 0% 0%

Vulnerable workers 0% 0% 0% 0% 0% 0% 0% 0%

5 DISCUSSION

Computing security and privacy is increasingly centering the needs

of marginalized and vulnerable communities in design and prac-

tice [65, 71, 73]. Across two studies, we investigated howwe can use

basic tools from social psychology Ð making salient the needs of

marginalized populations [12, 47] Ð to bring the needs of commonly

ignored communities to the forefront of students’ minds during a

threat modeling exercise. In both studies, advanced computer sci-

ence undergraduate students completed a threat modeling exercise

twice, both before and after a prompt. We manipulated between-

participants whether this prompt was a control prompt (simply

having students repeat the exercise) or a M&V salience prompt, de-

signed to focus students on the needs of M&V populations. We

reliably showed that students were much more more likely to con-

sider specific needs and vulnerabilities of M&V groups after the

intervention salience prompt 1) as compared to before the prompt

or 2) as compared to students who did not receive the prompt. Put

simply, at baseline, students are likely to think in terms of the łde-

fault personaž (i.e., culturally dominant groups) and not consider

the unique needs of or threats faced by M&V populations. However,

making M&V populations salient led students to be more likely to

center their unique needs and consider how technology uniquely

impacts these populations during a threat modeling exercise.

We see the present work as fitting well in the recent wave of

research in computing security and privacy that centers the needs

of marginalized and vulnerable populations. Here, we find that

designers-in-training can be made to think more inclusively by a

straightforward prompt. We see this as an important step in moving

the recent advances in conceptual knowledge about M&V popula-

tions in computing security and privacy [65, 73] into practice with

designers-in-training. To this end, we also see the present work as

highly scalable across classes and highly deployable across contexts.

The exercise was designed to take less than 10 minutes to complete,

it was fully self-contained (i.e., deployed with minimal instruction

by teaching assistants other than the primary investigators), and

could be done solo or in groups. Further, although the present work

was designed with students in mind, this simple intervention could

also be used with practicing programmers and designers. Indeed, in

our expert panel, we found that having a large number of designers

working in a group quickly created a large body of viable considera-

tions for M&V populations’ needs and threats using a similar threat

modeling exercise. If anything, our trained designers created more

and more elaborated considerations of threats to M&V populations.

Although the experts’ considerations still have gaps, prompting

both experts and designers-in-training alike to consider threats and

vulnerabilities facing marginalized and vulnerable stakeholders can

lead to a more robust treatment of the needs of those populations.

Limitations and Open Questions. We see the present work as part

of a continuing conversation about how to center the needs of

M&V populations in computing design. That a simple, straightfor-

ward intervention can powerfully influence designers-in-training to

consider the needs of marginalized groups is an important demon-

stration in its own right, but there is still extensive research to

be done to help establish an agenda for our field. Indeed, we see

the present intervention as a starting point, for which there are

limitations that can be addressed and built upon in future iterations

of this intervention.

First, it is unclear how long the interventionmakingM&V groups

salient is effective. Here, we measured students’ responses immedi-

ately after the intervention itself. To what extent would the effects
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sustain over time? As yet, this is unclear. Other research on di-

versity training shows that its positive effects often wane over

time [59]. It is also clear from work in psychology on concept ac-

tivation that concepts can be made both temporarily active and

chronically active [5]. Whereas some people may not often think

of M&V populations’ needs, others may do so as a matter of course.

Further, the former can become the latter with practice. Indeed, part

of becoming a domain expert is forming łhabits of mindž that make

one think like a domain expert. We argue that consistently center-

ing the needs of M&V populations during design could become part

of one’s standard practice or of a school’s training model in a way

that could well make this a chronic habit-of-mind for designers.

Future work would benefit from understanding how often such

exercises would need to occur, and who would benefit the most

from such exercises, to make M&V users come frequently to mind.

In addition, our studies were limited to a carefully controlled

intervention in a classroom setting. We hope that the current toolkit

can become a part of regular training that may help future design-

ers spontaneously consider M&V populations by habit, a point

which we discuss more in the next section. However, there may

be several challenges to implementing this intervention beyond

the classroom. First, students completed this intervention as part

of an in-class assignment. Although the activity was ungraded,

classroom dynamics could provide external motivation to satisfy

the prompt, rather than the intervention eliciting internal moti-

vation to consider the needs of M&V groups. In industry settings,

there will be novel challenges to motivating practicing designers

to take part in the intervention without such natural incentives.

Future work should also focus on fostering internal motivation to

center M&V populations in computing (or assessing whether the

current intervention does so naturally) and recruitment methods

that account for novel contexts and incentives. Second, the timing

of the intervention may also be impactful. Students completed the

assignment immediately after reading the salience intervention

prompt, allowing the intervention to have its maximum impact on

responses. In less controlled settings, less immediacy could mean

diminished returns. Future iterations of this intervention should

aim to provide designers with the motivation and tools to inten-

tionally intervene on themselves in the future, an effective strategy

in other interventions [23, 74]. Third, whereas our intervention

helps make M&V groups more salient to individuals, it does not

account for broader organizational goals and priorities. Whether or

not an industry’s goals align with or diverge from this intervention

may affect both its practicality for designers and its likelihood of

being adopted by an organization. Thus, it will be integral to focus

efforts on both individuals’ tendency to consider M&V populations

in computing and broader organizational structures that foster or

hinder these goals.

We were also unable to measure the demographics of the stu-

dents and the teaching assistants present during the intervention.

The staff demographics were uncontrolled, and with our present

data we cannot investigate how this may have affected students’

responses. However, our results replicated across two separate quar-

ters and different teaching assistants, suggesting our effects were

robust beyond the impact individual teaching assistants may have

had on students. Further, it may be the case that students’ and

designers’ own social identities and lived experiences affect the

degree to which they spontaneously consider the needs of marginal-

ized and vulnerable populations while threat modeling. Perhaps

designers from marginalized and vulnerable populations, or de-

signers with more social contact with these populations, are also

more likely to consider often-overlooked M&V populations. These

questions will be of considerable interest in understanding who is

most likely, and when they are most likely, to consider a diverse

range of stakeholders.

Specific features of the intervention are important to acknowl-

edge and consider as well. For instance, we did not directly ask

students what stakeholders they believe are impacted by the tech-

nology, a question which could have prompted students to consider

more specific stakeholder groups. We would suggest that future

iterations of this toolkit ask more directly about stakeholders. How-

ever, it is unlikely that this question would have prompted students

to spontaneously consider M&V populations, who do not appear

salient in most students’ minds at baseline. In addition, an inter-

vention prompt that is not carefully designed could cause negative

reactions, although we did not observe backlash across our two

studies. Other staff and students present may be impactful as well.

Across both our students and expert panel, a different group com-

position would likely generate a list of stakeholders distinct from

what we presented here. This speaks to the importance of having a

diverse group of students, staff, experts, designers, and curriculum

when deeply considering the unique harms facing M&V popula-

tions. As noted, the current work does not provide a complete list

of all possible stakeholders affected by the technology at hand.

However, we show that a brief intervention making M&V popu-

lations salient leads people to include more M&V populations for

consideration in a threat model.

Relatedly, the chosen technology for a threat model will likely

impact both the stakeholders that come to mind and people’s ability

to deeply elaborate on the threat model. For instance, it is possible

that AR headsets make certain M&V groups (e.g., children, people

with disabilities) especially salient, an effect which may be different

when threat modeling for other technologies. Further, students with

greater prior experience with AR technologies may be able to more

deeply elaborate on different stakeholders and threats pertinent

to this technology. Future work should explore the boundaries of

these effects across different technologies.

It is also clear that no one designer can consider the needs of all

possible users in all possible situations. Thus, although the present

work was successful at moving users away from the łdefault per-

sonaž during their threat modeling, it is clear that even amongst

M&V populations who come only infrequently to mind, some M&V

populations are more salient than others. Specifically, our inter-

vention made vulnerable age groups and stigmatized identities

especially salient. This may be due to the specific wording of our

intervention, or alternately because concern with protecting others

may make children (the most commonly discussed vulnerable age

group) spontaneously salient [48]. Future research would benefit

from understanding how framing M&V salience differently may

make the needs of different groups come to mind.

Interestingly, we observed that after the intervention, students

also surfaced a broader set of stakeholders, including non-M&V

stakeholders, than otherwise. Though our current study design
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does not allow us to investigate it, this observation raises the fol-

lowing research question: Does prompting students to think about

marginalized and vulnerable populations cause the students to think

more broadly about security and privacy threats, risks, and adver-

saries, even beyond marginalized and vulnerable populations? That

is, does it expand the scope of their threat modeling in general?

Finally, our study assessed the frequency with which students

identified M&V populations while threat modeling, rather than

the extent to which they did so meaningfully or accurately. For in-

stance, although the present research has been successful at making

M&V groups salient to designers, it is not clear that the specific

needs that designers were considering were the actual needs of the

groups of interest. Put simply, this intervention was successful at

making designers consider others’ needs, but it is not clear that it

was successful atmeeting others’ needs. To do so in a way that does

not devolve to a stereotyped treatment of groups’ needs, sustained

work with populations of interest is needed [10, 16]. Thus, we see

the present work not as a panacea, but as a means of making salient

to designers that their designs often fall short when M&V popu-

lations are not considered. When we seek to actually address that

shortfall, we are most likely to succeed when we bring members

of M&V populations into the design process. Engaging M&V com-

munities in the threat modeling process may be a starting point to

understanding different group’s needs for design. Indeed, without

including M&V populations in the design process, designers may

themselves simply rely on their beliefs about the populations of

interest (i.e., stereotypes).

6 FOUNDATIONS AND DIRECTIONS FOR A
NEW APPROACH

This work calls for a new approach to threat modeling, one that

centers M&V populations. Future iterations of this toolkit could

be deployed in a variety of contexts and to a variety of audiences,

with promise for extending the impact of this work. In the previous

section, we discussed limitations of the current studies and open

questions generated by our findings. In the following paragraphs,

we highlight several of these open questions to discuss concrete,

specific directions and questions posed to the security research

community.

First, prompting designers-in-training to intentionally consider

overlooked populations may be a promising new approach for

teaching threat modeling and other computer design and security

practices. Indeed, whereas much of threat modeling focuses on

adversaries and threats, threat modeling practices may benefit from

deeper consideration of how technology may disparately impact a

wide range of stakeholder groups [26, 27]. Our prompt included a

description of the default persona and specific examples of how the

default excludes other groups, with consequences for design. This

direct educational prompt may be useful for designers-in-training

to become aware of the defaulting bias and its consequences, a

process which prior work has shown can help motivated individu-

als reduce implicit bias [23]. For this reason, education about the

default persona and sustained, prompted practice considering other

stakeholders may be important new tools to integrate into regular

curriculum for designers-in-training. Repeated education of this

process may help designers-in-training create lasting habits that

continue to impact their work beyond the classroom.

Second, as discussed in the previous section, part of adopting this

new approach to centering M&V populations in practice includes

deploying versions of this intervention outside of the classroom.

Designers and other computer scientists in the field may show a

similar tendency to spontaneously consider the default persona.

This raises the question, how can we engage practicing computer

scientists with these exercises? There may be several possible ap-

proaches to adopt as a field. For instance, designated conference

workshops could include both research centering M&V populations

and active participation in prompted exercises to consider how tech-

nology uniquely impacts M&V stakeholders. Similar workshops

could be created in collaboration with organizations and industry,

for adoption in employees’ regular training practices. Of consid-

erable interest is discussing how we can move toward intentional

practices to proactively center M&V populations in both educa-

tional and non-educational settings.

Third, our work and discussion above also raises questions about

how to prompt designers to consider M&V populations in a way

that appropriately meets their needs, but does not lead to stereo-

typical considerations of their needs. In the short term, we suggest

that the first goal of our community is to increase awareness of

diverse M&V populations in the design of security technologies and

in the threat modeling process; this paper is a step in that direction.

Drawing from other disciplines, e.g., Design Justice, after M&V

populations are identified, a current best practice for mitigating

harms from a reliance on stereotypes is to involve members of those

M&V populations directly in the design and evaluation considera-

tions [16]. For example, researchers and practitioners could involve

members of M&V populations in the threat modeling process [70].

At NSPW 2023 alone, researchers interviewed low vision and blind

users about their experiences with misinformation labels on social

media, surfacing a diverse range of both accessibility concerns and

proposals for design solutions [67]. Other researchers at NSPW

discussed inclusion of M&V populations through the lens of ba-

sic capabilities, or identifying basic security hygiene behaviors as

fundamental human rights and working with M&V populations

to identify unique barriers to these capabilities [14]. There are a

diversity of approaches for involving at-risk users in security and

privacy research, and we encourage researchers (and practitioners)

to consider the full spectrum of options [8].

Finally, what methods can help us evaluate the success of these

interventions? Our analysis focused on designers-in-training for

the duration of a single class, which leads to the question: how can

we know if these interventions impact real production designs?

Longitudinal approaches to both the deployment of interventions

and the measurement of their impact across time and contexts may

be a promising avenue. For instance, students’ responses to later as-

signments could be assessed to understand if the brief intervention

had a lasting impact on their tendency to consider M&V popula-

tions. Although such methods can be difficult in practice, centering

M&V populations as part of regular exercises from designers-in-

training to working programmers may lead to measurable changes

in production. We hope to discuss methods for the field to center

M&V populations in design across development and time course.
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7 CONCLUSION

Across two studies, we find that making marginalized and vulnera-

ble populations salient during a threat modeling exercise substan-

tially increases the likelihood of designers-in-training considering

these populations. This work lays a foundation for future explo-

rations of how best to intervene in the design process to center the

needs of M&V populations. We believe that the present work is

important to help set the agenda for security and privacy research

to translate good theory into scalable, affordable, and effective

practice. Expanding our educational tools to incorporate inclusive

stakeholder analyses may be a promising new approach for the

field to center marginalized and vulnerable populations in practice.
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A THREAT MODELING EXERCISE

A.1 Time 1

Your threat modeling target is the following technology: An aug-

mented reality (AR) headset. Many companies have begun to de-

velop augmented/mixed/virtual reality headsets, such as the Oculus

(from Meta) or the HoloLens (from Microsoft, depicted below). Aug-

mented reality (AR) technologies allow people to interact with

virtual content overlaid on their perception of the physical world ś

for example, AR applications might label objects or people in the

world, support immersive games like Pokemon Go, show directions

overlaid on the physical world, and much more. But, as with any

technology, there are potential security and privacy concerns.

Before discussing with anyone, please fill out and go ahead and

submit answers to the following questions:

(1) What do you think are the security goals of the AR headset

described in class and shown above? What assets must be

protected?

(2) Who are the adversaries who might try to attack this AR

headset? What might be the attacker’s goals? What poten-

tial threats or vulnerabilities do you see?

A.2 Time 2

A.2.1 Control Prompt. Research shows that sometimes when peo-

ple consider a question a second time, they come up with different

responses or think differently about a problem. Take a few minutes

to consider these questions a second time, and submit your answers

again.

(1) What do you think are the security goals of the AR headset

described in class and shown above? What assets must be

protected?
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(2) Who are the adversaries who might try to attack this AR

headset? What might be the attacker’s goals? What poten-

tial threats or vulnerabilities do you see?

A.2.2 Salience Intervention Prompt. Sometimes engineers default

to unintentionally designing for some populations and not others.

For example:

• A classic example is the dummies used in automobile crash

tests: they were designed to match the anatomy of a 70kg

adult man, thereby excluding from consideration much of

the population.

• Another example is face recognition technologies, which

have been in the news because of a failure to design for

racial and gender diversity.

• Yet another example is the assumption that smartphones

have only a single user, which may not hold for parents shar-

ing devices with their children, or people in lower-income

or non-US contexts.

To avoid accidentally only considering some łdefaultž stake-

holder groups, try to be creative and think about populations that

engineers might not normally think about. Consider and answer

again the following questions.

(1) What do you think are the security goals of the AR headset

described in class and shown above? What assets must be

protected?

(2) Who are the adversaries who might try to attack this AR

headset? What might be the attacker’s goals? What poten-

tial threats or vulnerabilities do you see?

B OPT-OUT EMAIL

Instructors sent their class an email to allow them to opt-out of

having their data included in the studies. The emails were sent

out at different times across the two quarters, leading to slightly

different wording (e.g., future tense vs present tense). For instance,

in the future tense version of this email sent before the finalization

of grades, students were explicitly told that opting out would not

impact their grades. We include the present tense version of the

email below, which was sent after the quarter was over and grades

were finalized.

Hi everyone,

As part of our research related to computer security education,

we tried out a few different versions of in-section threat modeling

activities (one in Section 1 and one in Section 9). Our research goals

are focused on developing interventions to help people doing threat

modeling or security analyses consider a diverse range of possible

stakeholders beyond a potential łdefault personaž.

Now that the quarter is finished, we plan to study your in-section

activity responses as part of our research. Some important things

to know:

• If you wish to opt out and not allow us to use your in-section

activity responses as part of our research, you are able to do

so. Specifically, let me know by replying to me if you’d like

to opt out of having your (anonymized) week 1 and week 9

in-section activities included in a research study.

• For those who don’t opt out, there is an option to provide

some demographic information. Optionally, fill out this de-

mographic survey [link].

• Wewill remove identifying information from your in-section

activities and your survey responses. The rest of the research

team (other than me) will only see new, numeric identifiers

for each student. We will discard the mapping from student

to identifier after applying it (so even I will no longer see

identifiers when we analyze the data).

• This study was approved by the UW’s Human Subjects Re-

search Review Board (aka IRB) [link to IRB website].

• While different sections saw slightly different material in the

in-section activities, all sections were given all versions of

the educational material by the end of the quarter.

If you have any questions, now or later, please don’t hesitate to let

me know. Thanks!

C STAKEHOLDER CATEGORIES

Table 2 summarizes and categories the stakeholders produced by

our expert panel.
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Stakeholder Category Examples

Activists/politically involved citizens People going to protests
Activists
Voters

AR 3rd party entities 3rd party apps
3rd party developer
Application designer
Co-located apps
Internet provider, edge computing
Mobile network operators
Broadband companies
Investors

AR developers/designers System developers/designers
Shareholders of the companies
Platform designer
AR infrastructure operators

AR Regulators EU pro-regulatory entity
Civil society NGOs - anti/pro-tech
Standard-setting organizations (ISO)

Bystanders Bystanders
Pedestrians
People with relationships to users

Celebrity and social accounts Celebrities
Content creators
Digital streamers
Influencers
Social media account managers
Fans

Default End user (abstract)
Cultural default

Employees/patients Entrepreneurs
Employees/company office employees
Medical patients

Employers and companies Employer of a company using AR/VR
Employers
Advertisers
Schools
Insurance companies
Management class

Entities monitoring others Parents
Teachers
Hackers
School bully
Former/current partner
Law enforcement
Police

Government entities Governments
International governments/ entities (UN)
Policymakers
Politicians
Military

Non-U.S. citizens Undocumented immigrants
Non-native English speakers
Non-citizen residents of a country

People without access to the technology People with low levels of tech expertise
People who can’t afford AR headset
Non-users (by choice, or because inaccessible)

People with stigmatized social identities Religious person (e.g., with religious attire)
People with physical disabilities
People with cognitive disabilities
Blind people/people with impaired vision
Gender minorities
Racial minorities

Specific app users Gamers
Shoppers
Drivers navigating

Targets of hate, harassment, and abuse Domestic abuse victims/ survivors
Victim of bully
Targets of hate and harassment

Vulnerable age groups/ people unable to consent Children
Teenagers
Students
Older adults
People suspected of crimes, under electronic monitoring

Vulnerable workers Workers in a factory
Gig workers
Low wage workers
Child care workers
Journalists
Sex workers

Table 2: Stakeholders generated by the expert panel (right column), clustered into 18 distinct categories (left column).
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