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Recently, there has been a proliferation of personal health applications describing to use Arti�cial Intelligence (AI) to assist
health consumers in making health decisions based on their data and algorithmic outputs. However, it is still unclear how
such descriptions in�uence individuals’ perceptions of such apps and their recommendations. We therefore investigate
how current AI descriptions in�uence individuals’ attitudes towards algorithmic recommendations in fertility self-tracking
through a simulated study using three versions of a fertility app. We found that participants preferred AI descriptions with
explanation, which they perceived as more accurate and trustworthy. Nevertheless, they were unwilling to rely on these apps
for high-stakes goals because of the potential consequences of a failure. We then discuss the importance of health goals for AI
acceptance, how literacy and assumptions in�uence perceptions of AI descriptions and explanations, and the limitations of
transparency in the context of algorithmic decision-making for personal health.
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1 INTRODUCTION
With the advances in arti�cial intelligence (AI) and the ever-increasing availability of data, there has been a
proliferation of consumer health applications (apps for short) combined with AI. Covering a wide spectrum of
lifestyle choices and health conditions [64, 82], these apps intend to assist people in making health decisions
based on their data. For example, AI-based symptom-checker apps use AI to assess users’ symptoms and provide
potential diagnostic results [89], AI-based chatbots are increasingly common for supporting mental health [46, 63]
and AI-infused �tness apps gained signi�cant traction in the COVID-19 pandemic [48]. While these systems
have great potential to empower individuals to take care of their health, they often o�er little transparency on
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how their algorithms work [37, 82], providing vague descriptions or behaving as black-boxes (i.e., o�ering basic
justi�cation for the system and occasionally a description about the data it uses, but without disclosing how it
generates recommendations [13, 71, 82]). Previous studies have also reported that AI-related terminology can
be used as a selling argument [49] and to signal increased technological precision [15]. Terms such as ‘arti�cial
intelligence,’ ‘smart algorithms,’ or ‘machine learning’ are often used interchangeably to convey a high level
of predictive accuracy [82], or even attract investments and imply technological innovation [76, 85]. It is still
unclear how this context in�uences individuals’ perceptions, understanding, and trust in AI-infused health apps,
especially when these technologies are intended for a public that may not have the domain (e.g., health) or
technology (e.g., AI) expertise to assess algorithmic outputs when making important personal health decisions.
Understanding this perception is particularly important in light of conversations about personally tracked health
data that is shared publicly online being used to train AI models [35, 68] and recent discussions around privacy
and intimate data [77].
This study investigates how AI-related descriptions in�uence individuals’ perceptions of personal health

technologies. To do this, we focus on fertility self-tracking, a health domain that has been increasingly in�uenced
by AI. Fertility wearables and apps are increasingly leveraging AI and machine learning to provide users
predictions for period dates, ovulation, and fertile window based on self-tracked data. Previous studies have
reported that fertility apps do not commonly explain how these predictions are generated or how collected data
are used [28, 32, 43, 65, 77], although apps’ descriptions often emphasize their accuracy and support in enabling
control over the body [19, 20]. Furthermore, research in algorithmic perceptions emphasize that the type of task
is a strong factor in�uencing individuals’ attitudes towards algorithmic decision-making [4, 49, 51]. Fertility
includes multiple goals that in�uence tracking in di�erent ways and that have di�erent potential consequences,
which can be used to explore di�erent tasks within the same domain.

We therefore investigate the research question: how might AI descriptions in�uence individuals’ per-
ceptions of fertility tracking apps in the context of di�erent fertility goals? To do so, we created three
versions of a simulated fertility app, Kaya, varying the way the app uses (or not) AI-related terms to refer to
its features (i.e., AI descriptions). 298 US participants used one random version of Kaya and answered a survey
on their perceptions about the app. Overall, participants expressed positive reactions to Kaya, expected that
versions mentioning AI (AI versions for short) to be more accurate, and were more willing to download and use
them. Users trusted AI versions more for avoiding conception, but qualitative responses reveal that although
participants expect apps using AI terms to be accurate and generally prefer them, they were unwilling to rely
solely on these apps for more high-stakes goals (i.e., avoiding conception) because of the consequences if the app
failed. Responses also show participants assume how AI works, intertwining these assumptions with their beliefs
of technology, which together in�uence their perceptions of AI descriptions in di�erent ways.

This study contributes to AI perceptions and personal informatics (PI) literature by investigating the in�uence
of AI descriptions on individuals’ personal health and suggesting how to improve their design in light of people’s
perceptions. Our study also contributes understanding of how di�erent tasks within the same health domain
in�uence these perceptions. We also contribute a discussion on how AI assumptions and individuals’ literacy
interact with AI descriptions, both positively and negatively, and what this interaction means for the design of
AI-infused personal informatics (PI) systems to inspire appropriate trust.

2 RELATED WORK
To analyze individuals’ perceptions of AI descriptions in consumer health technologies, this study builds on
previous research on perceptions of algorithmic recommendations, PI-in�uenced decision-making, and fertility
self-tracking.
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2.1 Perceptions of Algorithmic Recommendations
Extensive research has focused on how people trust algorithmic decisions in comparison to human made ones,
particularly for managerial and work-related contexts [11, 49, 51]. Such studies often suggest that people judge
algorithmic decisions as inferior or similar to human decisions, being particularly more negative for tasks that
are subjective [11], demand human capabilities [51] or require attention to individuals’ unique characteristics
[58]. These studies emphasize that people’s attitudes towards or reliance on algorithmic recommendations are
largely in�uenced by the type of task the system is intended to support or automate [4, 49, 51].

Any system that processes data (e.g., averaging values, showing trends in data points) and generates recommen-
dations can be used to support human decision-making. In this paper we focus on AI-based systems because of the
growth in AI advertising (particularly in health apps [5, 82]) and because AI introduces additional challenges (e.g.,
inconsistent and unpredictable behaviors, information hiding, accuracy and error communication [2, 26, 47, 72])
to the health domain. In fact, Longoni et al. [58] highlight healthcare has intrinsic characteristics that in�uence
resistance to medical AI: most health domains are unfamiliar to most people, abound with uncertainty, and often
involve life-threatening consequences.
Besides resistance, trust has been suggested as an important determinant for adoption of systems to support

decision-making [51]. For example, Lee and Rich [53] investigated the role of mistrust in human decisions on
individuals’ perceptions of AI systems. Focusing on US Black and African American individuals (who have
higher medical mistrust due to anti-Black racism they face across human-led institutions), they found that
participants with high cultural mistrust perceive healthcare AI as equally untrustworthy and unfair as human
medical providers, and suggest providing more information about AI algorithms, development, and usage to
improve people’s trust.
In contrast with these studies, Araujo et al. [4] found that in high impact health tasks, decisions made by a

hypothetical AI system were, in general, associated with more positive attitudes (less risky, fairer, and more
useful) than decisions made by human experts. Similarly, Kapania et al. [45] used the concept of AI authority (i.e.,
“the legitimized power of AI to in�uence human actions, without requiring adequate evidence about the capabilities
of the given system”) to explain the overall high acceptance of AI decisions and intentions to use in both low and
high-stakes tasks in India. Their study highlights the importance of external narratives and societal in�uences on
the ways people perceive and accept AI.

All these studies use human decision making as a benchmark to evaluate people’s perceptions of described AI
systems. In these cases, people may be more critical of the systems because they have the expert decision as a
counterpoint. Furthermore, other studies report that individuals’ attitudes di�er when human decision making
is not used as a comparison point or when individuals compare algorithmic recommendations to their own
estimates [57]. Inspired by these studies, we investigate trust and willingness to download and use in a context
where individuals often do not have expert support.

2.2 Algorithmic Decision-making in Personal Life
With the extensive commercialization and use of mobile and sensor devices, there has been a proliferation of
personal health systems, typically called personal informatics (PI) or self-tracking systems, designed to help
individuals in collecting and re�ecting on their personal data so they can make informed personal health decisions
[29, 54]. Besides collecting and storing personal data, PI tools often summarize and process these data to produce
recommendations and support users’ interpretation and action [7].

In general, PI tools o�er little transparency as to how their algorithms work, how reliable the results are, and
what personal data are collected and used in making those algorithmic determinations [7, 88]. Previous PI studies
describe that people’s perception of accuracy may be disconnected from their systems’ capabilities. For example,
Yang et al. [88] have noted that “the black-box nature” of PI algorithms can “inhibit users from understanding”
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how they work, which can be negative especially for non-expert end-users when they heavily rely on automated
systems [6]. Hollis et al. [39] reported that users might defer to an algorithm’s classi�cation of their emotional
experience over their personal judgment of that experience. Similarly, Warshaw et al. [86] describe people can
“have greater con�dence” in an algorithm than in their ability to describe their own personality. Research in
algorithmic decision-making and PI have also reported that perceived accuracy in�uences adoption, use, and
trust [24, 49, 51, 53, 66, 88]. These expectations of accuracy suggest that users may place inappropriately high
levels of trust in “black-boxed” algorithms for personal use [80].

These studies have suggested that lack of transparency and expertise to challenge the data or recommendations
have impacted user trust, adoption, and use of PI apps which do not explicitly use AI. Incorporating AI can
exacerbate these challenges and add speci�c challenges related to AI [2, 26, 47, 72]. While research has investigated
how to use AI and machine learning to improve PI tools [24, 34, 55, 70, 84], there has been a fast growth in
AI use in commercial consumer health technologies covering a broad spectrum of lifestyle choices and health
conditions [5, 82]. AI terms that convey predictive accuracy and technology innovation [76, 82, 85] add to this
context and may further in�uence individuals’ perceptions of AI-infused PI tools. For these reasons, we also
investigate individuals’ expectations of accuracy.

2.3 Fertility Self-tracking
The fertility of individuals who menstruate (fertility for short) is complex [17], entangled with stigma and social
taboos [1, 23, 44], and many people have only low to intermediate knowledge about it [9, 59]. Fertility self-tracking
apps allow end-users to collect varied health indicators potentially related to their cycles (e.g., period dates and
other physical and emotional data), process these data, and provide feedback for users to support their health
decisions [17]. Recently, fertility self-tracking has drawn signi�cant attention in the consumer technology market.
Fertility apps, which were downloaded around 200 million times worldwide back in 2016 [27], constitute a major
part of the so-called “Femtech”1 industry, a market that has been estimated to reach a value of $50 billion by 2025
[33]. In this study, we focus on individuals who menstruate because most indicators tracked in fertility apps are
speci�c bodily phenomena (e.g., menstruation, cervical mucus) which are more often tracked and reviewed only
by themselves.

People track fertility for multiple goals, including, to conceive, avoid pregnancy, and assess their body status
[30]. A major part of how fertility apps support these goals involve predictions for periods, ovulation, and fertile
window. People use these predictions di�erently to make appropriate decisions towards their goals, e.g., from
re�lling medications for pre-menstrual symptoms, to having intercourse for conceiving. So, fertility predictions
are related to decisions that can contribute to consequences that are emotionally-loaded (e.g., increased hopes
and severe frustrations when trying to conceive [16]) and life-changing (e.g., pregnancy).
Many fertility apps are currently advertised as using ‘arti�cial intelligence,’ ‘smart algorithms,’ or ‘machine

learning’ to convey predictive accuracy [15, 82]. Nevertheless, most apps do not explain their algorithms or how
they generate predictions [28, 32, 43, 65, 75], often providing ambiguous descriptions about their AI use [31]. It
is also not clear what is done with the varied health indicators collected via these apps and what data among
these are used to create fertility predictions [20, 62, 77]. This scenario makes fertility a high-stakes context,
in which AI descriptions and app output may in�uence critical decisions that can lead to important personal
consequences. In this work, we focus on three major goals within the same health domain: period tracking, trying
to conceive, and avoiding conception. Unlike tasks within di�erent health contexts (�tness recommendations vs.
treatment decisions [4]), these goals include similar data collection and analysis, but the health decisions and
their consequences are di�erent (e.g., having a period without expecting vs. an unplanned pregnancy).

1Femtech stands for Female Technology and encompasses a variety of technological products focused on the health of individuals who
menstruate
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3 KAYA OVERVIEW
We developed Kaya to explore howAI descriptions in�uence individuals’ perceptions (i.e., expectations of accuracy,
trust, and willingness to download and use) of fertility self-tracking apps in the context of di�erent goals. Like
similar PI studies [7], Kaya’s design was inspired by the most popular commercial fertility apps [19, 30]. We
designed Kaya as a simulated app so participants could experience using the main features, including data input
and feedback, before answering questions on their perceptions of such an app [49]. In the simulation, participants
were led through the process of reading the app store page, downloading the app (a simulated download, nothing
was installed in participants’ devices), inputting fertility-related data, and visualizing a calendar and a graph.
Overall, it took about 6 minutes to simulate the use of Kaya by passing through its main screens (Figure 1): (a)
the app-store page, (b) the calendar screen, (c) the input screen, and (d) the graph screen. These screens model
common screens of commercial fertility apps and contain the main features such apps o�er [19]. A dialog with
instructions precedes each screen.

The app store page (Figure 1a) describes Kaya’s main features. A dialog asks participants to read the page and
download the app (reminding them that nothing is downloaded or installed via the simulation).

Fig. 1. Kaya main screens: language, graphs, icons, and features replicate currently available fertility apps.

The �rst Kaya screen is the calendar (Figure 1b), which is loaded with �ctitious data, always showing the
previous period before and the fertile window after the current day, following the generic 28-day fertility cycle
[79]. Icons appear on some days to exemplify how Kaya displays previously recorded data in the calendar. The
instruction dialog explains all the symbols and colors and instructs participants to click in the current day to
access the input screen (Figure 1c).
The input screen is interactive, allowing participants to input data for all available health indicators (chosen

based on the main indicators o�ered by fertility apps [19]), including period dates, intercourse, temperature,
ovulation predictor kit’s results (OPKs), and pregnancy test results (Figure 1c). Participants are instructed to log
the data described in a scenario (i.e., �ctitious data instead of their personal information) so they can experience
tracking using Kaya. When they save the data, the simulation displays a loading dialog with a message brie�y
describing what Kaya is doing with the data and asks them to access the graph. The graph screen (Figure 1d)
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shows an image of a temperature graph, and participants are asked to analyze the image and access the survey.
Next, we describe how Kaya was used in the study, including how it varied across versions.

4 METHODS
To answer our research question, we used a convergent mixed methods design [22] in which participants used one
version of Kaya and answered a survey with both quantitative and qualitative questions. The following subsections
describe the study design, the survey, participants’ characteristics, and how quantitative and qualitative data
were analyzed and integrated.

4.1 Study Design
The study started with a screen containing its description, information sheet, eligibility criteria, and consent.
Once consent was obtained, participants were informed that they would be reviewing a prototype of an app for
fertility tracking, but that the app was not fully functional or commercially available. They received access to one
of three versions of Kaya:

• Base version, with descriptions without AI terms and without explanations for predictions,
• AI Keywords version, which adds AI terms to the Base version without adding explanation, and
• AI Explanation version, which adds explanation to the previous one by informing the data the app uses
and how it starts predicting.

The idea behind these versions was to (i) mimic the most common descriptions of commercial fertility apps
with our Base and AI Keywords versions, and (ii) compare them with a third version that contains an explanation,
representing an improvement towards transparency. In summary, the Base version simulates current apps that
do not mention AI and do not explain their algorithms. The AI Keywords version adds AI terms beyond the
Base (Figure 2) to mimic many current apps that advertise using AI but do not explain how it works or provide
explanations for predictions [28, 32, 43, 65]. Then, inspired by Newn et al.’s [66] �nding that the presence of
explanations in�uences individuals’ acceptance of personal sensing technology, we designed an AI Explanation
version to understand how participants perceive and value AI explanations in comparison with the other two.
This version mentions the app uses AI, but it also explains which data it uses, how predictions start, and how
uncertainty is displayed (which is not commonly observed in commercial fertility apps [75]) (Figures 2 and 3).
Similar to Newn et al. [66], we did not intend to test the full design space of explanation styles (e.g., where the
explanation is presented in the app, text versus graphical explanations). We speci�cally sought to analyze how
the presence of an explanation in�uences individuals’ perceptions and acceptance of the app.

The three versions di�ered in six main ways: in (i) the logo, (ii) the app store page, (iii) the calendar page, (iv)
the calendar instruction dialog, (v) the loading dialog that appears after logging data, and (vi) the instruction of
the graph page. As an example, Figure 2 shows an excerpt of the app-store page to illustrate how descriptions
varied across versions.

Figure 2 shows that the AI Keywords version only adds “smart algorithms”, “machine learning” and “arti�cial
intelligence” terms to the Base description. Langer et al. [49] discuss that terminology can be used strategically to
in�uence laypeople’s perceptions of systems. Inspired by this work, we chose these terms we observed in many
fertility apps (and health apps in general [5, 31, 82]) so we can appeal to similar emotions and perceptions they
may in�uence on consumers [49, 82]. We kept the same AI-related terms in the AI Explanation version to appeal
to the same emotions and perceptions [49].

Other important di�erences are observed in the calendar screen (Figure 3 left) and the loading dialog (Figure 3
right). The calendars for the AI keywords and Base versions are the same. The di�erence resides in the instruction
dialog that mentions that the AI keywords version uses AI. The calendar for the AI Explanation introduces
uncertainty through the gradient color around the ovulation day and the dashed lines around the fertile window,
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Fig. 2. The app store page for the Base and AI Keywords versions follow typical descriptions of commercial fertility apps. AI
Keywords, as the name suggests, adds AI-related terms that have been increasingly used in AI-enabled commercial apps
and media coverage. In contrast, the AI Explanation version adds which data it uses and briefly explains how Kaya starts
generating predictions on the top of AI Keywords text. This version is intended to provide more information to users to
analyze its impacts.

which is also described in the instruction dialog) to show potential errors in the future [75]. The loading dialog
(Figure 3 left) appears after users input data and displays what Kaya does with them, from simply storing the data
in the Base version to describing what data Kaya is using to improve predictions in the AI Explanation version.

Fig. 3. In the Calendar screen (le�) we varied how prediction accuracy was presented between versions, with the Base and
AI Keywords versions indicating high probability for a single ovulation date and the AI Explanation version highlighting
uncertainty over a range of days. The loading dialog (right) gives progressively more information on what Kaya does with
input data from Base to AI Explanation.

Because of recent discussions related to intimate data and the recent overturn to the right of abortion in the
US and its potential consequences [67, 83], we opted to mitigate the in�uence of privacy concerns regarding the
collected data on participant’s responses. We therefore described in all three versions that Kaya does not collect
location data and all data inputted in Kaya is stored only locally in individuals’ phones. This description was
present in the app store page.
Participants were randomly assigned to one of the versions. We did not make participants walk through all

three to avoid survey fatigue: the study took an average of 29 minutes to complete only through one version.
After participants completed the simulation, they were asked to answer a survey.
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4.2 Survey Design
Survey questions focused on individuals’ perceptions of fertility tracking apps in the context of major fertility
goals, i.e., period tracking, trying to conceive, and avoiding conception. We understand that there are more goals
to track fertility, but we aimed to mirror the goals that most apps aim to support [19, 30]. We focused on the
three following aspects to characterize overall perceptions of apps’ descriptions. All Likert questions followed a
7-point scale with follow-up open-ended questions asking participants to explain their reasoning.

• Expected accuracy: we evaluate expected accuracy to gather insight into how useful participants might
expect a version to be, how hopeful they might be about it, and how app descriptions support or reinforce
those expectations. We asked participants how accurate they expected Kaya’s predictions for period dates
and for ovulation and fertile window to be.

• Trust: we investigate participants’ self-reported trust prior to use focusing on each of the main three goals
to evaluate not only how descriptions in�uence individuals’ trust in the app, but also how these perceptions
may change based on goals and the tasks that support them. We asked why participants trust or distrust
Kaya predictions and how likely they would be to trust Kaya for each of the studied goals.

• Willingness to download and use: we analyze how the di�erent descriptions in�uence participants’ decisions
whether or not to install and use an app for each goal. We asked participants how likely they would be to
download Kaya, how they think Kaya makes predictions, how likely they would be to use Kaya for the
three goals, and why.

After these questions, we presented to participants an image of the app store page of another version, assigned
randomly, to investigate how they perceive di�erent app descriptions and enable somewithin-subjects comparison.
We asked questions comparing both apps’ descriptions, replicating questions about download, use, and perceived
accuracy. Finally, we included questions on general fertility knowledge, use of fertility apps and technology,
and demographics, with open-ended �elds, multiple selection (for ethnicity, gender, and sexual orientation), and
optional responses for demographics [74]. Because we ran the study around the time the US Supreme Court
overturned Roe v. Wade (right to abortion) [67, 83], we also asked participants how, if at all, this news impacted
their perception of Kaya and other similar apps. The supplementary materials contain the list of questions used
in the study. Figure 4 summarizes the complete study process.

We iteratively developed and tested the survey through revision among the authors and feedback from a pilot
with our research group and colleagues. The study was classi�ed as exempt by our institution’s IRB since the
survey methodology does not involve more than minimal risk to participants and no identi�able information
was collected. We met with our IRB o�ce prior to data collection to get advice on how to broach this sensitive
topic with participants, particularly in light of abortion conversations. Our IRB ultimately concluded that our
questions o�ered no more than minimal risk and did not run the risk of concerning self-disclosure, such as a
participant disclosing to us that they had an abortion. We further did not observe any such disclosures in our
participant responses.

4.3 Recruitment
We recruited participants on Proli�c [69] in June 2022. We used Proli�c screening tool to recruit people between
18 and 55 years old (most people reach menopause between 45 and 55 years old [12]), living in the US, �uent in
English (since the simulation and survey are in English), and that self-describes their sex assigned at birth as
female, prefer not to say, or both male and female. Before the study began, we also screened for people who have
or had a menstrual cycle. We paid each participant $5 based on Proli�c’s suggestion for a 30-minute survey.

We recruited 298 participants and analyzed their responses. The supplementary materials show participants full
self-identi�ed demographics. In summary, the study’s population comprised mostly highly educated (208 or 69.8%
had at least an associate degree), urban (235, 78.86%), young (ages ranged from 18 to 55, mean=28.33, sd=7.37),
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Fig. 4. Study process: participants first simulated the use of a random version of Kaya and answered survey questions
on their opinions and a�itudes towards the app. They were then presented the app store page of a second app assigned
randomly and answered questions comparing both apps’ descriptions, including replicated download, use, and accuracy
questions. Finally, participants answered fertility, technology, and demographics questions.

heterosexual (204, 68.45%) or bisexual (55, 18.46%) women (283, 94.97%) who have or had periods. Although most
participants were white or Caucasian, this proportion was lower than in the general US population (46.64% vs.
64.1%) while the proportion of Black or African American participants was higher in our sample (24.83% vs.
12%) [10]. The proportion of the other races or ethnicities was similar to US demographics [10]. However, it is
important to note that the study’s population did not include American Indian and Alaska Native participants
and only one participant selected Native Hawaiian and Other Paci�c Islander in combination with Hispanic or
Latino, limiting the representation of these populations. Participants had higher educational attainment than the
mean of the US population (32.1% vs. 77.9% of our population 25+ years old has at least a Bachelor’s degree) [61]
and the median household income (between $40,000 - $59,999) was below the median for the US ($67,521) [78].
Goals for using Kaya were split, following expected breakdowns [30]: 198 (66.44%) participants chose period

tracking, 52 (17.45%) avoid conception, 43 (14.43%) try to conceive, and 5 (1.68%) other reasons, describing multiple
goals or communicating with medical providers. This ratio emphasizes the experiences of people who would
primarily use an app for period tracking. Participants considered themselves knowledgeable about fertility (a
lot of knowledge: 95 participants, 31.88%; some knowledge: 165, 55.37%), most have regular cycles (195, 65.44%)
and do not have children (225, 75.50%) nor tried to conceive (235, 78.86%). They are also experienced in tracking
periods and using fertility apps: 236 (79.19%) have tracked their menstrual cycles and 186 (62.42%) have tried a
period tracking app, with 90 (30.20%) using one at the time of the study. Most participants felt con�dent using
fertility apps (median = Somewhat agree, 203 positive responses) and reported understanding how they calculate
predictions (median = Agree, 234 positive responses). Experiences with AI were not widespread (43.29% reported
they had not used a technology system that uses AI, machine learning, or data science, while 34.56% did not
know), although most participants describe understanding (median = Somewhat agree, 243 positive responses)
and trusting (median = Somewhat agree, 221 positive responses) such systems.

4.4 Analysis
Of the 298 participants, 98 were randomly assigned to the Base version, 91 to the AI Keywords, and 109 to the AI
Explanation. We dropped the 5 participants who described a goal other than the main three from goal-related
tests to simplify analysis.

To identify potential di�erences among groups, we run Kruskal–Wallis tests for ordinal and Chi-squared tests
for categorical dependent variables from the demographics, fertility knowledge, and technology use questions,
using both the app version and goals as independent variable. For trust questions, we ran Kruskal-Wallis tests
using the app version as independent variable. For accuracy, download, and use questions we used ordinal
regression models using participants’ answers to both apps they compared in the survey, adding a variable to
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consider the order e�ect. We treated the Likert ratings answers as ordinal and the �xed e�ects as categorical,
examining app version (three levels), order of visualization (two levels), and interactions between them. For
questions focusing on speci�c goals (i.e., trust and use), we run the tests on subsets of the data for each goal to
exclude speculation on behalf of the participants whose primary goal was di�erent than the one speci�ed in the
question. For all tests with signi�cant results, we ran e�ect size statistics (epsilon-squared for both Kruskal-Wallis
and ordinal regressions) and post-hoc tests (Dunn Test for Kruskal-Wallis and Estimated marginal means for
ordinal regressions) to identify which groups di�ered. We report e�ect size values alongside their interpretation
(i.e., small, medium, large) following values presented in [60]. All tests were performed using R.

We used the qualitative responses to interpret the quantitative �ndings. One researcher �rst read all the
answers to get a sense of their content and discussed preliminary results with the other authors. Then the same
researcher conducted a mix of inductive and deductive analysis using structural and initial coding in the �rst cycle
and pattern coding in the second cycle coding [73] focusing on each of the three aspects related to individuals’
perceptions. Examples of second-cycle codes and some of their subcodes include “Feelings from descriptions:
Base empowers users, AI takes control from users, Base is warmer, AI is colder”, “AI Assumptions: AI is less
work, AI is more accurate, All apps use AI”, “Transparency: Appreciates explanation, Too much explanation, AI
is enough explanation”, “Privacy: worries about apps, apps more important now”, “Consequences: won’t use for
TTA, Kaya + other BC, TTC low-stakes, TTC sensitive”2, “Accuracy: accurate because I provide data, need to
test”. Qualitative results were iteratively discussed among the authors during the analysis.

5 RESULTS
Participants had positive attitudes towards all three versions of Kaya. Overall, participants expected versions that
mention AI to be more accurate, were more willing to download and use these versions (particularly the AI
Explanation), and trusted them more for avoiding conception (both versions but particularly the AI Keywords).
Despite this preference for AI versions for avoiding conception, qualitative responses show that participants
were unwilling to use Kaya as their only birth control means because of the potential consequences in case of a
failure. Qualitative responses further show di�erent beliefs and assumptions participants had on how AI works
and what personalization means based on the provided descriptions. We identify participants by a P followed by
a number. We did not observe signi�cant di�erences among groups based on demographics, fertility knowledge,
and use and attitudes towards technology and fertility apps.

5.1 Expectations of Accuracy: “Accurate Information Provides Accurate Results” (P232)
Overall, participants expected Kaya’ predictions to be accurate (Figure 5). Some qualitative responses indicate
that participants believe apps would be accurate and their calculations will be correct if they diligently provide
correct information, as P247 summarizes: “I considered that if I provided Kaya with true information, then I have
no doubt that the predictions will be correct.” Quantitative �ndings suggest that apps’ descriptions may reinforce
these expectations.
We found a small e�ect of both app version (E2=0.038 for period dates and E2=0.040 for ovulation and fertile

window) and order (E2=0.069 and E2=0.079 respectively) in participants’ expectations of accuracy. Participants
expected that toward both predicting period dates and ovulation and fertile window, the AI Explanation (period
dates: z=4.61, p<0.001, 95%CI 0.50-1.23 higher on a 7-point Likert scale; ovulation and fertile window: z=z=4.81,
p<0.001, 95%CI 0.53-1.25 higher on a 7-point Likert scale) and AI Keywords (period dates: z=2.26, p=0.024, 95%CI
0.06-0.79 higher on a 7-point Likert scale; ovulation and fertile window: z=3.034, p=0.0024, 95%CI 0.20-0.93
higher on a 7-point Likert scale) would be more accurate than the Base version. The post-hoc test showed that
participants expected the AI Explanation to be the most accurate for predicting period dates—it was rated more

2BC = Birth Control, TTC = Trying to Conceive, TTA = Trying to Avoid Conception
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Fig. 5. Participants’ expectations of accuracy were higher for the AI Explanation version and lower for the Base version for
both period dates and ovulation and fertile window (1=very inaccurate to 7=very accurate).

accurate than Base (z ratio=4.61, p<.0001) and marginally more accurate than AI Keywords (z ratio=2.31, p=0.054).
They also expected the Base version to be the least accurate for predicting ovulation and fertile window—it was
rated less accurate than AI Keywords (z ratio=-3.03, p=0.007) and AI Explanation (z ratio=-4.81, p<0.0001)—and
period dates—it was also rated marginally less accurate than AI Keywords (z ratio=-2.26, p=0.061).
These responses suggest that the presence of an AI explanation (e.g., AI Explanation version) positively

in�uences participants’ expectations of accuracy. But beyond that, they also indicate that AI descriptions are
more positively associated with accuracy even without explanation of how it works (e.g., AI Keywords version).
Qualitative results suggest that three main aspects in�uence this association: (i) general assumptions of AI’s
capabilities, (ii) previous experiences with fertility apps, and (iii) knowledge about fertility and their bodies.
First, responses suggest that many participants associate AI with scienti�c results (“I trust it because KAYA

uses AI which is scienti�c” - P260) and innovation (“it uses more advanced code to predict more accurately” - P70),
and those factors are associated with better accuracy (“it would be the more accurate app, overall. I think that the
technology it uses does give it an advantage over an app that does not employ those methods at all” - P93). These
associations convey accuracy to AI descriptions (“I think things powered by AI are generally pretty accurate” - P97)
and may reinforce individuals’ general beliefs and expectations of accuracy in the fertility context.
Second, previous experiences with apps also in�uence expectations of accuracy. If participants had positive

experiences with apps that did not have AI descriptions, participants expected Kaya would be even better because
it uses AI: “I’ve used apps before that track my period and they have all been rather accurate. I haven’t seen them
advertise that they use arti�cial intelligence, so I imagine with this the period tracking would be more accurate with
Kaya” (P88).

In contrast, previous knowledge about fertility and their bodies seem to temper these expectations. Despite the
positive association between AI descriptions and accuracy, many participants were aware of its limits. As the
next quote illustrates, understanding how factors like stress may a�ect fertility made some participants doubt
the described AI would be very accurate: “there are some factors that can a�ect periods, like stress. It might be
impossible for Kaya to accurately predict every time” (P207). However, often participants did not see problems
with some level of error: “I think it couldn’t be that far o�–matters relating to the body are rarely very precise, and
if it’s not that far o� I am okay with it” (P4).

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 7, No. 4, Article 154. Publication date: December 2023.



154:12 • Costa Figueiredo et al.

5.2 Trust: “How Big the Risk Would Be if Kaya Failed” (P263)
Figure 6 shows the distribution of responses for trust for each of the three main goals. We only observed
an in�uence of descriptions on participants’ likelihood of trusting the app for avoiding conception. However,
qualitative answers provide more nuance to these results.

Fig. 6. Participants’ trust in the apps: we did not find significant di�erences on participants’ trust in the app for period
tracking and ratings were closely aligned. Average answers for AI Keywords and Base versions were higher for trying to
conceive but we also did not observe significant di�erences for this goal. In contrast, we observed a significant di�erence for
participants avoiding conception, with participants considering the AI Keywords version as more trustworthy than the Base
version (1=very unlikely to 7=very likely).

We did not observe di�erences on likelihood of trust for the goal of period tracking (j2=1.50, p=0.472).
Qualitative responses suggested that descriptions had little in�uence, since participants often feel that the
consequences of inaccuracies are low for this goal: “There’s no harm if there’s a mistake in tracking periods, and
if you’re trying to conceive anyway then the worst thing is you don’t get pregnant, so I’m not worried. However, I
am not going to trust an app for birth control” (P4). As the quote illustrates, descriptions and explanations do not
appear to matter much for period tracking, but, in contrast, participants considered “conceiving and birth control
are delicate matters” (P123).

We also did not observe an e�ect of version on trust among participants trying to conceive (j2=3.84, p=0.146).
However, trying to conceive qualitative responses were mixed: although some participants understand it may be
delicate (“This is nothing against the app, just my view on how hard it may be or easy it may be to get pregnant
depending on the individual” - P8), others think that errors in the app do not lead to negative consequences in this
scenario (“I would trust it for period tracking and trying to conceive because if the app is wrong, it’s no big deal” - P2).
Others even failed to see menstruating when you are actively trying to conceive as a negative consequence that
contributes to di�cult emotions [16], seeing only unintended pregnancies as negative: “Period tracking doesn’t
have a risk factor. If I were trying to conceive then the only consequence would be one I wanted. If I were using
Kaya as a birth control method I would need it to be extra reliable” (P261). Overall, these comments suggest that
participants saw trying to conceive as an intermediate goal (higher stakes than period tracking, but lower than
avoiding conception) or were unaware of how much tracking may help conception. They also highlight how
infertility experiences can be invisible [15].
Finally, di�erent from the other goals, results showed that descriptions had a medium e�ect (E2=0.157) on

participants’ self-reported trust on the app for avoiding pregnancy (j2=7.988, p=0.018). The post-hoc test showed
that participants with this goal who used the AI Keywords were more likely to trust Kaya than those who used the
Base version (Z=2.62, p=0.026), suggesting that the presence of AI terms in�uenced their answers even without
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an explanation. Participants avoiding conception also rated the AI Explanation marginally more trustworthy
than the Base version (Z=2.04, p=0.061), suggesting that the presence of an explanation marginally in�uenced
their perceptions when compared to the Base. The mean and median for the AI Keywords was higher (Figure 6
on the right), but we did not observe a signi�cant di�erence in trust between AI Keywords and AI Explanation
(Z=0.82, p=0.413).

However, even with participants rating the AI Keywords version as more trustworthy, they generally reported
not believing in using an app as birth control. In the qualitative responses, participants often mentioned they
would not trust Kaya (or any app) as their only means to prevent pregnancy (“It is extremely important to me that
I avoid conception, and I would never trust an app for that” - P86), but would be willing to use it alongside other
means: “I would not use Kaya as a standalone birth control method, but I would use it in addition to other methods”
(P66). These results indicate high tolerance for accuracy if the goal is considered low risk but a low practical trust
for known highly consequential tasks even if participants judge the app as accurate: “I would not base an app on
pregnancy because it is not always going to be completely accurate. However, if it gets a period date wrong that is no
big deal” (P19).

In summary, AI descriptions interacted with participants’ views of consequences di�erently for di�erent goals.
Because participants saw period tracking and trying to conceive as less consequential, they were more tolerant
with predictions accuracy, and we did not observe signi�cant results for trust for these goals. In contrast, avoiding
conception results indicate that AI descriptions may be perceived as more trustworthy for highly consequential
goals. These results partially align with the accuracy ones. However, we saw an inversion on the preferred
versions: while the AI Explanation was rated more positively for accuracy, participants preferred the AI Keywords
over Base for trust.

5.3 Willingness to Download and Use: “AI is a Polarizing Topic That Can Scare People Away” (P37)
In general, participants were willing to download all Kaya versions (Figure 7) but preferred the AI Explanation.

Fig. 7. Participants’ willingness to download each app: they were more willing to download the AI Explanation (1=very
unlikely to 7=very likely).

Results show a small e�ect for app version (E2=0.040) and a medium e�ect for order (E2=0.092) on participants’
willingness to download Kaya. Participants indicated that they would be more willing to download the AI
Keywords (z=2.06, p=0.039, 95%CI 0.02-0.72 higher on a 7-point Likert scale) and the AI Explanation (z=4.72
p<0.001, 95%CI 0.50-1.20 higher on a 7-point Likert scale) than the Base version. The post-hoc test showed
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di�erences between the Base and AI Explanation versions (z ratio= -4.72, p<0.0001) and between the AI Keywords
and AI Explanation versions (z ratio=-2.66, p=0.021), indicating that participants are more likely to download the
AI Explanation version than the other two. Although the AI Keywords was rated slightly more positively than
the Base version (Figure 7), the post-hoc test did not show signi�cant di�erences (z ratio=-2.06, p=0.097). These
results show that unlike explanations, we did not observe a signi�cant e�ect of the mere presence of AI terms on
participants’ willingness to download the app.

While results for willingness to download describe general impressions of apps, the analysis for willingness to
use (Figure 8) targets each goal separately (i.e., people may be willing to download an app but not to use it for a
speci�c goal). We did not observe the in�uence of descriptions on willingness to use Kaya for period tracking in
the post-hoc test.

Fig. 8. Participants’ willingness to use Kaya for main fertility goals: they were more willing to use the Explanation AI version
for all three goals (1=very unlikely to 7=very likely).

For trying to conceive (E2=0.114) and avoiding conception (E2=0.0836), the descriptions had a medium in�uence
on participants’ willingness to use Kaya (order also had medium e�ects: E2=0.305 and E2=0.164 respectively),
with the AI Explanation being rated higher than the Base version for both goals (trying to conceive: z=2.61,
p=0.009, 95%CI 0.37-2.51 higher on a 7-point Likert scale; avoiding conception: z=3.14, p=0.002, 95%CI 0.51-2.16
higher on a 7-point Likert scale). The post-hoc test con�rmed that participants were more willing to use the AI
Explanation than the Base version for both trying (z-ratio=2.61, p=0.025) and avoiding conception (z-ratio=3.14,
p=0.005). AI Keywords’ results were not signi�cant for trying to conceive (z=1.27, p=0.204) and the post-hoc
test for avoiding conception did not show signi�cant di�erences. So, for conception goals, participants were
more likely to use the AI Explanation than the Base version, suggesting that beyond AI terms, the presence of
explanations also in�uenced participants’ perceptions.

Qualitative responses largely align to these results. Nevertheless, they also show a con�ict between personal-
ization and mechanization, which characterizes the polarization mentioned by P37: “AI is a polarizing topic that
can scare people away”. First, when comparing two apps with AI descriptions, participants often preferred the
one with explanation (“I would prefer the second app [AI Explanation] simply because of the more information they
share in the description. I feel like these apps are extremely personal and the more information is shared the more
likely I will be willing to use it” - P5). However, when comparing the Base version with the others, particularly the
AI Keywords, responses were more split.

The lack of mention of AI may have resulted in the Base reading as “more user-friendly” (P16) and “warmer”(P44)
than AI versions. Many participants believe it would also be “more personalized and humanistic” (P31) because it
would use only their data (“it’s speci�cally tailored to my body” - P58) and it does not use AI (although this is
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never stated in the app). These participants often assume AI apps use population data (which is not necessarily
true) and would prefer to have predictions based only on their data: “The �rst app [Base] relies on data that I input
while the second [AI Keywords] relies on an AI to predict and gives a more generalized prediction. The second takes
initial data inputted by the user and makes a generalized prediction o� of that information and data from other
users. (...) [I prefer] The �rst because it is more based around my personal cycle and takes into account just me as
opposed to a general person” (P73).
Conversely, AI descriptions, particularly with no explanation, sometimes passed a feeling of being “more

impersonal” (P131), “pretentious” (P249), and evoking clinical vocabulary (“sounds a lot more accurate, it sounds
more clinical though” - P172). To some, AI descriptions imply taking control from users: “I think with something as
intimate and personal as one’s period/hormonal changes and stu�, it makes me feel safer to have the perception that
I’m in control of this app, not some nameless AI tech” (P6).
We found that participants did express some concern about how apps might use their data. For example, P5

described they are afraid “that my information may be stolen” because of “news about information being leaked
on Period tracking apps and how you can’t always trust your data being safe.” For this reason, this participant
says they would prefer the Base version over the Keywords version of Kaya. Similarly, P171 says they “don’t feel
like it’s such a good idea to give out this information to a non-involved third-party so easily.” This was particularly
salient in light of conversations around Roe v. Wade (e.g., “It has made me feel slightly uneasy about tracking my
period as I don’t want that data to one day be used against me” – P4). Such concerns were largely orthogonal to
the presence of AI. Participants were concerned about data disclosures regardless of the algorithmic approach.
However, one participant did express more speci�c critique to AI models using their data: “all the talk of machine
learning and AI is kind of intimidating and creepy for something I’m putting personal information into, even if it
might be slightly more accurate” (P29).

These negative comments considering AI impersonal, cold, and taking control from users were more present
in comparisons between AI Keywords and Base and may help explain why we did not �nd signi�cant di�erences
between these versions: as P29 comment suggests, the impact of the accuracy attributed to AI descriptions
con�icted with negative beliefs and assumptions some participants associated with them. Therefore, it is possible
that the ratings for the AI Keywords and Base versions may have ended up similar due to this polarization, with
the AI Keywords having bene�ts around expected accuracy while also feeling impersonal.

In contrast, the AI Explanation was preferred over the Base version in the quantitative and qualitative responses,
even though it also advertises using AI: “I would prefer the second app [AI Explanation over Base] because it is
more clear in how it predicts information” (P77). In general, many participants thought the AI Explanation version
was more transparent (“[I prefer] the �rst app [AI Explanation] because it is transparent with regards to how they
will arrive on the results and what would be required of me” - P275) and trustworthy (e.g., “The second app [AI
Explanation] provides a description of the prediction system it uses, making the app more trustworthy” - P181).
So, an AI explanation seems to overcome the impersonal and cold feelings AI terms may evoke by implying
trustworthiness and a “scienti�c background” (P166). These results show that beyond accuracy, deciding to
download and use an app is also in�uenced by the feelings evoked by the terminologies and descriptions used in
the app store page.

6 DISCUSSION
Drawing from research on perceptions of algorithmic recommendations and personal informatics, this study
explored how app descriptions in�uence individuals’ perceptions of AI-infused fertility self-tracking apps. While
Table 1 summarizes the study’s results, in this section, we discuss the nuances of health goals, how literacy and
AI assumptions in�uence individuals’ perceptions of AI descriptions, and the caveats of transparency in the
context of personal health.
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Table 1. Summary of results

Measure Summary Results

Accuracy

Participants expected the AI Explanation and AI Keywords to be more accurate than the Base
version for period dates and fertile window. The AI Explanation was expected to be the most
accurate for period dates and the Base version to be the least accurate for ovulation and fertile
window. This association between AI descriptions and accuracy was in�uenced by individuals’
assumptions about AI, previous experiences with fertility apps, and knowledge about fertility and
their bodies.

Trust

AI descriptions in�uenced trust for avoiding conception: participants rated the AI Keywords as
more trustworthy and the AI Explanation as marginally more trustworthy than the Base version.
Despite that, participants reported that they would not use any app as their only birth control
method. Participants primarily consider consequences of failure when deciding to trust an app
across tracking goals.

Willingness to
Download and
Use

Participants were more willing to download the AI Explanation version than the others and were
more willing to use it than the Base version for trying and avoiding conception, suggesting that
the presence of explanation in�uenced their perceptions. Results for the AI Keywords version and
for period tracking were not signi�cant.Responses show a con�ict between positive and negative
assumptions and beliefs related to AI and how explanations in�uence this con�ict.

6.1 Goals and Their Consequences Are More Important Than Tasks
Previous research has found that individuals perceive algorithmic decisions (including AI-based) as less trustwor-
thy and preferable than human decisions [51–53], especially for tasks considered more delicate or subjective,
such as hiring or evaluating workers [11, 51, 58]. In contrast, our �ndings point that in personal health contexts
people desire AI with explanation, associating it with accuracy (especially when descriptions do not provide
accuracy measures, as in many commercial apps, which our study emulated). However, our results provide more
nuance to these preferences, particularly related to goals.

Our results suggest that goals can be more meaningful or complex than tasks. In the health domain, the same
task can be performed for di�erent reasons with di�erent consequences. Fertility is a great example of how this
plays out: the task the app executes for both trying and avoiding conception, for example, is to predict fertile days.
People even transition through these goals in di�erent life stages, but the task of predicting the fertile window
remains �xed. What changes is what users do with predictions and its consequences. Di�erent from previous
research [24, 82], expected accuracy was not the main in�uence on participants’ trust intentions; consequences
were.

When analyzing trust, we did not observe signi�cant di�erences for period tracking and trying to conceive,
which our participants considered less consequential goals. They even showed some tolerance for errors in
predictions for these goals, not considering AI descriptions important. In contrast, for avoiding conception,
participants considered both AI versions as more trustworthy than the Base version. This preference on the
surface may align with previous research that describes high acceptance and trust on AI systems for any tasks
[4, 45]. However, participants explained that they would not trust an app for avoiding conception. Contrasting
with quantitative responses, these are more aligned with opposed previous results that show resistance to AI in
sensitive tasks [11, 13, 58].
These results suggest a high interest in AI in low-stakes consumer health spaces because people see it as an

opportunity for “improving accuracy” of their decisions with minimal negative consequences. Some participants
with high-stakes goals were interested in using tools describing AI features, and were particularly accepting
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of versions with explanations [66]. However, most expressed some skepticism around blindly trusting them
for their highly consequential goals. Instead, they want to use them alongside solutions they know are reliable
based on their own experiences [24]. These results highlight the need to design AI for personal health carefully
to consider users’ di�erent underlying goals and their consequences even within the same health domain and
for the same task, since di�erent goals might a�ect individuals’ perceptions of the same description di�erently.
Future studies should consider how this interaction between goals, trust, and accuracy is a�ected when speci�c
accuracy measures are provided [75] and after users have observed apps’ accuracy with use [72].

Beyond that, the fact that participants had di�erent attitudes towards apps depending on their goals even if the
task the app did was the same may re�ect a standpoint of balanced trust or appropriate reliance [6, 91], which
should be encouraged over narrow “acceptance” of AI. However, pregnancy is a clear, important, high-stakes
consequence whose outcome or lack thereof can be associated with algorithmic accuracy. Other health contexts
may have blurrier impacts when explanations and accuracy information do not directly connect to consequences.
These contexts may promote mixed attitudes like the ones we observed for trying to conceive, where people may
underestimate the consequences of following app recommendations (e.g., many users did not consider how not
conceiving can be heartbreaking to individuals who have this speci�c goal).

6.2 AI Assumptions and Descriptions Interact and Impact Individuals’ Perceptions
Because our study did not provide measures of accuracy and con�dence, our results complements previous
studies that analyzed these measures [47, 72, 91] by shedding light on assumptions that reveal beliefs and gaps in
understanding that feed individuals’ initial mental models of AI [91] and may interact with designed descriptions
in unexpected ways [40]. Those are important in the health domain because consequences may be critical, as
pondered by our participants.

Participants’ responses describe their beliefs and assumptions associated with AI, e.g., it uses or does not use
their data, it is or is not personalized, it is innovative, it is creepy, etc. These di�erent beliefs and assumptions are
strongly connected to participants’ AI and health literacy. As Longoni et al. [58] describe, the health domain has
intrinsic uncertainty and risks that people are generally not aware of (e.g., many participants were unfamiliar
with negative consequences of trying to conceive [16]). Besides, individuals’ health literacy varies greatly; low
fertility literacy is particularly common [9, 59]. Health and fertility are uncertain domains where people may
rely on assumptions to make sense of their experiences [21, 75]. Fertility self-tracking sees the body as its object
and subject at the same time, a complex process that “involves negotiating and making sense of external sources
of information in conjunction with bodily experience” [41]. With the growing commercialization of AI, another
layer of uncertainty is added to this domain since AI demands speci�c literacy [2, 26, 47, 72]. In general, our
results suggest that how participants made sense of apps’ descriptions was in�uenced by assumptions related to
dominant AI discourses [36], a widespread lack of knowledge about fertility, and their own health and technology
literacy levels.
This combination of assumptions and literacy led to two polarized views of AI: one based on positive per-

spectives of innovation and accuracy and another one based on negative perspectives of loss of control and
lack of personalization. This polarization interacted with app descriptions in di�erent ways. For example, our
quantitative results for trust may indicate that, without comparing the AI Keywords with others, many partici-
pants assume its accuracy would be improved (positive perspective), although the description does not provide
accuracy measures and AI may not provide more accurate results [43, 56]. However, after seeing the Base version,
qualitative responses suggest that the negative beliefs and assumptions about AI carried more weight and many
preferred to use an app that felt warmer and more personalized, despite the general expectation of accuracy
(negative perspective). This polarization likely in�uenced our �ndings regarding willingness to download and
use, which did not surface signi�cant di�erences between these versions.
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In comparison, when AI descriptions included an explanation, the negative perspective waned, and people
preferred the app that they perceived as more transparent even if the description was colder and impersonal.
Participants who used the AI Explanation may have had second thoughts at �rst because the more detailed
explanation may have drawn their attention to uncertainty [6]. Nevertheless, when they compared it with the
other versions, responses suggest that their opinions became more positive because the AI Explanation was
largely considered more transparent and preferred over the others.

These results illustrate how individuals’ AI assumptions may a�ect how users understand apps’ descriptions.
First, consumers may choose to use and trust an app that has warmer descriptions that imply personalization but
does not explain how the app works, than one that provides explanations using more technical terms. People’s
trust and use over time will be in�uenced by apps’ perceived performance and accuracy when users in fact use
the system [72]. However, the behavior of choosing an app that implies personalization might give apps an
excuse to collect more data under the guise that it will be used for predictions, which may potentially have dire
consequences for users’ privacy in such a sensitive context [67, 77, 83]. Second, aligned with previous studies
[6, 66], our results show that participants want more meaningful information and transparency. In our case, using
only vague technical terms (AI Keywords) may have sounded performative, only a marketing strategy to imply
technological innovation and attract users [81]. Providing more information may give users a sense of being
part of the process [66], instead of patronizing them with void technology words. However, previous research
found that explanations increased reliance on AI recommendations regardless of its correctness [6]. So, instead of
inspiring appropriate trust, algorithmic explanations could lead users to uncritically rely on AI recommendations
that may be detrimental to their health, especially when accuracy (stated and perceived) does not directly map to
consequences. These trade-o�s call attention to the possibility of using deceptive design solutions in explanations
as dark patterns, which are ultimately not designed to bene�t users [14]. They also call for more attention on
designing AI for personal health, particularly broadening our view on transparency.

6.3 AI in Personal Health: The Limitations of Transparency
Previous studies suggest a need to aid health consumers in understanding both AI [82] and PI [7] metrics and
features so they can better evaluate apps’ recommendations. Additionally, our study showed that participants
preferred AI descriptions with explanation. However, transparency alone may not be enough and prior research
has called attention to its limitations [3, 36, 91]. Of particular interest in this study: transparency does not
necessarily build trust and it can privilege seeing over understanding [3].

As Ananny and Crawford explain, transparency does not necessarily improve trust because people decide to
trust systems depending on di�erent factors [3]. In this study, many factors in�uenced trust beyond accuracy;
perceived consequence of a failure was the biggest one. Personalization, perceived control, and friendliness were
also considered by participants in di�erent ways and factors outside of the algorithm’s workings can also be
in�uential. For instance, the recent US Supreme Court ruling overturning abortion rights generated discussions
about the use of fertility tracking apps [67, 83] and in�uenced many participants’ perceptions and trust on these
tools, regardless of AI use. So, US individuals may distrust these apps more not because of how they generate
predictions but because they are afraid their data can be used against them.

Transparency can also privilege seeing over understanding because learning about a complex system requires
more than seeing inside its “black-box” [3]: it is necessary to interact with the system to understand how it works
in relation to the environmental and social contexts where it is embedded, so one can challenge the system when
necessary. Seeing how recommendations are generated does not necessarily mean understanding the health
processes and the potential consequences of health decisions. If people see AI explanations but do not have
enough health and AI literacy, they may not know the potential consequences of relying on them, particularly in
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early use. In this context, users can be also prone to accept placebo explanations or even to be manipulated by
dark patters used in explanation design [14].
Therefore, to design AI systems for personal health that inspire appropriate trust and reliance, we need to

focus on aspects of the social context where the tool is situated alongside the explanation. First, it is important
to consider participants’ health literacy [24]: novice users may be more in�uenced by AI descriptions, while
experienced users may have already developed their understanding of how their bodies [87] and technologies
work. This di�erence is especially important for fertility because of its complexity and stigma [1, 17], but
individuals who endeavor to learn about it often become experts on their bodies over time [18]. For the latter,
developing and maintaining appropriate trust on technologies may be more natural because of their developed
expertise. But for novices or people who lack fertility expertise in general, AI explanations may be more crucial
[91] and may even de�ne what fertility is to them [18, 41]. Future research should investigate how bodily and
fertility expertise (perceived and tested) in�uence individuals’ attitudes and how explanations can support novices
to build literacy so they can develop appropriate trust. Similarly, it is important to analyze how expertise and
explanations intertwine with privacy concerns and risks and their relationships with dark patterns of design [14],
especially considering the di�erential vulnerabilities that individuals may have [62].

Second, the in�uence of AI assumptions needs to be further analyzed to understand its consequences. Similar
to Grill and Andalibi’s [36] work on emotion recognition, identifying and recognizing individuals’ assumptions
and folk theories about AI in consumer health technologies sheds light on what users consider important and able
to support them in developing knowledge about such systems. It also supports an analysis of emotional e�ects of
these technologies on individuals’ experiences and the social and political consequences of these assumptions
[41, 42], which can generate insights on how to tackle them through explanations (if possible) and how to combat
dark patterns in explanation design [14]. Furthermore, �ndings from Explainable AI [8, 90] research need to
be further translated to PI to produce explanations that are understandable, useful, and consider non-experts
assumptions and literacy to support them in practical, real-life situations [13, 82] that have more emotional
and critical consequences than simply in�uencing technology acceptance. For example, our results suggest that
including the potential consequences of decisions for di�erent goals is as important as accuracy and explanations
about algorithmic processes. Besides developing meaningful and situated explanations, we also need to investigate
further how people understand them and the algorithmic recommendations they explain [66] and how these
understandings in�uence their embodied lived experience [41] and their privacy [62, 77]. For example, future
research should extend this study including a white-box version [13], analyzing longer use or removal [41], and
investigating the in�uence of AI descriptions on individuals’ understanding of fertility and AI algorithms and its
relation to data privacy.

7 LIMITATIONS
Like similar studies [4, 45, 51, 53, 58], our methodology presents some limitations. First, we acknowledge that there
are di�erences between measuring AI perceptions based on descriptions and based on apps’ actual performance
[64]. Although Kaya allowed participants to brie�y use the app, lived experience is necessary for people to
develop better understanding of the workings and limitations of algorithms [50]. However, previous research has
shown that scenario-based studies can help understand users’ perceptions [4, 45, 51, 53, 58], which impact how
accepting they are of technology [19, 82]. Therefore, this methodology proved to be suitable to investigate our
research question.

Second, we developed Kaya versions to investigate how AI terms and the presence of AI explanations in�uence
participants’ perceptions of fertility apps. Our intention was not to investigate if people prefer non-AI algorithms
or AI algorithms. So none of our versions explicitly state they followed a non-AI approach, as many apps also
do not do [31]. Therefore, our results may not extend to preferences towards non-AI algorithms, since an app
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version without AI but providing a more detailed explanation of its calculations could wield di�erent perceptions
in participants – an approach that is a valuable opportunity for future work. Besides, similar to Newn et al. [66],
we did not intend to evaluate di�erent styles of explanation, but the presence of them [66]. So, we used only one
explanation style through our AI Explanation version. We also found that the description for the Base version
might have reinforced the belief that users’ control over their data would be higher. Yet, the three versions used
in this study provide valuable insights into how individuals’ perceptions interact with their assumptions when
they evaluate and choose fertility tracking apps.
Third, while asking participants to compare the version they walked through to a second app deepened our

ability to understand how descriptions in�uenced perspectives, it also introduced a strong order e�ect. In general,
participants rated the second app more negatively than the �rst. We have a few possible explanations for that.
First, a priming e�ect: after seeing the second app, participants may have re�ected more and become more critical
about the second app. Second, participants used the �rst app while the second they only saw the app store page.
Therefore, they knew more about the �rst app and there was more room for confusion for the second one. And
third, a fatigue e�ect since the comparison happens towards the end of the survey. However, we were still able to
answer our research question e�ectively because order was randomized and therefore controlled for. Finally,
unlike the app version, we did not control for participants’ primary goals in recruitment, so our results replicate
general population interests [30], which may have impacted the goal analysis because sample sizes for trying
and avoiding conception were small.

Finally, other limitations are related to the participants’ pool.We recruited from Proli�c and thus our participants
re�ect the population who use this platform and di�ered from the US population in a few key aspects, particularly
the ratio of white and Black participants, household income, and education attainment. These di�erences may
correlate with higher mistrust of medical professionals [53], technology acceptance, and fertility knowledge. In
addition, fewer participants had children or described having irregular cycles, factors that may in�uence their
beliefs of how accurately AI could predict their cycles or their trust in these tools in general. Future studies
should investigate how participants’ demographics might in�uence their perceptions. We also highlight that
other stakeholders such as male partners are often important actors in fertility journeys [18, 25], may use these
apps for various reasons, and that a few fertility apps even include features to support shared experiences [38].
However, our results do not extend to these users and studying the perceptions of non-pregnant partners is
another important direction for future work. Finally, US social, cultural, economic, and political aspects might
have in�uenced the results [45]. For example, almost half participants described that the overturning of abortion
rights [67, 83] a�ected their thoughts on fertility self-tracking apps, if only slightly: many of them are afraid that
people’s self-tracked data could be sold or used in lawsuits, while several others described believing that these
apps are more important than ever because people will need more control over their bodies with the scenario
of reduced reproductive rights. These factors may have directly in�uenced participants’ perceptions. Overall,
we think it led to slightly greater skepticism about these sorts of apps in general, but not speci�cally about
perceptions of AI features. While we opted to describe Kaya as only storing data locally, it has been reported that
this is not the case of most fertility apps [62, 77]. Given potential di�erences in how AI v. non-AI apps might
handle private data (cloud- v. local, for example) and potential risks associated with intimate health-related data,
the relationship between data use, privacy concerns, and social contexts should be more deeply considered in
future studies.

8 CONCLUSION
In examining the in�uence of descriptions on individuals’ perceptions of fertility self-tracking, we found that
participants associate AI descriptions with increased accuracy and are more willing to trust, download, and use
apps that advertise AI. Despite this general preference for tools describing AI, participants reported that they
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would not blindly trust them for avoiding conception: beyond accuracy, the consequences of a failure were more
important to de�ne their trust. Our results also show a polarization between positive and negative assumptions
and beliefs related to AI, with some individuals praising its accuracy while others thinking AI is impersonal and
cold. Based on these results, we discussed the nuances of health goals and their relation to the perceptions of
app descriptions, how literacy and AI assumptions in�uence individuals’ perceptions of AI descriptions, and the
limitations of transparency in the context of AI for personal health.
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