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Abstract—Lithium-sulfur (Li-S) is a promising battery chem-
istry for applications demanding high energy densities, such
as electrified aircraft and heavy-duty trucks, among others. A
critical challenge in modeling the Li-S chemistry lies in the
use of differential algebraic (DAE) equations for representing
the electrochemical dynamics. Due to their constrained and
stiff nature, these equations are not conducive to real-time
state estimation. In this study, we propose a novel approach to
constrained state estimation for Li-S batteries by integrating a
piecewise affine (PWA) model into a moving horizon estimation
(MHE) framework. We begin by deriving the PWA model
using a linear tree algorithm based on data obtained from
simulations of a calibrated DAE model. We further leverage
the unique structural advantages of the proposed PWA model
to formulate a real-time state estimation algorithm grounded in
a mixed-integer quadratic program. Overall, our initial findings,
based on a single constant current trajectory, demonstrate that
our approach offers an accurate and computationally efficient
method for modeling and state estimation of Li-S batteries.
The coupled PWA-MHE framework effectively captures the
dynamics of the DAE system, even in the presence of high
observational noise (20mV).

Index Terms—state estimation, decision tree, control theory,
machine learning

I. INTRODUCTION

With growing interest in Li-S batteries, significant effort
has been directed toward material and chemistry research.
Such thrusts include better understanding of fundamental
reactions, improvement of cell chemistry, and design of the
cell electrolyte and electrodes [1]-[3]. While these efforts are
critical for advancing Li-S technology, there is a need for
more focus on modeling and control research to accelerate
Li-S commercialization.

Battery models in literature range from high fidelity -
computation intensive models to low fidelity - computation
efficient models [4], [S]. Model selection largely depends
on specific use case. First principle models provide insights
about the system thermodynamics, kinetics, and transport
behavior, but they suffer from drawbacks such as requiring
prior knowledge of electro-thermochemistry, mathematical
complexity, high computational costs, and model calibration
difficulties. On the other hand, spatially averaged lumped
models like equivalent circuit models (ECMs) or single
particle model (SPM) are easier to simulate, calibrate and
can be easily applied for battery management system (BMS)
applications. In practice the tradeoffs between computational
complexity, interpretability and accuracy are key factors
when choosing the best model for a given problem.

Fotouhi et al. give an overview of the technological readi-
ness of Li-S batteries from the standpoint of modeling and
estimation [6] . Estimation techniques using ECMs for Li-S
batteries are well studied in the literature. The key limitation
of using ECMs is that they lack of information of electro-
chemical processes occurring inside the Li-S cell. Electro-
chemical models, on the other hand, give better insight into
the governing physics inside the battery. Zero-Dimensional
[4] models give insight into the reaction kinetics of the Li-
S cell along with phenomena like precipitation and shuttle
effect. 1D models [4] capture both the reaction kinetics
and transports dynamics. Both 0D and 1D models capture
the distinctive shape of a low discharge current voltage
profile accurately in both “plateau” regimes. The modeling
and state estimation for these electrochemical models are
challenged by complicated reaction pathways, complex DAE
system dynamics, weak local observability, and the lack of
an estimator design tool for DAE. Some attempt has been
made to circumvent some of these challenges while retaining
the interpretability provided by electrochemical models. In
[7], Xu reduced the 0D electrochemical DAE model to an
ODE which was further used for state estimation using an
unscented Kalman filter (UKF). A key challenge is that the
resulting ODE model has a very stiff structure that can
cause issues in its numerical implementation. In [8], state
estimation for a 0D DAE model using an extended Kalman
filter (EKF) is shown. Despite good performance of the
estimator in this work, the measurement noise studied was
very low compared to a real life setting, suggesting high
measurement noise may pose an issue for EKF estimation.

To address the above challenges associated with standard
DAE electrochemical models, we propose a PWA Li-S model
that well-approximates the dynamics of a 0D DAE model.
To this effect, a learning algorithm is developed in the same
spirit as decision and classification tree methods [9]. This
PWA framework simplifies the nonlinear DAE model equa-
tions into a set of disjoint linear systems. The key advantage
is to retain the advantageous structure of linear systems while
simultaneously capturing the evolution of electrochemical
states. We show that this model can not only simulate states
as accurately as the DAE models, but its structure makes it
amenable to more advanced state estimation techniques like
MHE [10] [11]. The most similar work might be [12], which
uses a PWA approximation of a Newman-style lithium-ion
battery model for the output equation for model predictive
control.
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The main contributions of this paper are summarized as
follows:

« Development of a piece-wise affine learning algorithm
that accurately approximates the 0D electrochemical
DAE a Li-S battery cell.

o Constrained state estimation of Li-S battery using mov-
ing horizon estimation on our piece-wise affine model.

One of the limitations in the field of Li-S battery is the
availability of experimental data. Most of the existing liter-
ature analyses the battery behavior in low current discharge
conditions [4], [5], [7]. Due to this, we focus on modeling
cell behavior during discharge.

The paper is organized as follows. In section II, we
first introduce the DAE model taken from the literature to
simulate the dynamics of a Li-S battery cell. After analyzing
various related shortcomings of using this model for state
estimation, we introduce PWA systems. In section III, a
learning algorithm is then detailed to train a “PWATree”
over a dynamical system dataset. The tree is then encoded
into a moving horizon estimation framework. In section IV,
we finally present results related to our use case: both the
offline fit and online estimation with noise undergoing a full
discharge cycle under constant current are presented.

1I. DAE MODEL
A. Model

This section summarizes the Li-S model chosen as the
baseline formulation for this study. We chose a zero-
dimensional electrochemical model developed in our previ-
ous work [8] and originally adopted from [5]. The OD model
captures the reaction kinematics at the cathode while the
transport dynamics are ignored. We chose the 0D electro-
chemical model as a baseline, since it captures the voltage
dynamics and information about the chemical state of the
cathode.

During the discharge process, Li-ions liberated from the
anode move toward cathode, and reduce the sulfur species
to different Li-polysulfide species via a series of complex
electrochemical reactions. The zero-dimensional model in
this study considers a 3-step electrochemical reaction given
by :

3 1

gsg +e +— 58%7 (1)
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In the fully charged condition, the cathode is composed
of elemental sulfur S. During discharge S§ reduces to high
order polysufides, which further reduce to low order sulfide
LisS, which further precipitates. The high order polysufides
in a Li-S battery are soluble in the electrolyte. This causes
a parasitic loss called as the ‘shuttle effect’, which is the
movement of these soluble species back and forth between
the electrodes. It is a key phenomenon to monitor in Li-S
batteries.

The OD electrochemical model takes the form of a differ-
ential algebraic equation (DAE) system (4).

j:f(x)z7u)
0=g(z,zu) 4
y = h(z,z,u)

where = € R® is the mass of sulfur species

[Sg , 5’62*, 52—, 52-.8,] involved in the reaction, 2 are
the algebraic states that represent the currents involved in
each electrochemical reaction step [iy, @2, i3] in (1)-(3).
Finally, u is the input current and y is the output voltage.
The differential function f(z,z,u) is shown in (5).
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The algebraic constraints of the system, 0 = g(x, z,u), are
summarized in the equations (6), (7), (9), (10) below. The
currents [i1, ig, i3] associated with each electrochemical
reaction (1)-(3) are modeled using Butler-Volmer kinetics:

xT; 8. F
. .0 % _E_.
ij = —ija, { H <0) eZRT i
; x,;
K3
P
Z; “J __F .
71_[ -5 e 2rT
AN

The sum of currents in each reaction ; equals the total
input current flowing through the battery:

I=>Y i (7)
J

Each overpotential term 7; in (6) is related to the output
voltage and the standard reduction potential for each reaction

in (1)-(3).

(6)

hz,z,u) =V (t) = E; +n; 8)

The standard reduction potential is modeled using Nernst
equation (9).
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The active reaction area a, in the cathode decreases as
sulfur precipitate .S, increases, and is modeled as follows:
ar = a2(1 —w - x5)7 (10)

Further details about the DAE model and its parameters
associated with (1)-(3) can be found in [13].
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B. Challenges

1) Modeling: The DAE system and its reduced ODE
form (4) from [7] are numerically challenging to solve.
Instabilities arise when states approach zero or take complex
values in equation (6). Therefore, initial conditions for low-
order polysulfides S; — S4 must be non-zero, even when
starting fully charged with Sg or Sg. The model is notably
unstable when states S; — S; are near zero. Fig. 1 shows
sulfur species evolution during constant current discharge.
After 4000 seconds, Sg is depleted, and lower-order sulfides
emerge. Independent Gaussian noise (¢ = 106 gm) was
added to the states. Despite its small spread, it considerably
affects the voltage output plotted in red in the lower subplot.
This shows the stiffness of the model output function [7],as
small noise in state gets considerably amplified in the output.
Model sensitivity to noise is here evident. However, the
piecewise affine output function proposed in section (III) and
plotted in blue mitigates this voltage noise by reducing the
voltage output to its best affine approximation.

2) Estimation: Various algorithms like Extended Kalman
Filter (EKF) and Unscented Kalman Filter (UKF) are tempt-
ing options for Li-S battery state estimation. EKF is suitable
for systems allowing local linear approximations, while UKF
is better for nonlinear systems.

EKF requires solving algebraic equations for new state
estimates, a computationally intensive step. Also as shown
in Fig. 1, the output function is highly sensitive to state
estimates, which makes EKF not ideal for this application.
UKEF, while more apt for nonlinear systems, struggles with
ensuring non-negative sigma points, which is critical given
the system’s sensitivity to negative states for sulfur species.
This limitation is also acknowledged in [7]. The paper
addresses this fundamental challenge.

III. A PIECE-WISE AFFINE APPROXIMATION

Although the state dynamics presented in (4) are a general
nonlinear system, they have a particular structure. For exam-
ple, observe how the mass of Sg in Fig. 1 decreases linearly
from start to time 0.4e4s. More generally, (5) behaves linearly
along certain regions of the state-space if the (i) shuttle effect
and (ii) algebraic constraints are neglected. In this section, we
introduce a data-driven tree-based PWA approximation to the
nonlinear DAE system that leverages this particular structure.
Then, the resulting system and its mathematical structure are
exploited for state estimation. A PWA system defines both
state update and observation output equations as PWA over
a partition M = {E; };<,,, of the space.

Ter1 = Az + Biug + f;

ye = Cizy + Dyug + g;
V(l't, Ut) S Ez

(1)

Note 1: f;, g; are constant offsets (different from functions
f,g in (4)), thus why we call this system piecewise affine.
Note 2: We wrote the following section for a controllable
PWA system to keep the method general to accommodate
varying current. However, in the results (section IV), we
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Fig. 1. Effect of small-magnitude (standard deviation of 10~6) process
noise on output voltage h(x,u) for DAE vs PWA system. While noise is
magnified in the DAE case, it is of the same order in the PWA case.

trained a PWATree over a constant current discharge profile.
This boils down to learning a PWA autonomous system
where B;, D; equal zero.

A. Notation

This section relates equivalences between linear algebra
(dynamical systems) and machine learning (binary decision
tree) concepts. It serves as reference to understand the
relationship between a PWA system and PWATREE. The
polyhedral (resp. discrete index) notation will be useful in
the state estimation (resp. learning) section.

o Dataset: our dataset is sampled trajectories of associated
states, controls, and outputs of the system (4). Denote
it as X = (X,U,Y). Each element is a timeseries
e.g. X = (21)i<n- A state z, (resp. control u;) has
dimension p (resp. m). For the 0D Li-S model, p = 5.

e Split: A split (or orthogonal hyperplane) is parameter-
ized by a state (resp. control), an index j and a threshold
7j. It separates the state and control space into two
orthogonal half-spaces. Upper and lower half-spaces are
distinguished by their direction o € {—1,1}.

A= {[aj u] € RPt™

« [a: u]j < Tj} (12)

e Rectangle: A rectangle is a polytopic set defined as a
non-empty intersection of orthogonal hyperplanes.

k
E=()A
j=1

e M = {E;};<n,, partitions the space if for all (z,u),
there exists a unique rectangle E; where (x,u) be-

13)
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longs. Introducing the indicator binary variable §° =
1((z,u) € E;), it is equivalent to:

M

dai=1
=1

o The projection of dataset X’ to hyper-rectangles yield
discrete index subsets: R; = {¢ € [n], (x4, us) € E;}.

e The parameter 6; = (A;, B;, fi,Cs, D;, g;) stores the
linear system parameter of equation (11).

o PWA System: Finally, a PWA system is abstracted by
the general parameter © = {E;, 6;};<,,, that contains
the partitions and parameters.

Our objective is to find the best PWA system that min-

imizes a certain objective function, detailed in the next
subsection.

(14)

B. Learning objective

Given a PWA system O, an initial condition zy and a
timeseries of exogenous controls U, a trajectory of states
and observation, ak.a. dataset, X = (X,Y,U) is simulated
by simply pushing forward through (11). Hence we write:
X = X(©,x0,U). To facilitate SOC estimation, it is critical
for our PWA system to be accurate at estimating the true
nonlinear state trajectory. This is what the scoring function
(15) measures. On the one hand, it minimizes the simulated
state tracking error x; — Z; while minimizing the voltage
output error defined as y; — 9.

T
S, X) = lwe — | + [y — %> (15
t=0

Note: if our objective was to learn a decision tree, the
scoring function (or splitting criterion) would simply be the
training variance of the resulting tree (see [14]).

C. Learning algorithm

T <=T
T; <=7y ]E3793
E1791 ]E2792

Fig. 2. Tree representation of a PWA system

Any PWA system defined over hyper-rectangles (13) can
be encoded into a tree format, like illustrated in Fig. 2.
This representation facilitates a tree-based learning algorithm
where splits are selected to minimize a certain objective
function (15). The parameters in each rectangle E; can be es-
timated via a convex optimization sub-routine O. Sub-routine
is given by the mathematical program (16), which regresses
the parameters 6 of a linear system over a dataset X. An
L1 penalty encourages sparsity in the estimated parameters.
This sub-routine is a quadratic program and will be called to
quickly evaluate the quality of a split which generates a new
partition of the state-control space. The proposed method in
Algorithm 1 follows the training algorithm of classification
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and regression trees. We recursively loop over candidate
binary splits that partition the state-control space. To reduce
computational burden, the evaluated splits are sampled from
the quantiles of the distributions of each state. The single
split which reduces the scoring function the most is selected.
This generates a PWA system that yields the most faithful
representation of the nonlinear system. The split is then
enacted by recursively calling on the procedure for the left
and right children E;, E,.. Finally, A™%* fixes the maximum
depth of the tree while n,,;, makes sure that enough data is
collected in the leaves to run the subroutine.

N N
D el P+ ol P+ A6
t=1 t=1

subject to  xy11 = Axy + Bug + f + wy
ys = Cwy + Dug + g + vy
9: (A7Baf7chvg)

O(z,y) :n%in

(16)

where w;, v; represent the error between the (resp.) state and
output trajectories in dataset X and trajectories predicted by
the linear model parameterized by 6.

Algorithm 1: PWATREE

Input: Data X = {(z;,2;11,¥:) }ics current PWA
Tree Og, current depth A
Exogenous Data: initial dataset X = {(z¢, T¢+41, )}
Hyperparameters: {n;,, A™**}, function S,
subroutine O
Result: PWA system © = {E;,0;}i<y,,
Compute simulation dataset X from O
Compute initial score v = S(X, X)
Set Vpin < U, SPLIT <— FALSE
if A <A™ gnd |I| > Nypin then
for Feature j and threshold T do
Left child Ry = {i € [n] : z; ; < T}
Compute affine parameters 0, = O(Xg,)
Right child R, = {i € [n] : z; ; > 7}
Compute affine parameters 6, = O(Xg,)
Generate tentative PWATREE
@:@OU{(EZ;HZ)’(EMGT)} R
Compute simulation dataset X' from ©
Compute simulation score v = S(X, X)
if v < v then
Update j* < j, 7° < 71
Update v,,in <— v, SPLIT <— TRUE Update
0"+ ©
end

end

end

if SPLIT is TRUE then

©; = PWATREE(XR,, 0%, A + 1)
©, = PWATREE(XR,,0*, A+ 1)
Oy + Oy U {(El,el), (Er, 97«)}

end
return O
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D. Moving horizon estimation

Moving horizon estimation (MHE) is an optimization tech-
nique that is employed to estimate the unknown system states
given a state update, observation and potentially algebraic
functions. It has been widely studied in diverse contexts
[10] [11]. While this method has the disadvantage of being
computationally expensive relative to state observers, it has
particular advantages in our application. First, it imposes no
assumptions on the noise process. Second, one can include
linear constraints thus enabling constrained state estimation,
a particularly helpful feature for the OD Li-S model. The
formulation of (17) introduces a baseline MHE formulation.
Different flavors of MHE exist in the literature, but usually
MHE presents 3 objectives to minimize. First, minimize
the error between measured (y,) and modeled observations.
Then, fit the state trajectory to the dynamical system model.
Finally, fit the last known estimate (or initial condition) Z;_p,.
The third term is an optional relaxation of the algebraic
constraints g(x) = 0. Horizon parameter h € N (not to be
confused with function A in (4)) is the window size and can
be tuned. The larger h is, the more accurate the estimation
will be but at the expense of computation time. Note that
the state estimates are made to belong to a polytopic set
C. Finally, some weights can be associated to each of those
objectives according to prior knowledge of the system.

t
argmin, . Z lly- — h(XT)H?% + |[xr41 — f(XT,uT)HQQ
T=t—h

+lg(ee—n)llZ + 1xe-n — el (17)

The prospect of funneling a PWA system inside a MHE
framework is appealing. MHE transforms to a Quadratic
Program in the linear time invariant case. Other works [10]
[15] have shown that a PWA-MHE can be formulated as a
Mixed Integer Quadratic Program (MIQP). This formulation
can be solved near-optimally by using the full extent of
modern branch and bound solvers such as GUROBI.

E. PWA-MHE for Li-S battery

Replacing the nonlinear h and f functions from program
(17) by our PWA system yields program (18). The algebraic
constraints we consider are two-fold:

e As detailed in the notations, the sum of the indicators

must equal one.

« Mass conservation is verified by constraining the sum

of the normalized states to one. We later relax this
constraint to allow for the Li-S shuttle effect.

t

min D lvellR A+ lwe [ + (11— 17,2
T=t—h
+{[xe-n = Ze-nllF
nm .
subject to X,y = Z&,’r - (Aixr + Biur + f;) + w,
i1
nm

Yr = Z(S:- : (Cix'r + DiuT + gz) +vr
=1
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t—h | t Lt At
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Fig. 3. Operational framework for moving horizon estimation: Two hyper-
parameters are the window length h and the update period At. The MHE
algorithm estimates states based on the previous h observations, controls,
and state estimate at time ¢ — h. Finally, we reuse the first index of the next
window in the next MHE calculation.

v

> si=1,
i=1

This program can be reformulated into linear form by
introducing new binary optimization variables and additional
constraints. We refer the reader to these articles for more
information [10] [15].

We finally illustrate the pipeline tying the estimation
algorithm to the datasets of observations and controls in Fig
3.

x, € [0,1] (18)

IV. RESULTS

The PWAtree and MHE algorithms are both tested on
the same full discharge cycle at low discharge current. Our
future research interest looks to expand this appproach to
varying current. The dataset is simulated by the high-fidelity
DAE model (4). Key statistics are summed up in Table I.
The dynamics were previously graphed on Fig. 1. Additional
Gaussian noise was added to the voltage output equation to
mimic real-life conditions. Its magnitude (standard deviation
of 20mV) is an order of magnitude greater than the usual dis-
tribution of errors of modern voltage sensors (order of 1mV).
This magnitude was selected to showcase the robustness of
the estimator design. Estimating states for this chemistry and
profile is already a significant contribution, as previous papers
have predominantly looked at estimating the states (i) in the
high plateau region only where observability is high and
(i1) for low observation noise to avoid infeasibility in the
observation function (see Section II-B). In this section, we
will first assess the offline fit of the PWATREE to the data,
then examine the estimation results.

TABLE I
SIMULATION PARAMETERS

Parameter Value
Constant current u (A) 1
Time to discharge (s) 89, 634
Capacity (Ah) 249
Sub-sample Period (s) 500
Timesteps in simulation dataset 179
Standard deviation of observation noise (mV) 20
Initial state [1 0 0 O O}
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A. Piecewise Affine Fitting

We implemented Algorithm 1 on the aforementioned
dataset. This ultimately returns a PWATREE of depth 2. Each
iteration of the algorithm finds the best splits that minimizes
the scoring function (15). Table II shows how the scoring
function (analogous to training loss) decreases as we grow
the tree depth, in terms of mean square state estimation error
and scoring function (15). As expected, the tree yields better
score as the tree grows in depth.

TABLE II
PWA SCORES WITH DEPTH/ITERATION OF ALGORITHM 1
Depth/Iteration | MSE State  MSE Output  Score
0 3.94 0.75 4.69
1 0.90 0.28 1.18
2 0.15 0.13 0.28

Fig. 4 depicts the final PWATREE. The fitting algorithm
remarkably learns interpretable divisions in the dynamics.
For example, the splits on Sg and S mark the depletion of
those species which are key transitional steps in the dynamics
of the chemical reactions. Fig. 5 highlights with vertical
dotted lines the moments in time when the PWA system
switches.

s, <= 0.01
zg, <=0.16 T, <= 0.1
Elael E2702 ]E3703 IB:4;94

Fig. 4. PWAtree for Li-S battery constant current discharge

The state and output trajectories for the learned tree is
presented Fig. 5. After three iterations of Algorithm 1,
the PWA-trajectory is indistinguishable from the original
nonlinear DAE model. Remarkably, even the characteristic
lowest dip at time 20,000 sec is well approximated by a
linear function in the states. This is due to a switch from
Es to E; that allows for the output equation to change its
form and in particular its intercept (precisely from g, = 1.27
to g1 = 1.16 € 6, from Fig. 4). Thus, we see PWATREE
accurately captures the dynamics of the states and the output
function, and offers a compelling model approximation for
state estimation.

B. Moving Horizon Estimation results

In this, we run a sequence of MHEs from a perturbed
initial state and under noisy observations. Table III details
the hyper-parameters used, Section III-D and Fig. 3 provide
more detail on the timeline of this sequence. The value of
the weights were hand-tuned to approximately equal the
contribution of each objective function (10~%) detailed in
Program 17.

The results are presented in Fig. 6, including the noised
voltage timeseries (lower subplot). Despite an offset initial
condition, the MHE framework quickly converges within a
small neighborhood of the actual values. This is explained

DAE vs PWA Tree with depth =2
P —— DAE states / ]

PWA states

Normalized masses

actual voltage

% ---—fitted voltage
%“ i
=
1 : : M 1 1 1 S
0 20000 40000 60000 80000
Time (s)

Fig. 5. Model to Model comparison for simulated dynamics for ground-
truth DAE model (black solid) and optimal PWATREE (dashed color).
The dynamics from the fitted tree closely follow those resulting from the
nonlinear DAE model. The different splits where the PWA systems switches
parameters are represented in dotted lines and the hyper-rectangles where
the states lie are written between the subplots. The states leading to the
transition from high to low plateau (time 20,000s) belong to the same PWA
hyper-rectangle. This region is crucial for state estimation, as observability
is lost in the low-plateau region, as analyzed in [7], [8].

TABLE III
MHE PARAMETERS

Value
Tt € (07 1), Zl Tit = 1
1

Parameter
state constraint C
weights for output error R

state update error @ 10
past-estimate error 11 1
Length of window h 15

Update period At 5

Average of computation time (s)
Initial state

3.4 (std 2.9)
[0.7 02 01 0 0]

by the high voltage output measured at start. The only way
for the MHE to match this high voltage input is to assign
state Sg to 1 which explains this fast convergence to the
actual states. Another feature of the PWATREE approach is
the ability to locate very precisely the switch time (dip time)
of the transition from high to low plateau.

To showcase this feature, we run an instance of MHE over
window A. of Fig. 6. We again start from an offset initial
condition and and feed in 30 sampled observations from Time
15,000s to 30,000s. The internal states &;_j; are plotted
along with the filtered observation g% on Fig. 7. The
states converges to their actual values thanks to the good
identification of the dip at time 22,000s (dotted lines) vs
actual dip time of 21,500s. For information, only state b.
would be reported to the user after such a run.

After the dip, we rely on the accuracy of the linear
approximation in the low plateau region to deliver accurate
state estimates. Finally, it is important to highlight that the
PWA-MHE can produce sulfur masses that are precisely zero
(e.g., see the initial condition in Table III) yet constrained to
be non-negative. This is not mathematically possible with the
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DAE vs estimated states and streamed observations
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Fig. 6. State estimation results using PWA-MHE. The true states from the
DAE model (in solid lines) are estimated by the algorithm despite the large
measurement noise (standard deviation 20mV) and offset initial condition
(first time step points). This figure is the result of running a sequence
of MHE until the end while reporting the last estimate. In particular to
estimate the circled state b., an MHE streamed a window A. of the past
h-measurements.

Estimated states and output vs streamed observation
1.0 Fe : B m

—— DAE states

o
n
T

——— MHE internal states

g
=
T

—
oo
T

E 1 H 1 | 1
17500 20000 22500 25000 27500 30000
Time (s) .

15000

TTTTTT T Noltage (V) 77T T Normalized masses” T
o
(=)
T

>

Fig. 7. One time-step MHE output. Despite a poor initialization (State Sg
concentrates all the mass), MHE is fitting the voltage observation (lower
subplot in green) with the red curve over the window A. of past data. The
state dynamics (upper subplot) are also estimated, such that their evolution
minimizes the plant model error and deviation from initial condition. Finally,
the last time step state b. is reported. Estimated states converge to true states.

original DAE model and a Kalman-based filter.

V. CONCLUSION AND FUTURE WORK

In this article, we demonstrated how learning a PWA
system through the use of a binary tree algorithm can yield
an interpretable and tractable approximation to nonlinear
dynamics. In the case of a Lithium Sulfur battery, a PWA
system was learned with high accuracy. We further demon-
strate the application of the PWATREE into a moving horizon
estimation (MHE) algorithm. We use MHE to estimate states
given noisy observations. This approach could be generalized

to more challenging current profiles and other types of com-
plex dynamical systems. Our future work will first involve
generalizing the learning phase over a sequence of diverse
charging and discharging profiles. This step is crucial to allow
our estimation method to generalize to more challenging
current profiles.
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