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ABSTRACT
In-network devices around the world monitor and tamper with
connections for many reasons, including intrusion prevention, com-
bating spam or phishing, and country-level censorship. Connection
tampering seeks to block access to specific domain names or key-
words, and it affects billions of users worldwide with little-to-no
transparency. To detect, diagnose, and measure connection-level
blocking, “active” measurement techniques originate queries with
domains or keywords believed to be blocked and send them from
vantage points within networks of interest. Active measurement
efforts have been critical to understanding how traffic tampering
occurs, but they inherently are unable to capture critical parts of the
picture. For instance, knowing the set of domains in a block-list (i.e.,
what could get blocked) is not the same as knowing what real users
are actively experiencing (i.e., what is actively getting blocked).

We present the first global study of connection tampering through
a passive analysis of traffic received at a global CDN, Cloudflare. We
analyze a sample of traffic to all of Cloudflare’s servers to construct
the first comprehensive list of tampering signatures: sequences of
packet headers that are indicative of connection tampering. We
then apply these tampering signatures to analyze our global dataset
of real user traffic, yielding a more comprehensive view of connec-
tion tampering than has been possible with active measurements
alone. In particular, our passive analysis allows us to report on how
connection tampering is actively affecting users and clients from
virtually every network, without active probes, vantage points in
difficult-to-reach networks and regions, or test lists (which we ana-
lyze for completeness against our results). Our study shows that
passive measurement can be a powerful complement to active mea-
surement in understanding connection tampering and improving
transparency.

CCS CONCEPTS
• Networks → Network measurement; Network reliability;
Firewalls; • Social and professional topics → Censorship.
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1 INTRODUCTION
Connection tampering occurs when middleboxes (e.g., firewalls)
monitor traffic between clients and servers and disrupt connections
containing forbidden content, often by injecting forged TCP RSTs
or directly dropping packets [9, 84]. Many distinct entities have
been shown to tamper with connections for myriad reasons, in-
cluding: companies and college campuses that restrict what can be
accessed from their networks [74], intermediary ISPs implement-
ing government regulations on third party copyright [57, 58], and
country-level censors that seek to limit free speech [18, 35, 54, 73].

Whatever the motivations behind those employing it, connection
tampering is pervasive in today’s Internet, affecting billions of users
around the world, and thus it is critically important to understand
it. From the perspective of a large network service provider such
as a content delivery network (CDN), understanding connection
tampering allows them to better identify and communicate network
failures to their customers. From the perspective of free speech
advocates, a global understanding of connection tampering allows
them to track restrictions to Internet freedom [68].

There has been extensive prior work towards measuring traffic
tampering (especially censorship) around the world, particularly at
the application layer (TLS and HTTP), which is the focus of this
paper. Prior efforts have comprised almost exclusively of active
measurements, in which researchers generate network traffic that
traverses a suspected censor’s network [12, 20, 21, 31, 54, 66, 73].
Active measurement efforts like these have shaped the research
community’s understanding of connection tampering for decades.

However, active measurements alone face inherent shortcom-
ings. First, because they are not driven by real user data, they can
only measure what could be tampered with, rather than what is
actively tampered with. Second, active measurements generally
require vantage points within the networks they are investigating,
thereby restricting the study of many kinds of networks (especially
cellular networks) and regions with low Internet penetration. Fi-
nally, active measurements require a list of domains and keywords
to test for tampering [43], but test lists themselves are incomplete
and inherently slow to react to changes in tampering policies, often
requiring alerts from on-the-ground volunteers.

In this paper, we present a novel measurement study with a
global CDN, Cloudflare, that addresses the above challenges by
relying on passive measurement of real user traffic. The central
mechanism behind our techniques is a set of tampering signatures
that are highly indicative of tampering by a network intermediary.
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We applied our techniques to a sample of connections from every
Cloudflare web server in more than 285 points of presence (PoPs),
that serve ∼17–20% of the Internet’s websites and services [80, 81].
Accordingly, our dataset spans virtually every network in the world,
including cellular and enterprise networks, and networks in coun-
tries with low Internet penetration, all of which are challenging for
active measurement-based techniques. Overall, our approach ad-
dresses the primary shortcomings facing active measurement-based
approaches today: measuring connection tampering as it affects
users’ experience and services’ reachability—without needing to
procure vantage points inside the countries of study.

This is of course not to say that passive techniques ought to
replace active measurements! Instead, this work shows that passive
measurement can complement active efforts; only together can they
obtain a more complete picture of the state of global connection
tampering on the Internet. Furthermore, it is our hope that sharing
the observations from this global study helps to facilitate dialogue
among operators and their customers.

Contributions We make the following contributions:
• We are the first to design and deploy a fully passive technique
to globally measure traffic tampering and censorship (§3).

• We perform the first comprehensive collection and analysis of
tampering fingerprints, significantly extending prior efforts [84]
(§4).

• We apply our tampering signatures to 0.01% of all traffic to
Cloudflare’s global network for a period of two weeks, resolving
many operational challenges (§3 and §4).

• We report on a wide array of insights into global connection
tampering and censorship at a scale not previously possible,
including its frequency (§5.2) and the affected types of content
(§5.4) across various regions.

• We evaluate the coverage of existing test lists, demonstrating
that they miss many domains that are affected by connection
tampering (§5.5).

• We present a case study that sheds new light onto Iranian cen-
sorship in the wake of the 2022 protests (§5.6).

Data sharing We plan to provide up-to-date datasets for the fore-
seeable future at https://radar.cloudflare.com. Due to pri-
vacy policies, we are unable to provide raw data about Cloudflare’s
users (i.e., specifically what IP addresses experienced tampering)
nor its customers (i.e., specifically what domains were tampered
with). What we lose by not being able to provide such details, we
gain by providing a much wider understanding of how user traffic
is affected by tampering than has been achieved before.

2 BACKGROUND AND RELATED WORK
In this section, we provide a brief background on how connection
tampering occurs and review prior work that measures connection
tampering primarily through the lens of Internet censorship.

2.1 How Tampering Occurs
Tampering refers to the intentional manipulation or blocking of
communication by a network intermediary (a middlebox). Tamper-
ing can happen at one or more connection stages, including the
DNS resolution [42, 63], TCP handshake [18, 62, 66], and the TLS

handshake or HTTP request [74, 78]. In this paper, we focus mainly
on the passive detection of tampering at or above the TCP layer—
what we collectively refer to as connection tampering—though we
also infer some IP address blocking.

Middleboxes identify unwanted traffic predominantly by per-
forming deep-packet inspection (DPI) and looking for forbidden
domain names in HTTP Host headers or TLS Server Name Indi-
cator (SNI) fields, or keywords in HTTP GET requests. DPI works
for these protocols because these fields are in cleartext: HTTP has
no encryption, and the SNI appears unencrypted in the TLS hand-
shake1.

Tampering middleboxes disrupt ongoing connections in myriad
ways [5]. Some simply drop unwanted packets altogether [32, 44].
Measurement studies of Internet censorship have observed that cen-
soring middleboxes tend not to drop traffic, but rather disrupt con-
nections by injecting tear-down (TCP RST) packets [17, 18, 48, 82]
or manipulated responses [6, 36, 63]. This has immediate relevance
to our approach; because these middleboxes permit the original
offending traffic to reach the destination (our servers), we are able
to observe both the censorship event (e.g., the RST) and the traffic
that induced it. We are also able to observe tampering by dropping,
as they appear as suspiciously short connections, but because the
offending packet does not reach us, we are not able to infer what
caused the blocking.

2.2 Active Measurements
The vast majority of prior work in measuring connection tampering
has been done in the context of studying Internet censorship, a
highly active research field [3, 4, 8, 16, 21, 25, 26, 29, 33, 34, 41,
43, 51, 62, 63, 71, 75, 78, 79, 86]. Although connection tampering
is broader than censorship in the conventional sense, we focus
our review of prior work on censorship given how thoroughly it
has been studied. Numerous dedicated projects, such as Censored
Planet [73], OONI [35], and ICLab [54] measure blocking of specific
Internet content, while the IODA project [44] measures Internet
shutdowns. In the broadest sense, this area seeks to understand
what traffic is being censored, and to do so in a manner that is
broad, longitudinal, and ethical.

Most of the above approaches rely on active measurements, in
which the researchers send packets probes into, out of, or across
networks suspected of censorship. Active measurements of cen-
sorship require soliciting participation and constructing test lists,
which introduce their own sets of limitations:

Soliciting participation Active measurement requires observing
traffic that has traversed a censoring middlebox. Some tools use
machines within a country of interest to generate requests, for
example via hosting [7, 8, 10, 29, 34, 35, 43, 52, 79, 86]. Others send
traffic into specific countries from the outside [56, 62, 63, 73, 74]. An
alternative is to solicit volunteers with informed consent [4, 35, 41,
79], while some tools have taken the controversial approach of co-
opting users’ machines inside censoring regions without informed
consent [21, 53].

Soliciting participation from users—even when done properly,
with informed consent—is both challenging at scale and risky, with
1TLS 1.3 offers an encrypted Client Hello, but even that has a cleartext SNI. The earlier
encrypted SNI proposal was blocked by China entirely [19].
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debates ongoing about best practices and ethics [46, 61]. Our mea-
surement system is distinct from these in that it does not require
active participation from users, nor client vantage points under our
control. In our study, our measurement vantage points are both
the destination of clients’ traffic as well as passive observers. This
positioning shifts the ethical considerations from “how to obtain
the information” to “what information can be reported.” To protect
the potential privacy considerations of the clients and the CDN’s
customer websites, we report aggregates and broad content topics
rather than any individuals.
Test lists Active measurement of censorship generally involves
first constructing a test list of potentially blocked domains or key-
words and sending traffic containing entries from them. Several
published test lists are used across many studies, the most popular
of which coming from the Citizen Lab [23], Herdict [39], Great-
Fire [38], Berkman Klein [13], as well as top-K website lists [47, 49].

However, test lists have two prominent limitations: First, one can
never be certain about the list’s completeness. Indeed, as we show
in §5.5, today’s test lists miss a considerable fraction of tampered
domains. Second, even if test lists are complete, they are unable to
measure users’ experience of blocking; at best, test lists indicate
what can be blocked, not what users are actively trying and unable
to access. Our passive techniques address both of these limitations
of test lists by detecting tampering of connections generated by
real users. Our techniques can be used to learn what domains and
keywords are being tampered with, which can help inform future
test lists.

2.3 Passive Measurements
We are aware of two efforts to passively measure connection tam-
pering. In 2005, Arlitt and Williamson used a year’s worth of data
from a campus network [9] and found ∼15% of connections were
terminated by RST packets. Closest to our work is a 2009 study
by Weaver et al. that explored ways to passively detect forged and
injected RST packets in four campus networks [84]. The authors con-
structed tampering signatures associated with injected RST packets,
and then identified corresponding commercial middleboxes. What
primarily distinguishes our work from these prior studies is our
large-scale deployment; we are able to identify and apply tamper-
ing signatures at an unprecedented global scale. Our methodology
is informed by that of Weaver et al., however the global view we
obtain by deploying at a popular CDN reveals significantly more
indicators of RST-based tampering (19 high-confidence signatures
compared to 6). We additionally find signatures indicative of packet
drops.

3 DESIGN
This section describes the design of our system for passively detect-
ing connection tampering based on packets received at a large CDN.
We also discuss the various constraints and ethical considerations
that such a tool imposes on our data collection.

3.1 Design Rationale
A standard, successful TCP connection for HTTP or HTTPS content
comprises three broad stages: (1) A TCP three-way handshake,
typically comprising a SYN from the client, a SYN+ACK from the

server, and an ACK from the client; (2) a series of PSH, PSH+ACK,
and ACK packets to send and acknowledge data; and finally (3) a
graceful connection termination by exchanging FIN and FIN+ACK
packets. In the event of an error or failure, clients or servers can also
send RST packets (or RST+ACK packets in response to an unsolicited
SYN) [1]. A RST instructs the recipient to immediately terminate
the connection and discard state.

When middleboxes tamper with a connection, they seek to stop
the server from sending the requested content to the client. They
do this in one of two broad ways2:
• Packet drops: The most straightforward way to cease commu-
nication between a client and server is for middleboxes to drop
the packets they send to one another [32, 75]. In such cases, the
server sees all packets prior to the triggering event, after which it
would appear the client became unresponsive. Although highly
effective, packet dropping is not universally deployed because it
requires tampering middleboxes to be in the path between client
and server, which is resource-intensive [54, 75].

• RST injection: Another common form of tampering involves
middleboxes forging packets with the RST bit set to the client and
server, leading both to believe the other wishes to immediately
terminate the connection [17, 18, 75, 82, 84]. In such cases, the
server sees all the packets prior to and including the triggering
event, immediately followed by what appears to be the client
ungracefully terminating the connection. Note that RST injection
does not require middleboxes to be in-path; they can simply
obtain copies of the client and server’s packets off-path.
While packet drops and RSTs can occur in normal client com-

munications, it is highly unlikely for them to occur precisely when
censorship would occur. Many censorship events occur very early
in a connection, often in response to the first PSH packet, which
typically contains the domain in the clear (either in a GET request
for HTTP or the SNI field in the TLS handshake for HTTPS). While
not impossible, it is rare for a client to issue a request and then
immediately ungracefully terminate the connection with a RST or
become unresponsive. It would also be rare for a client to acci-
dentally mimic known, idiosyncratic behavior of specific censors,
such as the Great Firewall (GFW) of China, which sends multiple
RST+ACKs immediately following an offending PSH [18, 48, 82].

The rationale behind our techniques is to use abnormal packet
sequence “signatures” suggesting premature connection termina-
tion (e.g., RSTs immediately following the first PSH) as potential
indicators of traffic tampering.

3.2 Data Collection Methodology
We uniformly sample one of every 10,000 connections from among
all TCP connections to all web servers at Cloudflare’s more than 285
points of presence, with a total of more than 11,500 interconnections
with other networks. Collectively, the system serves more than 45M
HTTP requests per second on average (61M at peak) for millions
of websites and services.

From every connection sampled, we collect the first 10 packets
received at the server (from both client and middlebox), with full

2Alternatively or additionally, some middleboxes inject content to the client, such as a
block page. As this paper focuses on signals visible to the server, we do not discuss
this further.

624



headers and payloads. If the tampering middlebox does not block
the traffic from the client, then the data we collect contains the
packet(s) that triggered the connection tampering. We emphasize
that our data is a sample of all connections, unfiltered by domain
names or by the presence of RSTs. We used this data to derive the
tampering signatures reported in this paper. The integration of a
data analysis pipeline into existing systems at that scale led to the
following constraints on collection methodology.

First, only inbound packets are logged. Thus, our tampering
signatures characterize only the packets from the client (and mid-
dleboxes), and not from the servers. The absence of outbound traffic
turns out not to be a limitation. Our results show that it is possible
to recognize, even identify, tampering signatures exclusively with
inbound packets (§4).

Second, packets sequences may be logged out of order because
timestamps in our dataset are only at a 1-second granularity. Fortu-
nately, this also turns out not to be a limitation; we can typically
reconstruct order with packet headers and sequence numbers (e.g.,
SYNs are followed by SYN+ACKs).

Third, samples consist only of the first 10 packets. While this pre-
cludes analysis of tampering later in a connection, most common
types of connection tampering occur within the first few packets
that identify a domain or service [17, 75]. Also, as HTTPS adoption
increases, barring MitM attacks [18, 72], intermediaries have no
visibility beyond TLS Client Hello packets. As a result, most tam-
pering decisions are made before the TLS handshake is complete,
usually within the first three ingress packets.

Finally, the sampling rate is one in 10,000 new connections. We
believe any sampling bias to be minimal, but may miss types of tam-
pering that are infrequent. The start of a TCP connection is marked
by a SYN packet. To avoid oversampling, we sample connections
only after packets are processed by the CDN’s DDoS protection
services, thereby filtering out most SYN flooding attacks. However,
some attacks and retransmissions may still influence our detection
of tampering (see §4.2).

3.3 Ethical Considerations
Our study underwent detailed review to ensure that data collection
and processing was compliant with the CDN’s policies. We also
coordinated with our institution’s IRB, which determined our study
was exempt. Through detailed discussion with privacy experts at
the CDN and following the guidelines established by the Menlo
report [28], we established the following privacy constraints:

No traffic decryption The logging system that samples traffic
has no ability to decrypt traffic, meaning that our visibility into
packet contents is identical to any network observer. Furthermore,
as described in §3.2, we use only the minimum information parsed
from packets necessary to understand tampering behavior.

Data is analyzed and reported in aggregate Our dataset in-
cludes source and destination IP addresses as well as destination
domain names and requested content, if available. However, we only
analyze and report aggregated information to protect the CDN’s
customers and clients. In particular, our findings (§5) aggregate
client information to the level of AS or country, and we report on
domain categories rather than individual domains.

Access to data is restricted Our implementation passed internal
security audits of Cloudflare before being deployed on production
servers. Raw data is only available to specific employees with strict
access controls. All processing and aggregation were performed on
the CDN premises.

3.4 What the Data Does (Not) Say
The dataset we have collected is unique, and thus it merits clarifying
what it does and does not allow us to reason about.

Who and what was affected, not who performed the tamper-
ing When tampering occurs, the data tells us the affected domain
and source IP of the connection, but not where the tampering hap-
pened. Since the tampering could have occurred anywhere between
the client and the web server, we cannot say for certain who tam-
pered with the connection. Nonetheless, the global distribution
of Cloudflare’s servers suggests that the number of networks and
regions between the two endpoints is relatively small.

What triggered the tampering (though not always) For tam-
pering middleboxes that do not drop offending traffic, we are able
to see all packets from the client. In many cases, the middlebox will
not trigger tampering until it has seen data from the client (e.g.,
an HTTP GET or TLS SNI). This means that the trigger content
is visible in our dataset, allowing us to reason about the domains
that are affected without requiring us to have an a priori test list.
The data does not provide insight into the precise trigger if the
middlebox drops the offending packets. Prior work has demon-
strated that in large country-level censors, in-path middleboxes are
rare [18, 54, 75].

What is blocked, not what could be Our collection is strictly
passive, and thus our data is purely client-driven. All of the tam-
pering that we observe represents an instance where a real client’s
attempt to access content was stymied. This provides a unique
perspective into the actual effects of tampering that active mea-
surements alone are not able to obtain. That said, our technique
is limited to what clients request; if no clients ever try to access a
given domain, then we gain no insight into whether that domain
would be tampered with. Active measurements therefore remain
necessary to measure what constitutes censors’ block lists.

We are only able to reason about the set of domains served by
Cloudflare, but we believe that the millions of domains it serves
is a representative cross-section of the entire web. Nonetheless,
to mitigate potential bias we focus our analysis on categories of
domains rather than individual names (§5.4).

4 TAMPERING SIGNATURES
The central mechanism behind our techniques is a set of tampering
signatures: sequences of TCP packet header flags that are indicative
of a tampering event. Our system passively monitors (sampled) con-
nections and compares the packets to our signatures. In this section,
we describe the first comprehensive list of tampering signatures,
and an evaluation of their ability to detect tampering.
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Type Signature Description Prior Work

Post-SYN

⟨SYN→ ∅⟩ No packets after a single SYN [16, 32, 62]
⟨SYN→ RST⟩ One or more RSTs after a single SYN [84]*, [15, 62]
⟨SYN→ RST+ACK⟩ One or more RST+ACKs after the SYN [84]*, [15, 62]
⟨SYN→ RST; RST+ACK⟩ One or more RST and RST+ACK after a single SYN [20]

Post-ACK

⟨SYN; ACK→ ∅⟩ No packets received after a SYN and an ACK [10, 12, 15, 16, 75]
⟨SYN; ACK→ RST⟩ Exactly one RST after a SYN and an ACK [84]*, [10, 12, 22]
⟨SYN; ACK→ RST; RST⟩ More than one RST after a SYN and an ACK [15, 22]
⟨SYN; ACK→ RST+ACK⟩ Exactly one RST+ACK after a SYN and an ACK [84]*
⟨SYN; ACK→ RST+ACK; RST+ACK⟩ More than one RST+ACK after a SYN and an ACK —

Post-PSH

⟨PSH+ACK→ ∅⟩ No packets received after PSH+ACK packets [12, 19, 88]
⟨PSH+ACK→ RST⟩ Exactly one RST [14, 48, 74, 82, 83]
⟨PSH+ACK→ RST+ACK⟩ Exactly one RST+ACK [14, 48, 74, 82, 83]
⟨PSH+ACK→ RST; RST+ACK⟩ At least one RST and one RST+ACK [20]*, [82, 83]
⟨PSH+ACK→ RST+ACK; RST+ACK⟩ At least two RST+ACKs [20]*, [82]
⟨PSH+ACK→ RST = RST⟩ More than one RST; same ACK numbers —
⟨PSH+ACK→ RST ≠ RST⟩ More than one RST; change in ACK numbers [84]*
⟨PSH+ACK→ RST; RST0 ⟩ More than one RST; one of the ACK numbers is zero —

Post-Multiple

Data Packets

⟨PSH+ACK; Data → RST⟩ One or more RSTs not immediately after first PSH+ACK —
⟨PSH+ACK; Data → RST+ACK⟩ One or more RST+ACKs not immediately after first PSH+ACK —

Table 1: The comprehensive set of tampering signatures we identify through global passive measurements. The signature
names have the format 𝑋 → 𝑌 , where 𝑋 is the set of packets sent prior to the tampering event and 𝑌 is the set of packets sent
after. “∅” denotes packet drops. Only prior work with a “*” identify the exact signature; other prior work identify the general
phenomenon (e.g., “packet drops after client hello”).

4.1 Signatures Detected
We first enumerate the list of packet sequences in our data where
we do not see graceful termination of the TCP connection. We con-
sider connections to have not terminated gracefully if they include
a packet with the RST flag set or if they exhibit a 3-second inactivity
within the recorded 10 packets without a FIN handshake. We label
these as possibly tampered connections. This forms a superset of the
connections that match our signatures characterized by early termi-
nation and RST injection. Possibly tampered connections account
for 25.7% of all connections in our dataset for the two-week period
from January 12–January 26, 2023.We group possibly tampered con-
nections by their TCP packet flags, and investigate the groupings
in decreasing order of frequency, cross-referencing these groupings
with those identified in prior work that detected censorship and
packet injection [20, 84].

In total, we investigated more than 700 unique packet group-
ings for possibly tampered connections and consolidated them
into 19 unique signatures that are indicative of tampering. These
19 signatures cover 86.9% of all possibly tampered connections,
showing that it is possible to manually enumerate the patterns
observed in anomalous traffic that may be caused by tampering.
Table 1 presents our comprehensive list of tampering signatures,
their description, and previous works on Internet censorship that
have recorded the effect indicated by these signatures. Each tam-
pering signature (𝑋 → 𝑌 ) comprises of the set of packets preceding
the tampering event (𝑋 ) and the set of packets following it (𝑌 ).3
We describe them in turn here, broken down by how far into the
connection the tampering takes place.

3∅ denotes having received no packets for more than three seconds.

Mid-handshake The first class of signatures we identify occur
before the TCP three-way handshake has completed. This packet
sequence type accounts for 43.2% of possibly tampered connections,
of which 99.5% match one of our tampering signatures. All of these
involve a SYN packet from the client, but no corresponding ACK

packet. Tampering at this stage is likely triggered based on the
destination IP address, as SYN packets typically do not contain any
application-layer data (domain names or keywords). We observe
some cases where the SYN includes the HTTP request payload,
ostensibly an effort by web browsers to optimize web response
times [9], or an effort to start a TCP amplification attack [14]. On
January 17, 2023 we found that 38% of SYN packets on port 80
contained an HTTP request payload, with 93% of these requests
to the same four domains. On port 443, only 0.02% of SYN packets
contained a valid TLS Client Hello message.

We create two broad classes of signatures at this stage: (i) there
are no packets observed on the connection after the SYN packet
(⟨SYN→ ∅⟩) and (ii) there are one or more RST or RST+ACK packets
received after the SYN packet. Some tampering middleboxes such
as China’s GFW inject both a RST and a RST+ACK [20].

Immediately post-handshake The next set of signatures cap-
ture tampering that occurs after the TCP handshake but prior to
the server receiving any further data. This packet sequence type ac-
counts for 16.1% of the connections we denote as possibly tampered,
of which 98.7% match one of our tampering signatures. Among
these, we observed tampering via both packet dropping and RST
injection. These typically indicate cases where the first data packet
from the client, usually containing the start of a TLS handshake or
HTTP GET request, is dropped by a censor.

This form of tampering has been observed in Iran. Aryan et
al. [10] observed the post-handshake RST injection (⟨SYN; ACK→
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RST⟩, ⟨SYN; ACK → RST+ACK⟩) in Iran in 2013. Specifically, they
found that the censor dropped the client’s offending request, replied
to the client with a block page, and injected multiple RSTs to the
server. More recently, Basso [12] observed the post-handshake
packet dropping signature (⟨SYN; ACK → ∅⟩) in Iran in 2020. Our
results confirm these prior findings, and also discover other regions
whose traffic is subjected to the same form of tampering. For exam-
ple, we show in §5 that, while these signatures constitute 34.4% of
tampered connections from networks in Iran, they also constitute
over 70% of tampered connections from Sri Lanka networks and
over 81% from Turkmenistan networks.

We split these signatures based on the number of RST or RST+ACK
packets received in order to enable the possibility of differentiating
different tampering systems. However, our analysis (§B) shows
this split might be of limited utility, because many tampering sys-
tems inject varying number of RST or RST+ACK packets to ensure
connection termination.

After first data packet The next and most diverse form of tam-
pering signature applies after the server receives the first data
packet (PSH+ACK) from the client, which usually contains the TLS
Client Hello or HTTP request. This packet sequence type accounts
for 5.3% of possibly tampered connections, of which 97.9% match
one of our tampering signatures. These also include both packet
drops and RST injection. For the sole packet-drop signature among
these (⟨PSH+ACK → ∅⟩), we observe that no packets are allowed
from the client after the PSH+ACK packet.

Several of the RST and RST+ACK signatures have been identified
in prior work. Bock et al. [20] reported the signatures involving
multiple tear-down packets (⟨PSH+ACK→ RST+ACK; RST+ACK⟩ and
⟨PSH+ACK→ RST; RST+ACK⟩) when studying China’s GFW.Weaver
et al. [84] reported on middleboxes that inject two or more RST
packets with different acknowledgment numbers (⟨PSH+ACK →
RST ≠ RST⟩), ostensibly in an effort to guess the acknowledgment
number of the next packet. We extend this idea to differentiate cases
where one of the acknowledgement numbers is zero while another
is not (⟨PSH+ACK→ RST; RST0⟩). To the best of our knowledge, the
other tampering signatures we found in this set are novel.

After multiple data packets Finally, we consider connections
that terminate after multiple data packets. This packet sequence
type accounts for 33.0% of possibly tampered connections, of which
69.2% match one of our tampering signatures. We observe two
kinds of early-terminated connections after multiple data packets
from the client: those terminated by one or more RSTs and those
terminated by one or more RST+ACKs. Manually investigating these
cases suggests that these RSTs might be injected when triggered on
specific keywords in cleartext (HTTP) connections, or by commer-
cial devices that have visibility into encrypted traffic (e.g., firewalls
in organizations that have trusted certificates installed on clients).

Other possibly tampered connections Another 2.3% of possibly
tampered connections do not cleanly fall into one of the above
connection stages (e.g., a connection terminated after a SYN and two
ACKs). We do not cover these cases with our tampering signatures.

4.2 Validation: Threats to Validity
The tampering signatures described in Table 1 are designed to
detect common forms of connection tampering. However, when
applying these signatures to real-world data at large CDN scale,
matching packet sequences could also be caused by other factors
such as atypical clients and network attacks. Here, we describe what
we anticipate to be the largest threats to validity, and empirically
demonstrate that they are not significant.

Scanners One potential source of false positives for our tampering
signatures is network scanners, like ZMap [30], that probe many
servers [55]. Often, scanners do not comply with standards; ZMap,
for instance, sends a single SYN to each target and, if the server
replies with a SYN+ACK, ZMap simply replies with a RST (matching
our signature ⟨SYN→ RST⟩).

To gauge the effect of scanners on our tampering detection, we
test what percentage of connections received by Cloudflare have
the three properties known to be common in scanners, as described
by Hiesgen et al. [40]: (1) Connections that have no TCP Options,
(2) Connections that have a high TTL value (≥200), and (3) Connec-
tions with a fixed non-zero IP-ID. We find no connections without
TCP options in our dataset, and only about 0.05% of all connections
have a high TTL value (≥200). In the case of ZMap, however, we
can build a finer-grained signature based on identifying static fields
set in the initial SYN probe, including an IP-ID value of 54321 [40].
We find that only ∼1% of the ⟨SYN → RST⟩ signature matches in
our dataset can be confidently attributed to ZMap. Thus, although
ZMap and other scanners do result in some level of false positives,
we posit that this does not meaningfully impact our results.

SYN attacks Our data collection pipeline is executed after the
CDN’s DDoS protection services, but it is still possible that some at-
tacks impact detection using our tampering signatures. The Post-
SYN signatures are particularly susceptible to attacks such as SYN
flooding, especially the ⟨SYN → ∅⟩ and ⟨SYN → RST⟩ signatures.
It is also possible that connections matching these signatures are
from spoofed source IP addresses, thus affecting our country-based
results. Therefore, we restrict some of our results in §5 to our
Post-ACK and Post-PSH signatures, which are more likely to be
primarily caused by tampering.

Happy Eyeballs Some dual-stack clients may take advantage
of the Happy Eyeballs mechanism to opportunistically make con-
nections over both IPv6 and IPv4, the latter after a brief timeout
(250–300ms), and drop or cancel one connection when the other
succeeds [70, 85]. Clients using Happy Eyeballs may lead to some
connections matching the ⟨SYN→ ∅⟩ or ⟨SYN→ RST⟩ signatures4.
While we expect Happy Eyeball connections to have a minimal ef-
fect on our signatures because of their low prevalence [11], we again
restrict some of our results in §5 to only Post-ACK and Post-PSH
signatures.

4.3 Validation: Supporting Evidence
Ideally, for every tampering signature and for every client network,
we would obtain a vantage point and try to trigger and verify the

4Upon inspection, we found that Chromium follows RFC 8305 and resets the unused
connection [70], while some clients like Curl follow the older RFC 6555 and drop the
unused connection [85].
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Figure 1: Signature matching across countries: Each column is the total global number of connections matching a specific
signature. Within each column is the proportion of connections initiations from individual countries matching that signature.

behavior ourselves. The sheer scale of connections received by
Cloudflare makes this infeasible, and many of the networks do not
have vantage points. Instead, we seek the following supporting
evidence by matching patterns in packet captures with expected
behaviors in TCP/IP, as well as patterns and observations observed
by previous active measurements.

Geographic distributions match censorship Figure 1 shows,
for each tampering signature, the distribution of countries from
where the connection was initiated for the period of January 12–
26, 2023. Most tampering signatures exhibit a disproportionately
large fraction of connections matching that signature from a small
number of places. Moreover, these distributions do not match the
baseline distribution of all connections to the CDN, indicating that
the packet sequences are caused by region-specific network inter-
mediaries, and not by some unknown client behavior. Often, the
countries that originate the most signature-matching connections
are those with known censorship systems, such as China (CN), Iran
(IR), Russia (RU), and India (IN). In fact, certain signatures are ex-
clusively observed only from certain countries, such as ⟨PSH+ACK
→ RST; RST0⟩ in connections from China and South Korea (KR).
This indicates that our signatures are capturing specific tampering
behaviors of networks in these countries.

Some signatures, notably ⟨PSH+ACK; Data→ RST⟩ and ⟨PSH+ACK;
Data→ RST+ACK⟩, match on connections frommany countries. We
observe that these connections frequently contain a HTTP user-
agent value that indicates the presence of a commercial firewall,
which are common across the globe [74]. Even in these cases, some
countries appear more frequently than normal, such as Ukraine
(UA) for the ⟨PSH+ACK; Data → RST+ACK⟩ signature.

Inconsistent changes in IP Identification (IP-ID) field The
IP Identification (IP-ID) field in the IPv4 header was originally
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Figure 2: IP-ID difference: The figure shows the maximum
absolute change in IP-ID value between the RST packet and
the preceding non-injected packet in a connection (up to
1,000 connections for each signature).

designed to identify different fragments of a packet [64, 77]. With
increasing link capacities, the use of IP-IDs for this purpose has
dwindled (and has even been excluded from the IPv6 header). Most
modern operating systems either set the IP-ID to zero, use a per-
connection counter, or use a globally incrementing counter in order
to differentiate packets [32, 69, 77]. In all of these cases, packets
in the same connection from a client will have a change in IP-ID
values that is either zero or one.

However, a middlebox that is injecting, say, a RST packet, does
not employ the same counter, and could thus use an IP-ID value
that is very far from the IP-ID range used by the client. We use
this insight for our evaluation. Among all connections sampled on

628



−200 −100 0 100 200
Maximum change in TTL (or Hop Limit) value 

 between tampered packet and preceding packet

0.0

0.2

0.4

0.6

0.8

1.0

Pr
op

or
tio

n 
of

 sa
m

pl
ed

 c
on

ne
ct

io
ns

SYN ⟶ RST
SYN ⟶ RST+ACK
SYN ⟶ RST;RST+ACK
SYN;ACK ⟶ RST
SYN;ACK ⟶ RST;RST
SYN;ACK ⟶ RST+ACK

SYN;ACK ⟶ RST+ACK;RST+ACK
PSH ⟶ RST
PSH ⟶ RST+ACK
PSH ⟶ RST;RST+ACK
PSH ⟶ RST+ACK;RST+ACK
PSH ⟶ RST=RST

PSH ⟶ RST≠RST
PSH ⟶ RST;RST₀
PSH;Data ⟶ RST
PSH;Data ⟶ RST+ACK
Not Tampering

Figure 3: TTL difference: The maximum change in TTL (or
hop limit) value between the RST packet and the preceding
non-injected packet in a connection (upto 1,000 connections
for each signature).

January 17, 2023, 93.4% have a minimum IP-ID difference of 0 or 1
and 4.2% of connections have a minimum IP-ID difference greater
than 100. This indicates that IP-ID differences between packets in
most connections are small, and we can use large changes in IP-ID
as an indicator of injected packets.

The maximum IP-ID difference in a connection is similarly in-
dicative. Figure 2 shows the maximum IP-ID difference between
possibly injected RST packets and the preceding packets in the same
connection for up to 1,000 connections per signature sampled on
January 17, 2023. In the Not Tampering bucket, more than 95%
of all connections have a maximum IP-ID difference less than or
equal to one. In contrast, the distribution for most of our tamper-
ing signatures is significantly different. Except for three signatures
(⟨SYN→ RST+ACK⟩, ⟨SYN; ACK→ RST+ACK⟩, and ⟨PSH+ACK; Data
→ RST+ACK⟩), 40%–100% of connections matching all the other tam-
pering signatures have a maximum IP-ID difference that is greater
than one. This shows that RST packets in these signatures are likely
generated by a different TCP stack belonging to the injector.

A high maximum IP-ID difference indicates a positive injection
outcome; conversely its absence does not indicate an absence of
tampering. For instance, it is possible that both the client and the
injector TCP stacks set the IP-ID to zero. Moreover, certain censor-
ship systems are known to copy the IP-ID value from the IP header
of the client packets [75]. Thus, we use this experiment only to
show that a large portion of connections matching our signatures
are positive cases of tampering.

Inconsistent changes in Time-to-live (TTL) field Most clients
set their initial TTL to a constant value, commonly 64 or 128 [27].
However, when injecting RST packets, some tampering systems
may initialize their TTLs with different values, thus allowing us to
detect third-party injection. Similar to our investigation of IP-IDs,
we first confirm that theminimum difference in TTL (or Hop Limit)
values between packets in the same connection is less than or equal
to one for more than 95% of connections.

As shown in Figure 3, most (>99%) sampled connections with
no signature matches do not exhibit a large maximum TTL differ-
ence. In contrast, many tampering signatures, particularly those

that inject RSTs after the first data packet (⟨PSH+ACK→ RST; RST0⟩,
⟨PSH+ACK→ RST; RST+ACK⟩, and ⟨PSH+ACK→ RST⟩), show larger
maximum differences in TTL values. We notice two distinct pat-
terns: CDF curves for tampering signatures such as ⟨SYN; ACK→
RST; RST⟩ and ⟨PSH+ACK→ RST⟩ show a step-like pattern, indicat-
ing different tampering systems with different initial TTL values.
Others (e.g., ⟨PSH+ACK→ RST ≠ RST⟩) surprisingly show a linear
increase in TTL differences between injected and client packets.
Upon further inspection, we see this behavior from a number of
connections originating from certain countries like South Korea,
where RST packets appear with seemingly random TTL values.

Collectively, these observations of supporting evidence demon-
strate that our tampering signatures are highly indicative of actual
connection tampering by network intermediaries.

5 GLOBAL ANALYSIS OF CONNECTION
TAMPERING

We gathered our samples over a period of two weeks (January 12–
January 26, 2023) to analyze connections that match our signatures.
During this period, the CDN received traffic from 247 countries5,
which allows us to identify patterns of traffic tampering globally.

5.1 Global Signature Matches
We begin by demonstrating that our passive detection methods can
quantify traffic tampering across countries and autonomous systems.
Recall that our tool is only able to directly infer who is affected, and
not necessarily who is actually performing the tampering (§3.4).

Figure 4 shows the percentage from select countries (geolocated
based on source IP address) of total number of connectionsmatching
all of our signatures. We have included countries where connection
tampering is a known censorship tool [37, 65], as well as six other
countries of interest for comparison: the US, GB, DE, UA, PE, and
MX. Collectively, this figure shows that our results confirm prior
findings while also providing insight into understudied regions.

Confirming prior findings A large portion (84%) of connections
from Turkmenistan (TM) matches one of our tampering signatures,
with 66.4% of the tampered connections matching the ⟨SYN; ACK
→ RST⟩ signature. Previous work [73] has noted that ISPs in Turk-
menistan use blanket bans on CDNs, so such high levels of blocking
is expected. Neighboring countries such as Uzbekistan (UZ, 22.9% of
connections matching the ⟨SYN; ACK→ RST+ACK⟩ signature), Kaza-
khstan (KZ, 16.5% matching the ⟨SYN; ACK→ RST+ACK⟩ signature),
Ukraine (UA, 19.2% matching the ⟨PSH+ACK; Data → RST+ACK⟩
signature), and Russia (RU) all observe large amounts of tampered
connections. Russia is a particularly interesting case, as we observe
many different matching signatures, indicating that different net-
works perform tampering differently, as has been noted in previous
work [66, 67]. We also observe a large percentage of tampered con-
nections originating from Cuba (CU), Saudi Arabia (SA), and Iran
(IR), all of which have all of which have been observed to perform
country-level censorship [10, 12, 14, 16, 73].

China is known to have an extensive system for traffic tampering
that blocks access to a large variety of content [19, 22, 48, 82, 87, 90],
and the signatures we observe predominantly in connections from
5According to ISO 3166 codes for countries and their subdivisions [45].
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Figure 4: Signature distribution per country: The percentage of connections originating from select countries (and globally)
that match a particular signature, or are not tampered with.
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Figure 5: Percentage of connections that match any signature
in each large AS (originating the top 80% of connections in a
country) in select countries: Each dot represents an ASN and
the color reflects percentage of country’s traffic originating
from that ASN. Entries on the 𝑥-axis mirror Figure 4.

China in Figure 1 and Figure 4 (⟨PSH+ACK→ RST+ACK; RST+ACK⟩,
⟨PSH+ACK→ RST; RST0⟩, ⟨PSH+ACK→ RST; RST+ACK⟩, ⟨PSH+ACK
→ RST⟩) align closely to known patterns of censorship from the
GFW [18, 35, 48, 82]. ISPs in Iran are known to either drop TLS
Client Hello packets silently or inject RST+ACKs after drops [12],
matching our ⟨SYN; ACK→ ∅⟩, ⟨SYN; ACK→ RST+ACK⟩, and ⟨SYN;
ACK → RST+ACK; RST+ACK⟩ signatures. Similarly, our signature
matches in India (IN), Pakistan (PK), Russia (RU) all match patterns
observed in previous active measurement work [12, 52, 66, 89].

Insight into understudied regions One of the advantages of
an entirely passive system is its ability to scale globally, thereby
allowing us to measure regions that have not been studied by in-
depth active measurements. For instance, a large percentage (33.9%)
of the ⟨PSH+ACK→ RST ≠ RST⟩ signature matches on connections
from South Korea (KR) are dominated by a single ISP, from which
the RST packets appear to have randomized TTL values (see §4).
This level of observability helps operators to understand connec-
tion failures in customer traffic. Peru (PE) and Mexico (MX) have
also not been widely studied, yet still originate a high percentage
of tampered connections (53.9% and 30.1% tampered connections,
respectively). Figure 4 also shows Germany (DE), the United King-
dom (GB), and the United States (US), all places where connection
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Figure 6: Signature matches over time: The percentage of
connectionsmatching our Post-ACK and Post-PSH signatures
in some countries of interest. (𝑥-axis denotes local time.)

tampering is in use or under consideration for copyright and other
protections [57, 58, 60].

An AS-centric view of tampering An AS view of the data is
presented in Figure 5, with 𝑥-axis mirroring the content and order-
ing in Figure 4. Recall that we can only infer the AS from which the
connection was initiated; tampering can occur anywhere along the
path from the source AS to the destination. For each source AS we
calculate the “match-proportion” as the percentage of connections
from that AS that match any tampering signature. Figure 5 shows
the distribution of match-proportions for the top ASes in a country
collectively constituting 80% of connections from that country.

We observe that tampering across ASes with centralized tampering
systems tends to vary less than those with more decentralized systems.
Countries known to have centralized and coordinated censorship
systems, such as China (CN) and Iran (IR) [7, 10], are largely homo-
geneous across ASes with respect to tampering, as evidenced by
short 𝑦-axis range, regardless of the size of the ASes. Countries like
Russia (RU), Ukraine (UK), and Pakistan (PK) that have been shown
to have a decentralized system of information control [52, 66], show
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Figure 7: IPv4 vs IPv6 & TLS vs HTTP Tampering.

more heterogeneity in tampering as evidenced by long𝑦-axis ranges.
We also show that blocking varies across ASes in countries such
as Mexico (MX) that active measurements have not thoroughly
studied. Although proportions of tampering in the US, UK, and DE
are overall smaller by comparison, the individual proportions vary
greatly across ASes.

5.2 Longitudinal Signature Matches
One of the benefits of our approach is that passive techniques follow
shifts in user behaviors over time. Figure 6 shows the percentage of
connections matching our Post-ACK and Post-PSH signatures in
six countries: CN, DE, GB, IN, IR, RU, and US. These signatures are
typically triggered by the TLS Client Hello or HTTP request.

We observe that the tampering connections in each country ex-
hibit a diurnal pattern, with spikes typically between midnight and
8AM local time. These findings indicate that tampered connections
form a larger percentage of the traffic from these countries dur-
ing the late night and early morning hours. We also observe that
tampering percentages are generally lower during the weekends,
particularly in Iran. The high variability of signature matches over
time in Iran is, we believe, due to reactions to ongoing protests
there; we explore this in more depth in §5.6.

5.3 IP Version and Destination Port
Our tampering signatures operate strictly over TCP headers; thus,
we are able to measure connection tampering over both IPv4 and
IPv6. This feature overcomes a limitation of active measurements
focused on the IPv4 protocol [62, 73], in part because IPv6 clients
are less common and harder to solicit (§2). Figure 7(a) shows the
percentage of Post-ACK and Post-PSH signature matches in IPv4
vs IPv6 for all countries. Taken in aggregate, there appears to be no
significant differences between tampering on IPv4 vs IPv6 traffic
(the regression line has slope 0.92), but there are some disparities in
certain countries. For example, the tampering rate from Sri Lanka
(LK) is more than 40% in IPv4 connections and less than 25% in
IPv6; conversely, tampering rates from Kenya in IPv6 are almost
double the 25% rate in IPv4.

Our data also allows us to compare how frequently tampering
is applied to TLS handshakes versus HTTP requests. Figure 7(b)
shows the portion of Post-PSH signatures (when the domain or
GET is observed) for HTTP and TLS requests in each region. Overall,
TLS handshakes appear to be more prone to tampering than HTTP
in most places. For instance, among connections from China (CN),

Source
Region

Most Affected
Categories

% of all
Tampered

Connections

% of all
Domains seen
in Category

Adult Themes 13.25 10.77
Global Content Servers 8.47 1.13

Technology 6.46 0.91
Adult Themes 17.96 50.99

CN Content Servers 4.92 3.09
Education 3.40 21.28
Content Servers 12.4 0.48

DE Business 10.51 0.36
Technology 7.57 0.2
Content Servers 16.53 0.41

GB Business 7.93 0.21
Technology 7.10 0.18
Adult Themes 40.31 18.33

IN Chat 13.23 3.4
Content Servers 12.57 2.37
Content Servers 27.84 30.23

IR Technology 26.05 2.17
Business 3.66 1.42
Adult Themes 39.46 37.58

KR Gaming 7.14 1.53
Login Screens 5.58 30.48
Advertisements 23.26 12.62

MX Technology 17.75 3.42
Business 15.83 2.86
Advertisements 22.06 61.5

PE Business 3.03 5.91
Technology 3.00 8.52
Hobbies & Interests 18.97 28.08

RU Business 10.27 2.91
Advertisements 8.49 7.40
Content Servers 15.55 0.59

US Technology 11.09 0.35
Business 10.20 0.29

Table 2: A view of Post-PSH connection tampering as it af-
fects clients and categories. The second column shows the
top-3 domain categories most affected. The third column is
the category’s proportion of all tampered connections from
the corresponding region. The last column is coverage, specif-
ically the proportion of all domains in the category affected
by tampering. For example, globally, Post-PSH tampering
affects 1.13% of all domains in the Content Servers category,
but is responsible for 8.47% of all Post-PSH tampering.

around 15% of TLS handshakes match our tampering signature,
compared to 7% of HTTP requests. Connections from Turkmenistan
(TM) stand out as an exception, where over 50% of HTTP requests
match our tampering signature, but virtually no TLS handshakes.

5.4 Tampering and Users’ Experience
Next, we investigate how tampering affects users’ experience by
investigating what kinds of content is actively being tampered with.
We first bucket domains into subject categories. We categorize6 the

6Given the difficulty involved with domain categorization, some domains may fit
inside multiple categories.
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List Name # Entries Global CN IN IR KR MX PE RU US
Tranco_1K 1,000 4.7% 1.7% 8.3% 0.0% 33.3% 9.1% 0.0% 20.8% 17.0%
Tranco_10K 10,000 20.1% 6.8% 39.2% 12.5% 44.4% 45.5% 23.5% 50.0% 69.5%
Tranco_100K 100,000 47.0% 16.7% 76.3% 31.3% 55.6% 81.8% 52.9% 87.5% 86.44%
Tranco_1M 1,000,000 69.8% 45.4% 97.9% 43.8% 72.2% 100.0% 94.1% 95.8% 93.22%
Majestic_1K 1,000 2.5% 1.0% 4.1% 0.0% 11.1% 0.0% 0.0% 4.2% 10.17%
Majestic_10K 10,000 7.5% 2.4% 9.3% 0.0% 16.7% 9.1% 0.0% 20.8% 28.8%
Majestic_100K 100,000 15.3% 5.1% 20.6% 0.0% 33.3% 18.2% 11.8% 33.3% 45.8%
Majestic_1M 1,000,000 31.2% 13.0% 66.0% 12.5% 33.3% 36.4% 23.5% 54.2% 62.7%
Greatfire_all 214,406 22.7% 10.9% 43.3% 6.3% 44.4% 27.3% 5.9% 50.0% 54.2%
Greatfire_30d 22,427 10.1% 5.5% 22.7% 0.0% 27.8% 9.1% 0.0% 20.8% 11.9%
Citizenlab 23399 7.5% 3.1% 12.4% 0.0% 22.2% 18.2% 0.0% 25.0% 11.9%
Citizenlab_global 1,388 3.6% 1.7% 5.2% 0.0% 11.1% 9.1% 0.0% 12.5% 10.2%
Citizenlab_country Variable - 0.7% 2.1% 0.0% 0.0% 0.0% 0.0% 8.3% 0.0%
Union: Citizenlab + Greatfire 233,359 23.1% 10.9% 43.3% 6.3% 44.4% 27.3% 5.9% 50.0% 54.2%
Union: All lists 1,627,447 71.5% 48.1% 99.0% 43.8% 72.2% 100.0% 94.12% 95.8% 93.2%
Substring: Citizenlab + Greatfire - 53.6% 36.9% 62.9% 56.3% 61.1% 54.5% 35.3% 58.3% 71.2%
Substring: All lists - 87.7% 77.5% 100.0% 93.8% 83.3% 100.0% 100.0% 95.8% 96.6%

Table 3: Post-PSH domains in published lists when comparing eTLD+1 regionally. Each cell in row 𝑥 column 𝑦 denotes the
percentage of all domains observed to be tampered in region 𝑦 that would have been captured by active scanning using test list
𝑥 . Rows marked ‘Substring’ indicate percentages if domains in tampered connections are treated as substrings in lists.

domain name of each connection matching any Post-PSH signa-
ture using the CDN’s third-party vendor stream [50]. For confidence,
we count a domain as being tampered within a region only if it ex-
ceeds 100 Post-PSH matches in a one-day period. Other threshold
values did not significantly change the results summarized below.

Table 2 shows the top three categories of domains in Post-PSH

matches for a selection of regions. The three categories most subject
to tampering are “Adult Themes,” “Content Servers,” and “Technology”.
Globally, the top-three most affected categories are more than 28%
of all Post-PSH signature matches. Much of this traffic originates
from China and India, where prior active measurements have noted
that domains hosting Adult Theme content are usually censored [54,
73]. Content Servers include CDNs and sites with content frequently
retrieved by other applications; Technology is a broad category of
product and services related sites.

Table 2 also includes (in the third column) the coverage of the
category within the region: that is, the proportion of tampered con-
nections in that category over all tampered connections from that re-
gion. As an example comparison, consider connections from China
and India where Adult Themes are known to be censored [54, 73].
Adult Themes content accounts for almost 18% of all tampered
connections from China, and more than 40% of all tampered con-
nections initiated in India.

Finally, Table 2’s fourth column shows how complete the tam-
pering of a given category is: that is, the proportion of tampered
domains in a category over all domains in the category observed to
be accessed from a given region. We posit that greater completeness
indicates a concerted effort to block a given category of websites.
Continuing the above examples, ∼51% of requests from China for
Adult Themes content are tampered with, and ∼18% for India.

The separations between domain categories and connections are
particularly stark in DE, GB, and US, where connection tampering is
not as widespread. For instance, the top three tampered categories
in the US have only 0.41% average coverage but account for almost

37% of all tampered connections, meaning that the majority of
tampering is associated with a relatively small number of domains
within each category.

Collectively, these results demonstrate one of the most powerful
features of applying passive measurements to measuring connec-
tion tampering: because passive measurements are driven by real
user behavior, they allow us to not only identify blocked content, but
also the effect of that blocking on users’ experience.

5.5 Comparison with Test Lists
We compare the domains matching our Post-PSH signatures to
active measurement test lists containing popular domains such as
Tranco [47] and Majestic [49] and test lists curated for censorship
measurements such as GreatFire [38] and Citizen Lab [23]. Table 3
shows the coverage of various active measurement test lists over
various regions (using a threshold of 100 connections per domain).

Our system can identify tampered domains that are not included in
active measurement test lists.We find that test lists specially curated
for censorship measurements do not contain a large percentage
of the domains for which we observe Post-PSH signatures. For
instance, only 10.9% of domains that observe Post-PSH signatures
matches in CN are containedwithin the union of the Citizen Lab and
GreatFire lists (fourth-to-last row in Table 3). Domain lists based
on popularity such as Tranco and Majestic contain more tampered
domains due to their larger size and applicability across a wider
range of countries. Recall that, while our data can help characterize
tampered domains that test lists miss, passive measurements have
some limitations compared to active measurements. In particular,
our dataset is limited to the domains that are both proxied by the
CDN and actively requested by users; active measurements can of
course initiate queries for any domain. Moreover, our view into
which domains are tampered with is limited in regions whose PSH
packets containing the TLS Client Hello or HTTP GET request are
dropped, such as by the censorship policy in Iran [10, 12].
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Figure 8: Signature match rates longitudinally in Iran during
a period of nation-wide protests. (𝑥-axis is local time.)

Several prior studies have observed over-blocking of domain
names, potentially caused by erroneous regular expression [2, 42,
56]. For instance, Nourin et al. [56] observed that Turkmenistan
censors any domain that includes the substring wn.com, potentially
over-blocking hundreds of thousands of domains. By looking for
exact matches between the domains we observe and those in test
lists, we are potentially under-reporting on how well the test lists
actually perform. To account for this, the last two rows of Table 3
provide a best-case scenario for test lists; in these rows, we report
on the percentage of tampered domains that are a substring of any
domain in the test list. Even in this best-case scenario, the curated
test lists do not capture all of the domains our passivemeasurements
detect. These results collectively show that passive techniques can
be valuable in informing the construction of test lists.

5.6 Case Study: Tampering in Iran
Longitudinal passive measurement can provide insights into tamper-
ing around noteworthy events. For example, large ongoing protests
sparked on September 13, 2022, in Iran led to aggressive Internet
blocking practices [59, 76]. A 17-day timeseries of various hourly
signature matches on connections coming from Iran is plotted in
Figure 8. During this interval, signature match rates increase signifi-
cantly, particularly for the ⟨SYN→ RST⟩, ⟨SYN; ACK→∅⟩ and ⟨SYN;
ACK→ RST+ACK⟩ signatures; in certain instances, more than 40% of
all connections exhibited timeouts after the handshake. This behav-
ior is consistent with previous work showing Iran’s firewall systems
drop TLS Client Hello packets, forcing a timeout [12, 73]. Further-
more, the vast majority of connections and signature matches dur-
ing this period appeared on connections from two mobile ISPs. The
tampering appears to peak in the (late) evening hours.

6 CONCLUDING REMARKS
In this paper, we presented the first global passive study on connec-
tion tampering, building upon previous insights that censors’ ac-
tions can be fingerprinted and detected passively and efficiently [84].
This novel deployment led to myriad insights that are unavailable
with active measurements alone, including analyses of the impact
of tampering on users’ experience, not just the set of domain names
that could be tampered with.

Are tampering signatures stable? Past evidence shows that
tampering signatures are stable, indicating that drastic changes
are unlikely in the near future [74]. For instance, the GFW was
first observed sending a pattern of three RST packets in 2006 [24],
and this pattern has been measured in many independent projects
since [18, 82].

One possible reason that censors are slow in updating such be-
havior is that their censorship infrastructure is made up of multiple
middleboxes [17, 75], often from third-party vendors. Thus, altering
their censorship mechanisms often requires deploying new physi-
cal middleboxes, which is costly and time-consuming. Moreover,
there are finite ways to tamper with connections, as evidenced by
our ability to enumerate them. Indeed, researchers often associate
new censorship fingerprints directly with the deployment of new
middleboxes themselves [19].

Nonetheless, it is useful to ask: How could a censor evade pas-
sive detection? First, they would have to stop using uncommon
sequences of packets, like the GFW’s multiple RSTs. The ideal tam-
pering strategy would involve blocking content from the server to
the client (so the client does not get any objectionable content),
while continuing the connection to the server as if it were the
client (so the server does not detect any immediate connection tear-
downs). Such a strategy would only be possible when the tampering
middlebox can drop packets, which is uncommon in practice (§2).

Is this the end of active measurements? No! Passive and ac-
tive approaches complement one another. This work shows many
instances where passive techniques could gain insights that are
unavailable to active techniques, but do not diminish active mea-
surements’ unique strengths. For instance, our passive system limits
our measurements to the domains using the CDN’s services; active
measurements do not have that limitation. Active measurement can
also trigger events and test hypotheses to understand tampering
in ways that passive measurement cannot. These explanations are
crucial not just to clients and websites, but also for the service
operators that connect them. We hope that our study encourages
the combined use of active and passive measurements for obtaining
a holistic view of connection tampering.
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APPENDIX
In these appendices, we present two additional results: the aggre-
gate rate of signature matches over time, and the (low) variability
of tamper signatures applied to any given IP-domain pair. We note
that appendices are supporting material that has not been peer-
reviewed.

A LONGITUDINAL SIGNATURE MATCHES
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Figure 9: Signature matches over time: The percentage of
connections matching each signature.

Figure 9 shows the percentage of connections that match each
of our tampering signatures over the two week period that we
consider. Many tampering match rates follow a diurnal pattern,
especially those (such as ⟨PSH+ACK → RST⟩ and ⟨SYN → RST⟩)
that are more prevalent in connections that originate from a few
countries. Signatures that match on connections originating from
many countries (such as ⟨PSH+ACK; Data → RST⟩ and ⟨PSH+ACK;
Data → RST+ACK⟩) show lesser diurnal variance.

B SIGNATURE OVERLAPS
Signature matching is largely consistent, with certain exceptions.
Consistent tampering between a source IP address and a domain is
an indication that the domain caused the tampering. To evaluate
consistency, we focus on Post-PSH matches between IP-domain
pairs; since the domain is visible in the data, it was also observable
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Figure 10: Signatures that occur for the same IP and domain
pair: Each cell represents the fraction of connections from
the same IP address for the same domain that matches the
signature on the 𝑦-axis first and then the signature on the
𝑥-axis. Most IP-Domain connections experience the same
tampering signature both times.

on the path to the middlebox. Results are shown in Figure 10, which
shows the fraction of connections with the same IP-domain pairs
that first match the signature on the Y-axis, and then match the
signature on the X-axis. The high values in the diagonal show that
signature matches are largely consistent. However, we observe
that many of the signatures that match two or more RST packets
(such as ⟨PSH+ACK → RST = RST⟩) later match the signature that
matches one RST packet (⟨PSH+ACK→ RST⟩), and vice-versa. There
are a many reasons why this may happen: (1) Certain tampering
systems are known to inject multiple packets with RST flags to
ensure connection termination [20], (2) This could represent a form
of residual blocking, where the tampering entity starts behaving
differently for a limited time once triggered, and (3) This could
represent cases where one or more RST packets are lost in the
network. In summary, we do not observe a significant difference
in tampering patterns by observing a single RST packet versus
multiple RST packets.
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