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ABSTRACT

We design and test a low-loss interface between superconducting three-dimensional microwave cavities and two-dimensional circuits, where
the coupling rate is highly tunable. This interface seamlessly integrates a loop antenna and a Josephson junction-based coupling element. We
demonstrate that the loss added by connecting this interface to the cavity is 1.28 kHz, corresponding to an inverse quality factor of
1/(4.5 x 10°). Furthermore, we show that the cavity’s external coupling rate to a 50 Q transmission line can be tuned from negligibly small
to over 3 orders of magnitude larger than its internal loss rate in a characteristic time of 3.2 ns. This switching speed does not impose addi-
tional limits on the coupling rate because it is much faster than the coupling rate. Moreover, the coupler can be controlled by low frequency
signals to avoid interference with microwave signals near the cavity or qubit frequencies. Finally, the coupling element introduces a 0.04

Hz/photon self-Kerr nonlinearity to the cavity, remaining linear in high photon number operations.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0153936

To scale up and perform more demanding quantum information
processing tasks, modular quantum networks built upon supercon-
ducting circuits have emerged as a promising approach.’ This archi-
tecture distributes entanglement over spatially separated modules to
divide the scaling challenge into independent and more manageable
parts.” ® In order for these modules to store quantum states in high
quality factor three-dimensional microwave cavities, an ongoing chal-
lenge is to implement rapid, reconfigurable, and low-loss swap interac-
tions among the cavities.”” Because it is hard to apply low frequency
control signals to the coupling elements into 3D cavities without spoil-
ing their quality factor,”” one solution uses microwave-actuated non-
linear elements and coaxial cable modes to couple 3D cavities."’ "
In contrast, by routing the microwave signal out of the superconduct-
ing enclosure and onto a planar circuit, where the mode is confined
between the circuit elements on the chip and the flat ground plane
beneath them, it is possible to use a much wider class of circuit ele-
ments, including those with multiple wiring layers, magnetic flux bias,
and low frequency control.” " Furthermore, the characteristics of the
planar circuit elements in such devices can be accurately simulated

using the well-developed planar method of moment solvers. It is then
desirable to incorporate the design flexibility and large scale manufac-
turability of the planar circuits with high quality factor three-
dimensional microwave cavities with an integrated interface.

Here, we demonstrate such an interface that seamlessly integrates
a loop antenna and a tunable coupling element on a planar circuit and
connect it to a coaxial quarter wave cavity. In our design, we utilize a
symmetric coupling element connected to a superconducting loop,
which is an antenna coupled to the magnetic field of the cavity."* The
integrated nature of this interface allows us to precisely predict all the
microwave modes in the system and eliminate seam loss in the micro-
wave signal lines."” To this end, our device can tune the external cou-
pling rate of the cavity by a factor of 1130 compared to its internal
linewidth, while introducing a loss of 1.28 kHz. This operation can be
performed with a characteristic time of 3.2ns and remains linear at
high intracavity photon number."®

The symmetry of the coupling element, a tunable inductor bridge
(TIB), provides a low residual coupling in its off-mode (balanced) con-
figuration, and consequently, the cavity off-mode linewidth is
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dominated by its internal loss rate."*'®"’ This symmetry is preserved
throughout the signal path, which is composed of the TIB, a coplanar
strip transmission line, and the loop antenna, a superconducting loop
that is inserted into the shorted end of a quarter-wave coaxial resona-
tor (Fig. 1). The oscillating magnetic field of the cavity’s resonant
mode launches a differential mode to the coplanar strip transmission
line [Fig. 1(a)].

In addition to high on/off ratio, the integrated nature of this
interface makes it low loss; it eliminates places where the current flows
between disjoint conductors (seams). The propagating mode passing
through the interface is a conductor-backed coplanar strip mode,
where the signal flows on the metal traces on the chip, and the conduc-
tor backing is machined from the same piece of aluminum as the cav-
ity. In the signal path, the loop antenna and the coupling element are
already on the same chip and require no on-chip ground reference
[Fig. 1(c)]. Without extra microwave components, for instance, micro-
wave connectors, cables, printed circuit boards, or wirebonds to con-
nect the antenna and the coupling elements, the electrical length
between them is minimized and the parasitic microwave modes can be
predicted during the design process.

The tunability of this interface is achieved by controlling the TIB,
which is an inductive Wheatstone bridge”’ " using superconducting
quantum interference device (SQUID) arrays that act as flux tunable
inductors whose non-linearity is suppressed by increasing the number
of SQUIDs in the array [Fig. 1(b)]. The on/off mode of the coupler is

(a) (b)
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controlled by the currents in two bias lines, one gradiometric and one
uniform (see the supplementary material), and the net flux they induce
in the SQUID loop is shown in Fig. 1(b). This arrangement causes two
inductors on opposite sides of the bridge to experience the same flux
and, therefore, have the same inductance, but neighboring inductors
have different inductance, as indicated by the different shading of the
SQUID symbols. At zero gradiometric bias, all inductances are equal,
the bridge is balanced, and the coupler is off. Because the uniform bias
only needs to be set once in the experiment, in the following character-
ization, only the gradiometric bias ® is tuned. The external coupling
rate can be tuned continuously, and this can be used in pulse shaping
schemes, but here we only characterize the “digital” behavior of our
device, where the coupling element is switched between the on and off
states. Because the cavity resonance frequency tunes with the bias,
operating digitally allows us to work with a simplified picture where
the spectrum of the outgoing microwave field from the cavity is always
centered at the cavity frequency when the switch is on.

When the coupler is off, the high quality factor of the cavity
should be preserved by minimizing the loss introduced by the chip.
In Fig. 2(a), we determine this loss by measuring the reflection coeffi-
cient I' from the output port, using a signal that puts approximately
1000 photon into the cavity. We sweep the bias close to critical coupling,
where the reflection amplitude is minimal and the corresponding line-
width is exactly twice the internal loss rate. We observe that the total
cavity linewidth is r/2m = 3.46 + 0.02 kHz, indicating the internal loss

cavity
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FIG. 1. Device description and image. (a) A superconducting loop (3.5 x 1.0 mm?) (yellow) on a Si substrate (turquoise) is inductively coupled to a 3D microwave cavity made
of high purity (5N) aluminum (weay /27 = 5.772 GHz) (white), which also acts as the ground plane for the microstrip lines on the chip (see the supplementary material). The
magnetic field is depicted as the black contour lines with arrows surrounding the post, where their distance to the post signifies their amplitude. (b) An electrical schematic of
the system shows that the cavity is connected to the coupling element through a superconducting loop (yellow) and capacitors (orange). The coupling element is a
Wheatstone bridge, consisting of SQUIDs arrays. The dark (light) green SQUID arrays experience the same flux bias and have the same inductance, but the flux bias and
inductance are different between dark and light green SQUID arrays. The uniform (pink) and gradiometric (blue) bias line are used to control the sum and difference flux bias.
The output is converted to single-ended mode by a balun (purple). (c) A false-color image of the chip, fabricated with the NIST niobium trilayer process,'” shows the supercon-
ducting loop and the coplanar strip (yellow) connecting it to the inductive Wheatstone bridge, gradiometric bias line with filter (blue), uniform bias line with filter (pink), balun
(purple), SQUID arrays (green), capacitors (orange), and on-chip ground (light grey). An on-chip ground is only used for the control lines or for the signal path after it has left
the interface via the output balun. The insets show an array of SQUIDs and a zoomed in picture of two SQUIDs.
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FIG. 2. Coupling rate measurements. (a) Total linewidth x (blue) and minimal
reflection amplitude |I'min| (solid orange) are extracted as a function of bias near
the critical coupling point (dashed orange). (b) Representative samples of the time
traces are shown with different decay rates. Each trace is normalized by the maxi-
mum of the green trace Vo = +/Estored kg Zo, Where iy is the total linewidth at the
green trace bias and Zj is the characteristic impedance of the transmission line
connected to the output port. The inset is the time sequence of excitations applied
to the cavity and control signals to the TIB. The different bias values correspond to
the time traces with the same colors. (c) The total decay rate (blue) and measured
energies (Emeas o jdtVz, solid orange) are extracted from time domain measure-
ments. Esoreq IS the maximum of Eneqs OVer all bias points. The bias with maximal
achievable coupling rate is shown as dotted dashed orange. The shading indicates
the region of larger bias where energy appears to be lost to other modes.

rate is Kine /27 = 1.73 £ 0.01 kHz. Subtracting the 0.45 * 0.01 kHz loss
rate of the cavity itself, measured separately without inserting the chip,
the introduced loss rate is about 1.28 + 0.01 kHz.

When the coupler is on, the cavity field should couple strongly to
the output port, characterized by the maximal coupling rate Kmax.
However, in order to detect if new loss channels are introduced by
varying the bias, we extract this maximal coupling rate from the mea-
sured decay rate x in the time domain rather than the frequency
domain. The protocol (as depicted in the inset) is to drive the cavity at
its resonance frequency with the coupler on, so that the cavity field
reaches a steady state, corresponding to approximately Egoreq = 8000
photons [Fig. 2(b)]. Then, both the drive and the coupler are turned
off for 1 us to allow transients to settle. Finally the coupler is turned
back on at varying bias and the outgoing field is measured. Because
the energy in the cavity immediately before we turn on the varying
bias is kept constant, we can measure the portion of this energy that
reaches the output port and, therefore, identify additional loss chan-
nels. Figure 2(b) shows three examples of time traces of the outgoing
microwave field amplitude at different biases @ /®,. Figure 2(c) shows
the decay rate as a function of bias extracted from this procedure and
the measured energy of the outgoing field. When the bias is tuned
from under-coupled to over-coupled, the external coupling becomes
the dominant source of loss and the energy plateaus. However, at even
higher bias, we observe a reduction in the measured energy, so only
the decay rate measured at the plateau can be interpreted as the
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achievable external coupling rate. As a result, we identify iy /27
=1.96*0.06 MHz. We define the on/off ratio as Kmax/Kint
= 113040, because the residual coupling when the coupler is off is
much less than ki, (see the supplementary material).

To empty the cavity at the characteristic time of 1/, it must
also be possible to turn the coupler on/off much faster than that. Fitting
the time domain traces in Fig. 2(b), we find that a lower bound on the
switching speed is determined by the 50 MHz analog bandwidth of our
analog-to-digital converter. We model the time domain traces as decay-
ing exponential pulses that have been modified by a low pass filter with
corner frequency y,/2n and fit to the function,

e*}'c(f*fo) — e*'c(t*fo)
Ye =K

where t, is the start time, k is the total decay rate, and @ (t — t,) is the
unit step function. Although the rising edges in Fig. 2(b) appear
instantaneous, they contain two data points. Here, we focus on data-
sets at under-coupled biases, where the time traces are approximately
step functions, to reduce the fit sensitivity of x and improve that of y..
We find y, = 27 x (48%5 MHz) > Ky, indicating that the switch-
ing time is at most 3.2 = 0.4 ns.

Finally, the coupler’s ability to isolate the cavity from other
microwave signals that might be present if this device were embed-
ded in larger microwave network is also characterized by the cavity
frequency shift induced either by an input signal from the measure-
ment port or photons stored in the cavity. We characterize this self-
Kerr effect by measuring I" and extracting the cavity frequency shift
A, caused by increasing the power in the probe tone above its low
power limit. We determine the resonance frequency in these high-
power reflection measurements as that frequency for which
04T (w)/dw is maximum. The result is shown in Fig. 3. These data
are measured with the coupler bias tuned to critical coupling such
that the number of photons # in the cavity is n = Py, /(khiw), where
P, is the incident power at the output port, calibrated by dividing
the attenuation of the lines from the microwave power injected into
the cryostat. Thus, the Kerr shift can also be expressed in terms of
the number of cavity photons as —0.0420.02 Hz/photon. For opera-
tions using 1000 photons, the shift in the resonant frequency is still
small compared to a linewidth. This compares favorably to other
dynamic coupling implementations, which generally have>1
kHz/photon self-Kerr.'"""

In conclusion, we have demonstrated an interface integrating a
loop antenna and a coupling element that connects to a cavity, which
has several desirable properties as building blocks for modular
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FIG. 3. Measurements of coupler induced self-Kerr. We measure the cavity fre-
quency shift from its low power limit A at different signal powers (blue). A fit on the
linear region is shown as the dashed orange line. At higher power, the resonator
becomes bistable, deviating from the linear behavior.
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TABLE I. Performance summary.

1.28 £ 0.01 kHz
1.96 = 0.06 MHz

Loss and residual coupling
Maximal coupling

On/off ratio 1130 = 40
Switching time <32=*04ns
Self-Kerr -0.04 £ 0.02 Hz/photon

quantum networks (Table I). To that end, we envision extending this
work by integrating multiple coupling elements onto one chip and cre-
ating a small quantum network with a few cavities, made monolithi-
cally, and connected by inserting such a chip into all of them
simultaneously. We anticipate that desirable features demonstrated in
this work can be preserved in such a scheme, indicating progress
toward a larger, modular quantum network.

See the supplementary material for the device photo and wiring
diagram, analysis on the coupling scheme, loop antenna design, uni-
form bias tuning steps, and transmission measurements.
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