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Abstract— As wireless sensing and communications technolo-
gies continue to advance, the limited bandwidth in the microwave
and millimeter-wave spectra has sparked new research in
improved spectrum efficiency. Microwave radar sensors have
seen considerable use as a noncontact sensor but contribute to
spectrum congestion when many radar sensors are placed in
one environment. Furthermore, traditional radar sensors pose
security concerns since their illumination signals can be detected
or spoofed. Passive sensing has demonstrated the potential
to detect millimeter-scale (mm-scale) motions using ambient
signals, but recent works have so far been limited to one- or
two-channel systems incapable of determining the angle of a
target with sufficient resolution. In addition, noise and clutter
effects on passive sensing and beamforming models have not
yet been considered, which creates performance limitations in
passive sensing when no signals originate onboard. This article
proposes a passive radar beamforming architecture that can sense
and simultaneously determine a target’s angle using 16 digital
beamforming channels and a third-party microwave transmitter.
The proposed architecture leverages a custom radio frequency
front end to downconvert received signals to a baseband and a
fast-startup baseband amplifier to allow for rapid measurements
of low-frequency signals after powering the radar. The theory
of passive radar beamforming is provided along with noise
and clutter models to model the performance of beamforming
passive sensing systems more accurately. The design procedure
for the radio frequency front end and beamforming array are
provided to ensure adequate performance of the final array. The
experimental results show that the radar is capable of accurately
measuring the angle of a cooperative transmitter in a controlled
environment, as well as the respiration frequency and angle of a
human target.

Index Terms— Beamforming radar, Doppler passive radar,
passive radar design, passive sensing, radar, receiver, RF front
end.

I. INTRODUCTION
ICROWAVE radar sensing uses the phase delay and
Doppler frequency shift of traveling electromagnetic

Manuscript received 15 February 2024; revised 10 April 2024;
accepted 14 April 2024. This work was supported by the National Science
Foundation (NSF) under Grant ECCS-2030094. This article is an expanded
version from the IEEE Radio & Wireless Week, San Antonio, TX,
USA, January 21-25, 2024 [DOI: 10.1109/WiSNeT59910.2024.10438569].
(Corresponding author: Aaron B. Carman.)

The authors are with the Department of Electrical and Computer
Engineering, Texas Tech University, Lubbock, TX 79409 USA (e-mail:
aaron.b.carman @ttu.edu; changzhi.li@ttu.edu).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TMTT.2024.3391062.

Digital Object Identifier 10.1109/TMTT.2024.3391062

(EM) waves to detect target parameters such as distance
and motion wirelessly [1]. Many radars that are used today
leverage active radar architectures, meaning that the sensor
transmits a dedicated signal to illuminate a target and
compares the reflected waves to the known reference. Based
on these architectures, microwave radar has been used in
many applications such as vital-sign detection [2], [3], [4],
gesture recognition [5], automotive sensing [6], [7], [8], and
smart-infrastructure technologies [9], [10]. Furthermore, as the
Internet of Things (IoT), autonomous vehicles, and smart
healthcare technologies continue to advance, the number of
deployed radar sensors continues increasing to address a
variety of applications in day-to-day life [11]. As a result,
active radar can experience difficulties when scaling due
to interference issues among sensors within the same area.
This becomes especially true as the EM spectrum becomes
more congested, and engineers begin focusing on advanced
techniques to share and minimize spectrum usage. In addition,
active radar systems can create security concerns since the
radar’s illumination signal can be detected and spoofed to
confuse the radar sensor [12].

Passive radar sensing, on the other hand, leverages ambient
EM waves to accomplish target detection [13]. As a
result, interference issues can be removed entirely while
conserving power and cost due to the lack of transmitters
in passive sensors. Traditionally, passive radars relied upon
large, high-power illuminators of opportunity such as digital-
audio [14] or digital-video broadcast [15], [16] towers to
detect the distance of targets with multichannel receivers
to isolate the reference and surveillance signals. Enabled
by trends in software-defined radio and the proliferation of
ubiquitous wireless signals, however, recent years have seen
considerable interest in using passive radar for close-range
sensing. Existing techniques for passive radar sensing can
be broken down into two primary approaches: software- and
hardware-enabled.

Software-enabled approaches leverage the capabilities of
modern transceivers such as Wi-Fi access points or software-
defined radios to measure the motions and positions of
targets. Some approaches leverage the Wi-Fi protocol’s
signal metrics including channel state information (CSI)
[17], [18] and received signal strength (RSS) [19], [20]
to monitor small motions indoors for applications such
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as sleep studies [21]. Furthermore, Wi-Fi has been used
to localize targets with centimeter-level precision by using
a broad bandwidth and multiple access points [22], [23].
Other approaches have leveraged software-defined receivers
to detect targets using advanced Wi-Fi signal processing in
several applications including automotive [24], [25], human
and drone localization [26], [27], and home healthcare [28],
[29], [30], [31]. Reference-free approaches have been
used to detect motions without a known reference [32],
[33]. Beamforming techniques have also been used to
provide angular information [34]. These approaches, however,
rely heavily on commercial Wi-Fi transceivers or signal
demodulation to extract target metrics, increasing cost and
size compared to bespoke hardware-enabled solutions and
potentially introducing resource competition between sensing
and communications hardware.

New hardware architectures have allowed for millimeter-
scale (mm-scale) motion detection leveraging noncooperative
illuminators using architectures like those of traditional active
radars. Injection-locked techniques have been shown to be able
to extract target motion information using the injection-locking
and injection-pulling effects in microwave oscillators [35],
[36], [37], [38]. The results of these studies showed that
human gestures [35], [37] and vital signs [36], [38] could
be detected with custom systems. Other works have shown
the ability to detect target motion without using an injection-
locked oscillator, instead leveraging a custom mixer to achieve
downconversion [39], [40], [41]. The systems were shown
to be able to detect mm-scale motions [39], [41], human
vital signs [40], and gestures [40] using signals in the
2.4- [39], [40] and 5-GHz [41] Wi-Fi bands. In addition,
a beamforming study using this architecture was conducted
using two collocated 5-GHz passive radars [42]. However,
the study in [42] did not leverage a high number of receiver
channels to achieve a practically small angular resolution.
Furthermore, the study did not use human targets to detect
metrics such as respiration rate, instead adopting an ideal test
setup. Finally, nonideal effects were not considered, which can
impact the performance of a passive sensor since no signals
originate onboard. In this article, a 16-channel beamforming
passive radar sensor is presented that operates in the 5-GHz
Wi-Fi band to detect small motions with a high degree of
angular resolution. The proposed sensor integrates all RF and
baseband hardware onboard and leverages a USB link for data
processing to determine target angle and motion frequency.
This is illustrated in Fig. 1 where the target angle is shown in
Fig. 1(a) and the corresponding motion frequency in Fig. 1(b).
In addition, the impacts of stationary clutter are analyzed
to evaluate the impacts of clutter on passive radar motion
sensing.

The rest of this article is organized as follows. Section II
provides the theory of beamforming passive radar and
analyzes the impacts of nonidealities on motion sensing and
beamforming. A simulation study is performed to visualize the
impacts of target location, transmitter location, and nonideal
effects. Section III discusses the design procedure used to
develop the custom beamforming passive radar. Section IV
presents the experimental results in a controlled setting and a
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Fig. 1. Example passive sensor used to detect (a) target angle and (b) motion
frequency simultaneously. The 16-channel linear array of antennas allows
for the detection of target direction while Doppler processing shows motion
frequency in the target’s direction.

realistic respiration detection scenario. Conclusions are then
drawn in Section V.

II. PASSIVE RADAR THEORY

In contrast to traditional active radar techniques, passive
sensing relies on ambient EM energy to extract the physical
characteristics of targets, removing the need for a dedicated
illumination signal. As a result, however, the signal models
used in monostatic active radar setups must be modified to
account for new effects introduced by the bistatic geometry.
This is shown in Fig. 1, where a Wi-Fi access point generates
EM energy that creates two paths for received energy: a direct
path between the transmitter and radar shown by drx, and
an indirect path where energy is radiated to the target shown
by drx—r then scattered in the direction of the radar shown
by dr. The direct path can act as a constant reference since
its distance is not modulated, while the indirect path encodes
the target’s physiological movements, which is used to extract
motion frequency.

A. Beamforming and Signal Models

Conventional beamforming techniques rely heavily on
analog phase shifters in the transmit and receive signal paths,
digital weighting of independent receiver channels, or a hybrid
implementation of the two techniques to effectively isolate
responses in a cluttered environment and estimate the angle
of arrival for a reflected signal. In analog beamforming,
a necessary requirement for the phased array is that the phase
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shifts should only be applied to the onboard reference to
generate a relative phase shift between signals. In passive radar
systems with no onboard oscillator, however, it is not feasible
to apply a phase shift to only one of the two received signals
as both originate off-board and occupy the same bandwidth.
As such, analog beamforming cannot be reasonably performed
in the proposed system as it is not possible to create
a relative phase shift between the direct and modulated
signal paths.

Digital beamforming removes the need for analog phase
shifters by performing all relative phase shifts in the digital
domain. The baseband output of an interferometry system is
well-known and by the simple synthesis of an appropriate
weighting vector, it is possible to perform beamforming in
an entirely digital fashion [43]. Many techniques published
in the literature, however, leverage onboard local oscillators
(LOs) to provide a known reference signal that is independent
of the receive channel (i.e., the LO signal is assumed to
be equal in amplitude and phase at every receive channel).
Passive sensing, on the other hand, does not use an oscillator
and relies exclusively on the path length difference between
the unmodulated and phase-modulated signals to produce
a baseband response. As a result, the signal models for
passive sensing are more complex. For a single passive
sensing receiver, the normalized transmit and two received
signals from an illuminator of opportunity and target can be
represented as

T(t) = cos2r f.1) (1)
R (t) < cos(2m f.t — kdTx) 2)
Ry (1) o cos2m fot — kldtx—1(t) + d1(1)]) 3

respectively, where k = 2w /A is the propagation phase
constant, drx is the distance from the transmitter to the
radar, and drx_t + dr is the sum of distances between
the transmitter and target and the target and radar [44].
Note that the received signals in (2) and (3) are shown in
their normalized form to focus on the beamforming aspect
of this work. In reality, R; and R, can differ significantly
in amplitude and have large impacts on the design of the
receiver, as shown in [40] and [41]. Fig. 1 provides an
illustration of the distances in (1)—(3) in the context of a
motion-sensing application. In the proposed passive sensing
system, the received signals drive a nonlinear element such as
a diode to accomplish frequency mixing. After Taylor series
expansion of the nonlinear response and low-pass filtering,
the baseband response can be written using the following
equation:

xgB(t) o cos(kldrx—t1(t) + dr(t) — drx]). 4

If, however, multiple receive antennas are considered as part
of a digital beamforming system, this baseband response is
modified to account for the slight path differences between
adjacent channels. Using the theory from [42] and assuming a
sensor with N receive elements numbered from 0 to N — 1,
the two received signals and corresponding baseband response
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Fig. 2. (a) Passive radar beamforming setup. (b) Dependence on target

position can be seen, where a changing target position creates a varying
response. (c) Dependence on transmitter position can be seen, where a
changing TX location changes the position of the “ghost” target.

at the nth element may be represented as

R (t) = cosQm f.t — k[drx + ndcos(0)]) 5
Ry(t) = cos(2m fot — kldrx—1(t) + d1 (1) + ndcos(B)]) (6)

xgB (1) o cos(k[drx1 + dr — drx — nd(cos(9) — cos(8)])
= cos(k[drx—T + dr — drx] — nyr) (7

where 6 and § are the angles to the noncooperative transmitter
and target, respectively, d is the distance between antenna
elements, and ¢ = kd(cos(f) — cos(f)) represents the
impacts of the phase shifts of both the direct and modulated
signals. An illustration of these angles and antenna distances
is provided in Figs. 1 and 2(a), where it is seen that the
direct and indirect signals both experience a phase shift
between elements. When compared to the case of active
radar, where it is assumed that an onboard oscillator provides
a signal that is equal in phase to all receiver channels
(i.e., 8 = 90°), (7) reduces to the well-known equation for
the relative phase of baseband signals in a receiver array.
A weighting vector can then be synthesized to compensate
for the effects of ¥ and determine the response in a particular
direction. This process can be repeated for multiple values of 8
(and therefore 1) to visualize the angles that produce a maxi-
mum response, thereby providing a visualization of the target’s
direction.

It is important to note that, if the location of the
illuminator of opportunity is unknown, (7) contains two
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unknown variables 6 and 8 and will induce a constant error
in the angle-of-arrival estimation. As such, it is critical to the
operation of the beamforming system to know the relative
angle of the transmitter with respect to the radar [42]. In many
cases, however, the transmitter position will remain in a fixed
location. As a result, this error can be removed through
a one-time calibration. Furthermore, since the proposed
system cannot employ quadrature demodulation, additional
ambiguity is introduced in the baseband signal that ultimately
creates a “‘ghost” target after beamforming. Beginning
from (7), the baseband signal can be rewritten using Euler’s
formula as
eJkd—jny _ ,—jkd()+jny

xpp(t) = ) ®)

where d(t) represents the time-varying component of the
baseband signal created by target motion. If a beamforming
weight of e/"¥ is applied, the left component constructively
interferes to produce a large response in the beamforming
spectrum. If, however, a value of e /*¥ is applied during
beamforming, the right component of (8) constructively
interferes to produce a large response, creating the “ghost”
target due to the lack of I/Q information. In addition,
since the periodic motion d(¢) induces positive and negative
frequencies after beamforming, it is not possible to distinguish
the real target based on the sign of the resulting motion
frequency.

To visualize these effects, a simulation study is conducted
where the target and transmitter position is varied. For the first
study, the target angle 8 is simulated at 80°, 125°, and 30°,
with the transmitter at a fixed position of 90°. The results of
these effects are shown in Fig. 2(b) along with the previously
known target locations, where the true target position and
“ghost” target positions are seen to move in the beamforming
output proportional to the true position. A second study is
then conducted with a fixed target at 80° and the transmitter
angle 0 set to 60°, 90°, and 110°. The results of this study
are shown in Fig. 2(c), where, to measure the target’s true
position, the transmitter position must be known in each case.
In addition, it is also shown in Fig. 2(c) that the position of
the “ghost” target can be modified by changing the location
of the transmitter, providing a route for accurate detection by
selecting the location of the transmitter and radar such that the
“ghost” target angle lies outside the boundaries of the sensing
environment.

B. Noise and Clutter Effects

Compared to active monostatic radar systems, where the
illumination signal originates onboard, the outputs of passive
bistatic radar are inherently lower in magnitude due to
several reasons. First, as was described in [41], the radar
cross section (RCS) of a target for bistatic passive radar is
heavily dependent on the specific arrangement of the sensing
environment. If, for example, a target is directly between
the transmitter and passive radar receiver, very little of the
signal encoding target motion is received by the sensor.
Second, since a great majority of energy may be scattered
away from the passive radar, large clutter could create strong
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Fig. 3. Passive sensing noise and clutter simulation block diagram. All
multipaths containing target motion information are considered, along with
environmental and circuit noise. (a) Ideal results are degraded after considering
the impacts of (b) noise and clutter.

responses during the angle-of-arrival estimation that obscure
the true target due to multipath reflections. Finally, since
the reference signal originates offboard and is subject to
path loss described by the Friis equation, the magnitude
of the reference signal may not be sufficient to drive the
downconversion mixer, increasing the conversion loss. As a
result of these effects, the inclusion of clutter (and thereby
multipath) and noise effects is extremely important when
modeling the performance of passive radar beamforming
systems.

To evaluate the impacts of nonidealities on passive sensing
performance, noise and clutter models are introduced to
previously develop passive sensing models, with an overall
simulation diagram including key parameters shown in Fig. 3.
Noise is modeled as white additive Gaussian noise occupying
the frequency bands of interest and added in the RF front end
and baseband circuitry with considerations of environmental,
thermal, and flicker noise. Stationary clutter creates strong dc
outputs due to multipath reflections from the transmitter to the
clutter then to the receiver that must be mitigated in dc-coupled
systems. In addition, the signal scattered by the target can
also experience multipath effects, as illustrated in Fig. 3. If an
ac-coupled system is considered, however, the dc response
produced by transmitter—clutter—receiver multipath is rejected
before being digitized. The transmitter—target—clutter—receiver
multipath, on the other hand, includes ac information that
will not be filtered before digitization and signal processing,
which can impact beamforming if the multipath signal is
stronger than the reflected signal. Coupled with the fact that
a target may naturally scatter more energy in the direction of
a strong clutter, the impacts of strong clutters and multipath
can have a large impact on angle estimation, especially if the
multipath signal is stronger in magnitude. In a similar case,
the presence of multiple transmitters can introduce similar
impacts after beamforming. Expressions for received power
from targets and clutters are updated in this work to account
for the multipath effects in passive sensors. Fig. 3 can be
used as a reference to illustrate the distances mentioned in
this derivation. In the case of power received from the ith
target, the following expression is used to account for the
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bistatic geometry:
_ PrxGrxGrxor(i)\?
- 3 . .
(4 ) diy_ 1 (D)dF (i)
where Prx is the transmit power, Grx and Ggrx are
the transmit and receive antenna gains, respectively, ot(i)
is the RCS of the ith target, A is the free-space wavelength
of the carrier, and dyx_.t and dr are the ith target’s
transmitter—target and target-radar distances. In the case of
clutter, a second equation is developed as part of this work. In a
similar derivation to the radar equation, the power reflected by

the ith target in the direction of the jth clutter is represented
as

€))

RX

PrxGrxor—c(i, j)
drdiy 1)
where op_,.c is the RCS value that characterizes the amount
of power reflected toward a given clutter. The value of or_.c
in this equation is not equal to the value of or in (9) since
a target may naturally scatter more energy in one direction.
Considering the RCS of the clutter, the free-space path loss
from the clutter to the sensor, and the sensor’s antenna
gain, the power received due to the clutter at the sensor is

represented as

_ Scoc(i, P)¥* _ PrxGrxoroc(, j)oc(, j)

@mdg  (m) dix Dol HA)
where oc is the RCS that relates the amount of power from
the ith target reflected by the jth clutter, and dy_.c and dc
are the jth clutter’s target—clutter and clutter—radar distances.
In the case of multitarget/clutter scenarios, this equation can
be expanded to evaluate the impacts of multiple targets with
multiple clutters. The angle of arrival may also be considered.
The closed-form solution for the received signal at the nth
channel is given as

Pr.c = Storsc = (10)

(1)

Nr
vrx (f) Z V Prx (i)cos(kAdr(i)ny (i)

i=1
Nr N

+ D> VPeli, jicoskAdei, jnyr(j))  (12)

i=1 j=1
Adc = drx—t + dr—c +dc — dx
Adr = drx—1 + dr — drx

(13)
(14)

where Adc is the path length difference between the
transmitter—target—clutter—radar path and the direct path shown
in (13), Adr is the path length difference between the direct
and transmitter—target-radar paths in (14), drx is the distance
from the transmitter to the radar, and i is the phase shift
between antenna elements. Note that both Adc and Adr
encode target motion, highlighting the impact of static clutters
if Pc is close to or greater than the magnitude of Pgrx.

The impacts of stationary clutter on sensing a target moving
with a 2-cm amplitude at 45° can be observed in Fig. 3. In the
ideal case shown in Fig. 3(a), only the target and “ghost” target
produced by the lack of //Q data can be seen. In the nonideal
result in Fig. 3(b), which includes a large clutter at 90° and
20 evenly distributed clutters in the surrounding environment

such as walls, furniture, and appliances, the ideal results in
Fig. 3(a) are modified considerably. Primarily, the impacts of
the large clutter at 90° creates an elevated noise level in that
direction, while the distributed clutters raise the baseline noise
levels outside the direction of the target.

It is worth noting that, in addition to the effects of
clutter and noise detailed above, the presence of additional
nonidealities such as multiple transmitters or varying data
modulation techniques can have further impacts on the final
beamforming results. As a result, the specific nature of a
sensing environment should be evaluated to determine if
the presence of multiple transmitters or severe multipath
effects could have a negative impact on passive radar
beamforming.

III. BEAMFORMING PASSIVE SENSOR DESIGN
A. Substrate Model

To verify the proposed theory in a rigorous fashion,
a l6-element 1-D beamforming passive sensor is developed
based on the architecture first proposed in [39] to operate in the
5.8-GHz industrial, scientific, and medical (ISM) band. The
system is developed on ISOLA FR4 substrate, which reports
a dielectric constant of 4.3 and a loss tangent of 0.019. These
metrics, however, are not measured in the band of interest and
lead to inaccuracies in development. Ultimately, a dielectric
constant of 4.8 was used during development as this provided
better agreement between simulated and experimental results.

B. Array Design

To perform effective beamforming and angle-of-arrival
estimation without introducing grating lobes, adjacent antenna
elements in the linear receive array should be placed a
maximum of A/2 m from each other. This is not a requirement
as many works have demonstrated effective beamforming
using nonuniform arrays where adjacent antenna elements can
be separated with distances greater than A/2 [25], [45], [46].
For this work, however, the passive radar receiver array will be
designed with all antennas uniformly spaced with a pitch less
than A/2. As was mentioned in Section III-A, the beamforming
passive radar is designed to operate in the 5.8-GHz ISM
band with an associated free-space wavelength of 51.72 mm.
As such, the passive radar receiver array is designed with an
element pitch of 25 mm to provide a margin of error to support
manufacturing tolerances.

To provide the maximum beamforming angular resolution
while simultaneously ensuring a practical sensor size for
experimentation, the beamforming passive radar developed
in this work is designed with 16 independent receiver
channels. Furthermore, to simplify the physical layout of the
beamforming passive radar, all receiver components including
the antenna, RF front end, and baseband amplifiers will be
designed with a physical width of less than 25 mm. If this
criterion is met, the physical layout can be accomplished
by simply tiling each unit receiver with the appropriate
spacing, without introducing the potential for inadvertent
short circuits. Supporting electronics that are not repeated for
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every unit receiver such as power conditioning and analog-to-
digital converters (ADCs) are individually routed. In addition,
several test structures are included onboard to allow testing
of individual receiver elements without the effects of mutual
coupling between adjacent array elements.

C. Antenna Design

To measure the ambient EM energy, an onboard antenna
element is developed and used for each element in the receiver
array. The design of the antenna is nontrivial since many
competing metrics introduce tradeoffs that must be considered
during design. Primarily, the relationship between the antenna
aperture and pitch must be considered, as an increase in the
antenna aperture of an array element can improve the receiver
sensitivity while also increasing the pitch between receiver
elements. Furthermore, since the passive sensor is developed
to accomplish 1-D beamforming, a wider beamwidth for array
elements is desired in the beamforming plane to maximize the
field-of-view (FOV) of the sensor. As a result, to preserve the
half-wavelength spacing between elements and support a large
FOV, a series patch antenna is used to increase the antenna
aperture by adding more elements vertically, while maintaining
a sufficiently small horizontal width that supports a half-
wavelength pitch between elements. The series patch antenna
is designed using Applied Wave Research (AWR) Axiem to
find dimensions that produce sufficiently low reflection at the
desired operating frequency. Following this step, the antenna
dimensions are then optimized to provide a good input match
and an acceptable radiation pattern for 1-D beamforming.
The simulated and measured antenna characteristics after this
optimization are shown in Fig. 4. From the graph in Fig. 4(a),
the reflection coefficient at the 5.8-GHz center frequency is
seen to be sufficiently low for experimental testing while the
radiation pattern in Fig. 4(b) highlights the wide beamwidth
in the H-plane and the narrower beamwidth in the E-plane
due to the series patch elements.

D. RF Front End

The RF signals detected by the antenna array are quite small
in magnitude, and as such require amplification to drive the
mixer into its nonlinear operating region. To highlight this,
a bistatic case is considered with the transmitter, target, and
radar at each vertex of an equilateral triangle with 2-m side
length and a transmit power of 15 dBm, antenna gains of
8 dBi, and a target RCS of 0.1 m?. Using (9) and the free-
space path loss formula, the signal received directly from
the transmitter is —22 dBm, while the signal encoding target
motion is only —49 dBm. As a result, amplification is needed
to ensure sufficient downconversion. To address this need,
a discrete LNA is developed using the BFP740ESD transistor.
The LNA is designed using AWR design environment to
perform the input and output matching as well as find an
optimal tradeoff between noise figure and gain. Intuitively,
a low noise figure may be necessary if the received signals are
sufficiently weak compared to environmental and electronic
noise. Reducing the noise figure, however, can have the effect
of reducing the transducer gain of the amplifier, which can
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the omnidirectional pattern in the H-plane and narrower beamwidth in the
E-plane.

create problems in the passive architecture when the signals
are relatively weak in power. Primarily, since no RF signals
originate onboard, the received signals must be sufficiently
amplified to produce nonlinearity at the mixer. As a result,
during the design of the RF front end, the transducer gain
is prioritized over the noise figure of the LNA. Furthermore,
the proximity of the transistor’s pins combined with the thick
substrate introduces coupling effects that must be accounted
for. As a result, the system is first simulated using closed-
form models for planar transmission lines, then extracted using
AWR Axiem to account for coupling. After extraction, the
stability of the amplifier decreased, requiring a gain reduction
to prevent oscillation.

In addition to the LNA, a one-port mixer is developed to
convert the two received signals into a single baseband output
that can be used to detect motion and perform beamforming.
Since the mixer does not require an LO and RF port, the
design of the mixer is comparatively simple. The BAT2402-
LS diode from Infineon, Neubiberg, Germany, is used to
provide the nonlinearity needed for downconversion, along
with passive components and transmission line structures to
provide an improved match to the LNA output. Like the design
of the LNA, closed-form models for input and output matching
networks are first leveraged to obtain a first-order solution.
EM extraction is then performed to account for second-order
effects. During this process, the BAT2402-LS operating point
is also swept to find a biasing point that provides an acceptable
combination of low conversion loss at the power levels of
interest and a good impedance match to the output of the
LNA. It is worth noting that, since the RF front end is a custom
design for this work, the LNA output port and mixer input port
do not necessarily need to be matched to 50 Q2. As a result, the
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Fig. 5. RF front-end schematic and fast-start amplifier circuit in each of the
16 receiving channels. The LNA amplifies the RF signals to drive the custom
mixer to downconvert the received signals to the baseband. The fast-start
circuit allows rapid charging of Cy, shortening the startup time of the amplifier.

output impedance of the LNA and the input impedance of the
mixer can be modified to allow for improved power efficiency
and performance in the RF front end. Furthermore, since none
of the signals used in downconversion originate onboard and
both occupy the same narrow bandwidth, I/Q demodulation is
not possible with existing architectures. As a result, the output
signal from the mixer, represented in (7), contains only the in-
phase component of the RF signal. This ultimately introduces
ambiguities due to the symmetry of the cosine function and
prevents perfect reconstruction of the target motion. The final
RF front-end design is shown in Fig. 5, with the LNA and
single-diode mixer sections highlighted with accompanying
passive components.

To characterize the ability of the RF front end to amplify
the received signals and downconvert to the baseband, a two-
tone test setup is used. An RF front-end test board consisting
of the LNA and the single-diode mixer is fed with two
5.8-GHz signal generators that are offset in frequency. This
frequency offset creates a constant IF output frequency
after downconversion, allowing for rapid measurement of the
output voltage amplitude. To improve the accuracy of the
measurements, a simple baseband amplifier with a known gain
is used to amplify the mixer output signal. The voltage of both
tones at the RF front-end test board input port is swept, and
the output peak-to-peak voltage is recorded after amplification.
The results are then decoupled from the baseband amplifier’s
gain to characterize the RF front-end’s ability to amplify and
downconvert signals. The 2-D interpolation is then used to
create Fig. 6. From the results, the output voltage shows a
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Fig. 6. RF front-end two-tone downconversion results. Like traditional mixer
design, a higher input voltage at the RF front-end input port creates more
nonlinearity and improves the conversion gain of the RF front end.

dependence on both input tone signal strengths, highlighting
the importance of RF gain to drive the mixer for sufficient
downconversion. If, for example, a lower received signal
power is expected, more RF gain can be added to the
system to ensure that enough conversion gain is provided at
the mixer.

E. Baseband Amplifier and Digitization

After downconversion to the baseband, the radar output
signal is on the order of mV. Direct sampling is feasible
with modern ADCs but requires careful design to ensure
low noise levels and effective sampling. Instead of relying
on precision ADCs, a more effective solution would be
to leverage baseband amplifier architectures to increase
the amplitude of the radar’s output signal to acceptable
levels. AC-coupled designs are typically leveraged since
the radar’s dc output could be orders of magnitude larger
than the signal of interest. Baseband amplifier design for
low-frequency signals such as those produced by human
activities comes with inherent tradeoffs, however, primarily
between lower cutoff frequency and startup time. This is
a result of the inverse relationship between the formulas
for lower cutoff frequency and time constant, which are
given in (15) and (16), respectively, where R; and C; are
the values of the input capacitor and resistor, respectively,
as shown in Fig. 5. From the equations, it can be seen that
a short-time constant correlates to a high cutoff frequency,
which is detrimental when the frequencies of interest are
less than 1 Hz

1 1
fe RC ~ 1 (15)
T = R1C1. (16)

Many previous works have leveraged modern software capa-
bilities [47] or dc-coupled adaptive amplifier architectures [3],
[48] to remove the dc component of the received signal
while amplifying the ac signals of interest. These techniques,
however, require many new hardware components to be
added or require more advanced signal processing. Instead of
leveraging these techniques, the fast-start baseband amplifier
architecture in [49] is used due to its simplicity and low
cost compared to other designs. The architecture is shown in
Fig. 5, where the included fast-start diodes provide a path for
rapid charging upon startup. Using the architecture, the startup
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Fig. 7. Final beamforming passive radar block diagram and fabricated device.
The 1-D structure of the unit element allows for tiling to be used to simplify
the layout, so long as the unit element width is less than 25 mm.

time of the radar’s baseband amplifiers can be shortened
considerably. On the other hand, since accurate displacement
reconstruction is not possible with the proposed architecture
due to the lack of 1/Q data, dc components created by target
motion are not required to be preserved, making the employed
fast-start architecture an ideal solution for this radar. A pair of
RB520CM-60 Schottky diodes are used to provide the desired
fast start, and the proceeding amplifier stages are configured
to provide 40-dB total baseband gain. The final stage of each
baseband amplifier configured as a unity gain buffer to provide
a low output impedance to the ADC.

After baseband amplification, the amplified signals are
digitized using the ADS7953 ADC from Texas Instruments,
Dallas, TX, USA. The ADS7953 was selected due to its
high maximum sampling rate of 1 MS/s, 12-bit precision, and
16 input channels, which allows for the radar output signals to
be digitized with sufficient precision and speed for future batch
processing without needing multiple ADC chips in parallel.
It is important to note during design that the ADC maximum
sampling frequency is shared among all channels. As such,
if each channel is sampled equally, the maximum per channel
sampling rate is 62.5 kS/s. The ADC is programed via a
serial peripheral interface to automatically step through each
of the 16 radar outputs. The ADC output is then stored by
an Espressif Systems ESP32-S2 microcontroller development
board and sent to a computer through a universal asynchronous
receiver-transmitter (UART) interface. The output data are then
recorded by the computer for bulk processing. The final radar
block diagram can be seen in Fig. 7, with key components
highlighted to show how the radar elements can be tiled if the
unit widths are sufficiently small.
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IV. EXPERIMENTAL SYSTEM RESULTS

To evaluate the system-level performance of the developed
beamforming passive sensor, two experiment strategies are
employed. First, to provide a controlled test that is decoupled
from the scattering characteristics of a real target, two
cooperative continuous wave (CW) microwave sources are
used to induce a known and well-controlled response in the
baseband signal. This controlled experiment will ultimately
allow for an initial assessment of the beamforming model’s
performance with a higher number of channels compared to
previous works, while also minimizing the impacts of noise,
clutter, and target characteristics which may be cuambersome to
measure otherwise. Following this first experiment, a second
series of experiments is used to determine the passive radar’s
performance in a respiration rate measurement scenario, where
a real human target’s respiration rate can be measured along
with the target’s angle relative to the radar sensor. Before
experimental testing, the radar is characterized in situ to
establish operating parameters. The antenna realized gain is
found to be approximately 4 dBi, with a half-power beamwidth
of 74° in the H-plane and 30° in the E-plane. The RF front-
end gain is found to range from —20 to 42 dB in the operating
region of interest, depending on the input signal strengths. The
simulated noise figure of the LNA and mixer are found to be
2.6 and 15 dB, respectively.

A. Experiment With Cooperative Sources

For the initial experiment, two cooperative microwave
sources along with accompanying antennas are leveraged to
create a known baseband response. One source emulates the
direct signal from a noncooperative transmitter to the passive
radar receiver and will be called the “direct source.” The
other transmitter is synchronized to the direct source and is
offset in frequency to produce a known baseband response
like that of a moving target. This transmitter can then be
placed at different locations to assess the angle-of-arrival
estimation performance. As such, the second transmitter will
be called the “target source.” Both sources transmit signals
in the 5.8-GHz ISM band at a power level of 10 dBm.
The frequency offset for this experiment is 2 Hz. When
enabling both the direct source and target source, the passive
sensor will receive two signals that, after downconversion,
produce a sinusoidal baseband response with a frequency
equivalent to the frequency difference between the two
sources. As the target source is physically moved in the
sensing environment, the response after beamforming is
expected to change due to the relative phase difference
between adjacent elements. At each step, the passive radar
collects and stores the corresponding baseband data for bulk
processing. The data are then compared against simulation
results to verify the accuracy of the proposed models in a high
angular resolution system and reveal nonidealities present in
the sensor.

To reduce the impacts of human measurement error, a grid
layout is used for this experiment, illustrated in Fig. 8 by
a top—down illustration and an image of the experimental
setup. In this layout, the passive sensor is the origin, while
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Fig. 8. Controlled experimental setup. The grid layout allows for precise
angle measurements using trigonometric functions, reducing the impacts of
human error on ground-truth angle measurement.

the direct and target sources maintain a constant y-coordinate
of 1.5 m. The direct source is held at the 90° direction for
this case, and as such remains fixed at the (0 m, 1.5 m)
coordinate. Due to the sizes of the transmitting antennas,
the target source is first placed at a coordinate of (0.3 m,
1.5 m), and its x-value is increased by 0.1 m for each
experiment until reaching 1.5 m. This corresponds to an
angle-of-arrival sweep from 79° to 45°, with a total of
13 steps. A sample of angle-of-arrival measurements is given
in Fig. 9(a)—(d), where it is seen that the measured results
show a high degree of agreement with the simulation results.
In all cases, the noise levels outside of the main lobe are at
least 20 dB smaller in magnitude compared to the response
induced by the target source. In addition, the phase error
of the received signals is shown in Fig. 9(e) as a box and
whisker plot. Although the recorded phase error reaches a
maximum of 51°, it can be shown that this corresponds to
a relatively low angle error and can be explained by human
error and the relatively low precision with which ground-
truth angles can be measured in the experimental environment.
To provide a more useful and intuitive measure of the
sensor’s accuracy, the maximum phase error can be converted
to a corresponding target angle error. The phase error can
be written as

A¢ = (N — Dkd(cos(0) — cos(6)) (17)
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Fig. 9. Cooperative microwave source experimental results. (a)—(d) Results
show good agreement with simulated results for a target in the same position,
while (e) phase errors that result in a low angle-of-arrival error compared to
ideal values.

where 0 is the measured target angle and 6’ is the target’s
true angle. In (17), all values except 6’ are known or
measurable. After algebraic manipulation, the angle error
can be expressed as

SRR A
A0 =0 —6 =acos| — +cos() ) — 6. (18)
nkd

The angle error can also be found directly by comparing
the largest peak after beamforming to the target’s measured
angle, allowing for a comparison between the calculated values
in (18) with the experimental results. Both the measured
and calculated angle errors can be found in Fig. 9(e),
where it is seen that despite the larger phase deviations
present between receivers, the corresponding angle errors are
quite low.

It is worth noting that, compared to previous works, the
results in Fig. 9 show no clear ambiguity or “ghost” targets
compared to the results in Fig. 2 or 3. This is a byproduct
of the use of cooperative sources, and the fact that the output
in such an experiment is a perfect continuous sinusoid with a
periodic phase delay between elements. Beginning from (8),
the received baseband signal equations can be modified to
account for the frequency difference between the two tones.
The new baseband signal equation is then

QI Af1=jny _ g jAft+jny

2

xpp(t) = (19)
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Fig. 10. Impact of Af on beamforming results. Although there appears to be
no ambiguity, changing the sign of Af can change the beamforming results
without physically moving the target.

where Af is the frequency difference of the two microwave
tones. After applying the beamforming weights e/"V, only
the positive frequency component remains. If, however, the
beamforming weights e~/"¥ are applied, only the negative
frequency component remains. Coupled with the fact that the
beamforming algorithm measures only positive frequencies
when determining target location, the use of cooperative
sources removes the previously seen ambiguities. Accurate
angle measurement, however, relies upon knowing whether
the frequency difference between two sources is positive
or negative. If, for example, the Af is changed from
+2 to —2 Hz, the measured angle would be mirrored
around 90° since the beamforming algorithm measures positive
frequencies. This is shown in Fig. 10, whereby simply
changing the sign of Af, the beamforming results give
incorrect measurements for the target at 60° using cooperative
sources.

B. Experiment of Respiration Detection

To evaluate the sensor’s performance in a practical
application, the sensor is used to detect a breathing target’s
direction relative to the radar sensor in a realistic environment.
In this case, a human test subject is seated approximately
1 m to the passive radar sensor, with the radar aligned to the
subject’s approximate chest level. A CW microwave source
produces ambient EM energy at a frequency of 5.8 GHz at
a power of 10 dBm, also aligned to the same height as the
passive sensor and the subject’s chest. It is worth noting that
the transmitter in this case does occupy spectrum resources.
In a practical case, however, an “always-on” signal such as
the pilot carrier in 802.11 Wi-Fi could be used to provide
illumination. The subject is seated at approximately 150°. Data
are collected for approximately 12 s. The experimental setup
for respiration detection is shown in Fig. 11.

The subject is first instructed to breathe at a normal rate,
to assess the passive radar’s performance in both angle-
of-arrival estimation and motion frequency measurement.
The results of this study are shown in Fig. 12. From the
beamforming results in Fig. 12(a), it is seen that the passive
sensor isolated the direction of the moving target. This is
confirmed by calculating the fast Fourier transform (FFT)
of the signal toward the peak of the beamforming results,
as shown in Fig. 12(b), where the target’s respiration frequency
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Fig. 11.  Respiration detection experimental setup. A microwave source
generates ambient energy that is reflected by the target at 150° and
received by the radar. The radar then measures target angle and motion
frequency.
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Fig. 12. Experimental results with subject breathing normally. (a) Target

direction can be seen after beamforming. (b) Subject’s respiration frequency
can be found by calculating the FFT in the target’s direction.
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Fig. 13.  Experimental results with subject breathing at an elevated rate.

(a) Once again, the target direction can be seen. (b) Subject’s higher respiration
rate can also be found.

of approximately 0.25 Hz can be seen. It can also be seen that
the ambiguity discussed in Section III-D is present but is not
perfectly symmetric about the 90° point. This is due to the
target’s unintentional motion toward or away from the sensor
during the experiment, which creates an uneven response like
that discussed in Section IV-A.

A second experiment is also conducted in a similar manner,
but with the target now instructed to breathe at an elevated
rate. As a result, it is expected that the beamforming output
of this experiment will be like the previous case, but with
an increase in motion frequency measured at the peak angle.
The results of this experiment are shown in Fig. 13. From
the beamforming results in Fig. 13(a), a much clearer target
can be seen because of the increased respiration rate. This
is likely due to the increased chest wall motion that occurs
when breathing is elevated. In addition, the frequency-domain
results in Fig. 13(b) show that the increased respiration rate
of approximately 1 Hz can be extracted, demonstrating the
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sensor’s ability to concurrently determine a target’s angle of
arrival and motion frequency.

V. CONCLUSION

This article presented a 16-channel beamforming passive
radar that can be used in an indoor environment to detect
a moving target’s angle and motion. The sensor leverages
a single noncooperative transmitter in the 5-GHz Wi-Fi
band and a digital beamforming approach to measure target
characteristics. The theory of passive radar beamforming was
presented and verified through an experimental setup, where
a target’s respiration frequency and angle were measured.
The experimental results demonstrate the passive radar’s
ability to detect target motion using third-party illuminators
of opportunity for a scalable approach to indoor sensing.
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