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Boundary measurement tomography of the Bose Hubbard model on general graphs
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Correlated quantum many-body phenomena in lattice models have been identified as a set of physically
interesting problems that cannot be solved classically. Analog quantum simulators, in photonics and microwave
superconducting circuits, have emerged as near-term platforms to address these problems. An important ingre-
dient in practical quantum simulation experiments is the tomography of the implemented Hamiltonians—while
this can easily be performed if we have individual measurement access to each qubit in the simulator, this could
be challenging to implement in many hardware platforms. In this paper, we present a scheme for tomography
of quantum simulators which can be described by a Bose-Hubbard Hamiltonian while having measurement
access to only some sites on the boundary of the lattice. We present an algorithm that uses the experimentally
routine transmission and two-photon correlation functions, measured at the boundary, to extract the Hamiltonian
parameters at the standard quantum limit. Furthermore, by building on quantum enhanced spectroscopy protocols
that, we show that with the additional ability to switch on and off the on-site repulsion in the simulator, we can
sense the Hamiltonian parameters beyond the standard quantum limit.
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I. INTRODUCTION

Correlated quantum many-body effects are often hard to
simulate on classical computers and have been the sub-
ject of considerable recent interest as potential problems to
probe with quantum simulators. There has been consider-
able progress in engineering interacting bosonic modes with
on-site nonlinearity in superconducting systems or photonics
[1–6], and this has made these some of the most promising
analog quantum simulation platforms for studying many-
body physics. An important ingredient in the goal of using
quantum simulators are protocols that allow accurate tomog-
raphy of the implemented Hamiltonians [7] with only modest
measurement and initial state preparation apparatus. If the ex-
perimental system allows measurement and state preparation
access to arbitrary sites in the lattice, direct tomography can be
performed to characterize the implemented Hamiltonian [8,9].
However, in many experimentally relevant settings [10–12],
implementing measurement access to a node in the interior of
the lattice is significantly more challenging than the nodes on
the outermost boundary that can be accessed for accurate mea-
surements. This experimental requirement raises an important
theoretical question: Is it possible to perform tomography of
the implemented Hamiltonian with access restricted to only
the boundaries of the lattice?
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This question has been considered in previous works,
which have proposed tomography algorithms with restricted
measurement access to the boundary or a subpart of the
lattice. In the setting of one-dimensional chains as well as
for more general graphs, tomography algorithms for single-
particle coupling coefficients in several excitation number
preserving models with only boundary measurement access
have been proposed [13–17]—these algorithms, however, as-
sume that all the coupling parameters in the Hamiltonian are
real and positive, and thus are not applicable to many topologi-
cally nontrivial models [4,6,18,19]. Subsequent work has been
done to perform tomography of spin lattices with real-valued
couplings and a restricted number of probes through mea-
surement of just the system time-traces, both for closed [20]
and open quantum systems [21]. Further, the identifiability
of the Hamiltonian using the protocol has also been stud-
ied to determine its applicability to various models [22,23].
Additionally, work has been done to improve the efficiency
of the tomography algorithms using Bell states [24], identify
one-dimensional Hamiltonians through Zeeman markers [25],
perform entanglement tomography of many-body Hamiltoni-
ans [26], and use coherent states to perform tomography of
quantum optical processes [27,28].

However, there still remain several experimentally rele-
vant open questions. First, none of these protocols would
be suitable for identification of topological many-body
Hamiltonians, which are typically characterized by complex
single-particle coupling strengths between modes to real-
ize nonzero flux in closed loops [4,6,19]. Second, quantum
simulators simulating a classically hard model necessarily
have non-Gaussian terms (such as two-particle repulsion)
in their Hamiltonian—it remains unclear how strengths of
these non-Gaussian terms can be measured with just bound-
ary measurement access. Finally, all the existing tomography
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FIG. 1. (a) Schematic depicting the model of the photonic graph (V, E). The set V0 ⊆ V denotes the set of vertices forming the outermost
boundary which are accessible to measurement. (b) Measurements used for Result 1: One of the boundary sites is excited with a weak laser
and the emission from another boundary site is homodyned with the laser and then detected with either a transmission measurement or a
two-photon correlation measurement. (c) Measurements used for Result 2: We excite boundary sites coupled to an arm of an interferometer
with a designed Fock state or NOON state and measure the scattered photon. For this protocol, we additionally assume the ability to switch on
and off the nonlinearity in the model.

algorithms achieve precision in the reconstructed Hamiltonian
parameters at the standard quantum limit (SQL) [29]—it is
unclear if a quantum advantage over SQL can be achieved in
sensing all the Hamiltonian parameters, as can be achieved
for sensing single phase or frequency parameters in the usual
setting of quantum spectroscopy.

In this paper, we address all these questions in the setting
where the quantum simulator can be modeled with a Bose-
Hubbard Hamiltonian. This model applies to several existing
quantum simulation platforms such as superconducting qubit
systems and photonic quantum simulators [2,30]. By build-
ing on previous results by Burgarth et al. [15,17], which
is already applicable to the Bose-Hubbard model with real-
valued coupling strengths and no on-site nonlinearities, we
show that both the complex valued single-particle couplings
and on-site potentials can be reconstructed from transmission
measurements. Furthermore, we show that even the on-site
anharmonicity can be reconstructed from two-photon correla-
tion function measurements from the boundary sites and under
coherent-state excitation of the boundary sites. Our results
are applicable to Bose-Hubbard models on graphs that satisfy
the same graph infection condition that was identified and
used by Burgarth et al. in Refs. [15,17]. Furthermore, we
then investigate the possibility of going beyond the standard
quantum limit using nonclassical excitations. By building on
the protocols for quantum enhanced spectroscopy [31–34],
we show that if we are able to toggle the nonlinearity in
the Hamiltonian, then using multiphoton Fock state scattering
from the boundaries of the lattice allows us to quantum en-
hance the precision in the measured Hamiltonian parameters.

II. SETUP AND SUMMARY OF RESULTS

A. Setup

We consider N bosonic modes arranged on a graph (V, E),
where V is the vertex set signifying the bosonic modes and
E are edges which signify the linear couplings between the

bosonic modes [Fig. 1(a)]. The Hamiltonian modeling this
system is given by

H =
∑
v∈V

(
ωva

†
vav + χv

2
a†2

v a2
v

)
+

∑
u,v∈E

Jv,ua
†
vau,

where the parameters Jv,u ∈ C (the coupling strengths which
also can be assumed to satisfy Jv,u = J∗

u,v), ωv ∈ R (resonant
frequency), and χv ∈ R (the on-site anharmonicity) need to be
measured. Furthermore, in an experimentally realistic setting,
each bosonic mode will also suffer from particle decay, which
will impact the photon transport spectrum of the system. In-
cluding this loss, it has been previously shown [35–37] that the
few-photon transport spectrum is determined by the effective
non-Hermitian Hamiltonian,

Heff = H − i

2

∑
v∈V

κva
†
vav

=
∑
v∈V

(
μva

†
vav + χv

2
a†2

v a2
v

)
+

∑
u,v∈E

Jv,ua
†
vau, (1)

where μv = ωv − iκv/2. In this case, our goal would be to
reconstruct the loss rates κv in addition to the parameters
of the lossless Hamiltonian. We point out that beyond one-
particle transport, the dynamics of the system of interacting
bosons is not a simple time evolution under Heff, but we have
to account for Lindblad jumps. Since we use the scattering
matrix formalism of Refs. [35,36] to model particle transport
through this system, we account for both the non-Hermitian
Hamiltonian as well as the Lindblad jumps in our analysis.

Throughout this paper, we will assume that we have
boundary access to this lattice of bosonic modes. This is
depicted schematically in Fig. 1: V0 is the set of vertices
that correspond to the bosonic modes on the boundary of
the lattice, and we will assume the ability to excite and
measure the bosonic modes at these vertices. This assumption
is motivated from existing experimental limitations in most
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quantum hardware platforms, where setting up measurement
access to every qubit is difficult [10–12].

B. Summary of results

We will consider several different kinds of boundary mea-
surements, ranging from ones that are routinely performed
in near-term experiments [Result 1, Fig. 1(b)] to those that
require more careful design of the excitation and detection
setup [Result 2, Fig. 1(c)]. The first case that we consider
is where can excite the boundary modes with a continuous
wave coherent state (e.g., a laser) and we have access to
homodyne single-photon transmission (which allows us to re-
construct the parameters Jv,u, μv) and two-photon correlation
measurements (which allows us to reconstruct the parameters
χv) [Fig. 1(b)]. For both measurements, an input port, through
which a laser excitation is applied, is coupled to a boundary
site v ∈ V0 and an output port is coupled to another boundary
site u ∈ V0. The input port is then excited with a continuous-
wave coherent state and, furthermore, the emission from the
output port is interfered with the input laser field after passing
it through a controllable phase shifter before being received at
a photodetector.

First, we perform a transmission measurement. Here, we
excite the input port with a continuous-wave coherent state at
a single frequency ω and measure the intensity at the output
port after homodyning. As we detail in Appendix A, it follows
from photon scattering theory [35,37] that a measurement of
this intensity as a function of the frequency ω as well as the
homodyne phase ϕ allows us to extract the (complex) energies
E (1)

α of the effective Hamiltonian in Eq. (1) within the single-
excitation subspace, as well as the parameters M (1)

α,v,u,

M (1)
α,v,u = 〈G|av

∣∣r (1)
α

〉〈
l (1)
α

∣∣a†
u|G〉 for v, u ∈ V0, (2)

where |l (1)
α 〉 and |r (1)

α 〉 are the left and right single-excitation
eigenstates of H (1)

eff . The parameters M (1)
α,v,u for v, u ∈ V0, con-

tain information about the overlap of the single-excitation
eigenstates of Heff with an excitation at the boundary vertices.
We remark that since we use a homodyne measurement, we
are able to extract both the magnitude and phase of M (1)

α,v,u—
this will be key to allowing us to reconstruct potentially
complex coupling coefficients Jv,u in the model.

Next, we perform a two-particle correlation measurement.
For this measurement, we use a two-tone continuous-wave
coherent state with frequencies ω1, ω2 through the input port
and measure the two-particle correlation function at the out-
put, after homodyning, as a function of arrival times τ1 and τ2

of the two photons. As we detail in Appendix A, by varying
the incident frequencies ω1, ω2, the homodyned phase ϕ and
recording the correlation function as a function of τ1, τ2, we
can extract the complex energies E (2)

α of the effective Hamil-
tonian in Eq. (1) within the two-excitation subspace, as well
as the parameters M (2)

α,v,u,

M (2)
�α,v,u = 〈G|av

∣∣r (1)
α1

〉〈
l (1)
α1

∣∣av

∣∣r (2)
α2

〉〈
l (2)
α2

∣∣a†
u

∣∣r (1)
α3

〉〈
l (1)
α3

∣∣a†
u|G〉, (3)

where �α = (α1, α2, α3) and |l (2)
α 〉, |r (2)

α 〉 are the two-excitation
left and right eigenvectors of the effective Hamiltonian.
Again, we emphasize that we are able to measure both the

magnitude and phase of M (2)
�α,v,u since we use a homodyne

measurement.
In Sec. III, we build on Refs. [13–17] to provide an al-

gorithm to reconstruct both the single-particle parameters
Jv,u and μv and provide an algorithm to reconstruct the
two-particle parameters χv . Our algorithm works under the
graph-infection assumption introduced in Ref. [17], which we
briefly recap below and is schematically depicted in Fig. 2(a).
Suppose that we start with the vertices in V0 being labeled as
infected, then we proceed to label another vertex v ∈ V \ V0

as infected if it is the unique uninfected nearest neighbor of
an infected vertex. The algorithm that we propose for sensing
the Hamiltonian parameters will succeed if all the vertices in
V can be infected site by site starting from the vertices in V0.
It can be explicitly verified that several uniform lattices that
are routinely encountered in quantum simulation problems,
such as square, honeycomb, and triangular lattices, satisfy the
graph infection condition often with only a partial boundary
[Fig. 2(b)].

In Fig. 2(b), we have only considered lattices with nearest-
neighbor couplings, and these satisfy the graph infection con-
dition described above. However, in many experimental sys-
tems, there could be couplings beyond nearest- neighbors—in
this case, the graph infection condition may or may not
hold. For example, in Fig. 3(a), we consider a square lattice
with diagonal couplings and a honeycomb lattice with next-
nearest-neighbor couplings. In these cases, the lattice still
satisfies the infection condition when all the boundary sites are
measured. However, as shown in Fig. 3(b), there are examples
in which the boundary cannot infect the whole graph after
adding the next-nearest couplings. We expect that for such
graphs, boundary measurements alone will not be sufficient
for determining the Hamiltonian parameters uniquely, and we
need to be able to measure some internal vertices as well.

Our first result can now be stated as follows:
Result 1. Consider the Bose-Hubbard model on a lattice

that can be infected starting from the boundary vertices
V0, then the parameters Jv,u, μu, and χu can be recon-
structed uniquely from the energy eigenvalues E (1)

α ,E (2)
α , and

M (1)
α,v,u,M

(2)
�α,v,u with v, u ∈ V0, which can be inferred from ho-

modyned transmission and two-particle correlation functions
measured with only boundary access.

For the single-particle coupling parameters Jv,u, we go
significantly beyond the algorithm in Refs. [13–17] and ad-
ditionally consider lattices where the phase of the coupling
coefficients Jv,u is important, while Ref. [17] assumed that the
coupling coefficients are real and positive. In particular, and
as explained in Sec. III, the key step that allows us to handle
complex value couplings is an identification of loops of edges
between one uninfected and remaining infected nodes that
allow us to fix the gauge in which the Hamiltonian parameters
can be uniquely constructed. Additionally, we also provide
an algorithm for the reconstruction of χv from two-particle
correlation functions, which is an experimentally relevant set-
ting that has not been previously explored, to the best of our
knowledge.

We also numerically study the stability of our reconstruc-
tion algorithm, i.e., to what precision should the measure-
ments at the boundary vertices be performed so as to allow for
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FIG. 2. (a) Schematic illustration of the graph infection condition—the vertices with measurement access, shown in a dark green color, are
assumed to be initially infected. These vertices then infect their unique nearest neighbors—the graphs that we consider in this paper should be
such that, proceeding this way, all the vertices can be infected. (b) Examples of graphs, as well as choice of boundary vertices (i.e., initially
infected vertices) that satisfy the graph infection condition.

a certain target precision in the reconstructed parameters? The
precision required at the boundary measurement would then
set the number of repetitions of the measurement that needs to
be performed or, alternatively, the number of exciting photons
that need to be used—in particular, to perform a boundary
measurement of the transmission or the correlation function
to a precision δ, we would need O(δ−2) photons or measure-
ment trials. For the tomography algorithm to be efficient and
scalable, it is desirable that required measurement precision
scales at most poly(N) with the number of sites. Through our
numerical studies, we find that for models with delocalized
single and two-particle eigenstates, the required measurement
precision to determine Jv,u and μv only scales polynomially
with the number of sites N , while it scales exponentially with
N if the target is to determine χv to a target precision. This
potentially limits our algorithm for reconstructing χv to small
system sizes—however, this can be remedied in platforms
where it is possible to switch the nonlinearity χv on each site
on and off, and we display a simple algorithm that utilizes
this additional control to stably find χv . Section III provides a

detailed description of this algorithm, together with numerical
studies of its stability for some paradigmatic examples.

Next, we consider the question of a possible quantum
enhancement of the precision with which the parameters of
the Hamiltonian can be measured. The tomography algorithm
described thus far, for a fixed number of sites N , only obtains
a precision constrained by the standard quantum limit, i.e., to
determine the coefficients in the Hamiltonian to a precision
ε would require O(ε−2) photons—this is simply due to the
fact that the photons are used independently while performing
the measurement. We then investigate the question of improv-
ing the dependence of the number of photons on the target
precision ε beyond the standard quantum limit by using all
the photons in parallel. Here, as depicted in Fig. 1(c), we
assume the ability to switch on and off the on-site two-particle
repulsion term in the Hamiltonian and adapt methods used in
quantum-enhanced spectroscopy [31–34] to show the follow-
ing result.

Result 2. Consider the Bose-Hubbard model on a lattice
that satisfies assumption 1 and assume the ability to switch

(a) (b)

FIG. 3. (a) Examples of lattices with nearest- (black) and next-nearest- (grey) neighbor couplings, where boundary measurement is
sufficient to infect the full graph. (b) Examples in which the graph does not satisfy the infection condition after adding next-nearest-neighbor
couplings. We only illustrate the next-nearest couplings for a single site for clarity, but this should be considered to exist at all sites.
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on and off the nonlinear term in the model. Then, for a fixed
lattice size N , the parameters Jv,u and μu can be reconstructed
to a precision ε with O(ε−1) photons and only using bound-
ary measurements. Furthermore, χu can be reconstructed to a
precision of ε with O(ε−2/3) photons and only using boundary
measurements.

Sec. IV, we detail the reconstruction protocol. We point
out that while the result here builds on well-known quantum-
enhanced spectroscopy protocols, such as twin-Fock state
spectroscopy [32,33] and NOON state spectroscopy [34],
these protocols usually sense a single and easily accessible
system parameter (e.g., a single phase shift or a frequency).
Our key contribution is to utilize and extend these techniques
to enhance the precision of all the Hamiltonian parameters
while only being able to excite and measure the lattice through
the boundary vertices.

We also point out that while we attain a Heisenberg scaling
[i.e., O(ε−1)] in the number of photons required for recon-
struction of the single-particle parameters Jv,u and μu, we
obtain a super Heisenberg scaling [i.e., slower than O(ε−1)]
in the number of photons required for the reconstruction
of χv . Such a super-Heisenberg scaling is not surprising or
unphysical, and has been previously obtained for sensing
problems with a many-body probe with all-to-all interactions
[38,39], as well as for the problem of sensing nonlinear-
ity in a single anharmonic oscillator [40]. As analyzed in
Ref. [40], this super-Heisenberg scaling arises from the fact
that if a single anharmonic oscillator with H = χa†2a2/2
is initialized in the P photon state |P〉 ∝ a†P|0〉, then af-
ter time t , this state acquires a phase ∝ χP2t that scales
quadratically with P. Thus, if we are able to measure this
phase to a constant precision, then to obtain a precision ε

in χ , we simply need to choose P ∼ ε−1/2. The problem
of measuring χv in the Bose-Hubbard model, however, is
more involved since the photons at any one oscillator can
also interact with other oscillators, and consequently we don’t
accumulate a simple phase on time evolution that can be
measured later. However, as detailed in Sec. IV, this unwanted
interaction can be suppressed by choosing a sufficiently
short evolution time while still retaining a super-Heisenberg
scaling of the required number of photons with the target
precision in χv .

III. TOMOGRAPHY WITH SINGLE
AND TWO-PARTICLE MEASUREMENTS

In this section, we provide details of the tomography algo-
rithm corresponding to Result 1. We perform the tomography
in two steps: First, we consider reconstruction of only the
single-particle parameters Jv,u and μv from the measurements
of the single-excitation eigenenergies E (1)

α and M (1)
α,v,u. Having

determined these parameters, we then reconstruct the two-
particle parameters χv . Finally, we will provide a numerical
study of the stability of the tomography algorithm.

A. Reconstructing the single-particle parameters Jv,u, μv

In the first stage of the scheme, we use M (1)
α,v,u ∀ v, u ∈ V0

and eigenenergies E (1)
α extracted from boundary transmission

measurements to reconstruct the single-particle parameters

Jv,u and μv . As schematically shown in Fig. 4 and similar
to Ref. [13], the idea behind the reconstruction procedure
is to keep track of a set of infected vertices I and compute
the Hamiltonian parameters corresponding to the infected ver-
tices, i.e., μv and Jv,u for v, u ∈ I. The set of infected vertices
is initially taken to be the boundary (V0), and we sequen-
tially add uninfected vertices to this set till the full lattice
has been covered. We emphasize that the infected vertices
includes vertices in the bulk of the lattice (i.e., not in the
boundary V0) in the intermediate steps of the reconstruction
procedure. In particular, at any stage of the reconstruction
procedure, we will define the set of infected vertices I to be
such that M (1)

α,v,u is known for all v, u ∈ I such that the edge
(v, u) exists. For ease of notation, we define by EI the set of
edges in the Hamiltonian graph that involve vertices in I, i.e.,
EI = {(v, u) ∈ E |v, u ∈ I}. At the start of the reconstruction
procedure, by assumption we have that the infected set of
vertices is the boundary set (I = V0). With this data together
with the eigenenergies E (1)

α , we can then determine μv ∈ I
and Jv,u for (v, u) ∈ EI . This can be determined straightfor-
wardly from the eigenvalue equation corresponding to Heff

within the single excitation subspace [8]. More concretely,
since Heff|r (1)

α 〉 = E (1)
α |r (1)

α 〉 and 〈l (1)
α |Heff = E (1)

α 〈l (1)
α |, we have

that

E (1)
α 〈G|av

∣∣r (1)
α

〉 = μv〈G|av

∣∣r (1)
α

〉 + ∑
v′∈Nv

Jv,v′ 〈G|av′
∣∣r (1)

α

〉
,

(4a)

E (1)
α

〈
l (1)
α

∣∣a†
v|G〉 = μv

〈
l (1)
α

∣∣a†
v|G〉 +

∑
v′∈Nv

Jv′,v
〈
l (1)
α

∣∣a†
v′ |G〉,

(4b)

where Nv is the deleted neighborhood of the vertex v, i.e., it is
the set of vertices other than v that share an edge with v. Using
the completeness of |l (1)

α 〉, |r (1)
α 〉, ∑α |l (1)

α 〉〈r (1)
α | = I (1) (where

I (1) is the identity within the single-excitation subspace), we
obtain from this equation that for every v ∈ I and (v, u) ∈ EI :

μv =
∑

α

E (1)
α M (1)

α,v,v and Jv,u =
∑

α

E (1)
α M (1)

α,v,u. (5)

Next, consider a vertex u ∈ V \ I in the bulk that is unin-
fected but can be infected by the vertices in I. By definition,
this means that u is a unique uninfected nearest neighbor
of an infected vertex v ∈ I. First, we consider the coupling
Jv,u—we can assume this coupling to be real and positive.
We can accomplish this because gauge freedom allows us
to alter the phases of annihilation operators, denoted by
ak → akeiϕk for k ∈ V , and coupling rates, represented by
Jk,l → Jk,l ei(ϕk−ϕl ) for (k, l ) ∈ E , where ϕk and ϕl are arbitrary
phases. Consequently, the phases of coupling rates are not
physical quantities; they depend on the chosen gauge. How-
ever, the sum of coupling rate phases within any closed loop
in the graph remains unchanged and is invariant. Therefore,
assuming Jv,u to be real and positive amounts to fixing the
local gauge of the bosonic mode at site u, which has not been
fixed as of yet. Now, we can rewrite Eqs. (4) as

Jv,u〈G|au
∣∣r (1)

α

〉 = (
E (1)

α − μv

)〈G|av

∣∣r (1)
α

〉
−

∑
v′∈Nv\{u}

Jv,v′ 〈G|av′
∣∣r (1)

α

〉
and (6a)

033058-5



ABHI SAXENA et al. PHYSICAL REVIEW RESEARCH 6, 033058 (2024)

FIG. 4. Schematic depicting the tomography algorithm in the single-excitation space. The dark-green vertices are the currently infected
vertices, while the red vertex is the vertex being infected.

Jv,u
〈
l (1)
α

∣∣a†
u|G〉 = (

E (1)
α − μv

)〈
l (1)
α

∣∣a†
v|G〉

−
∑

v′∈Nv\{u}
J∗
v,v′

〈
l (1)
α

∣∣a†
v′ |G〉, (6b)

where we have used that Jv,u is real and Jv,v′ = J∗
v′,v . Multi-

plying these equations and summing over α, we obtain that

J2
v,u =

∑
α

(
E (1)

α − μv

)2
M (1)

α,v,v −
∑

v′∈Nv\{u}
|Jv,v′ |2. (7)

Note that Jv,u is positive, and that Jv,v′ for all v′ ∈ Nv \ {u} are
known. This is so because u is the only uninfected neighbor of
v; consequently, the set vertices in Nv \ {u} are already in I.
Therefore, Jv,u can be determined from Eq. (7). Furthermore,
once Jv,u have been determined, we can again use Eq. (6) to
determine M (1)

α,u,u, M (1)
α,v,u, and M (1)

α,u,v . In particular, M (1)
α,u,u can

be determined by multiplying Eq. (6):

M (1)
α,u,u =

(
E (1)

α − μv

)
J2
v,u

[(
E (1)

α − μv

)
M (1)

α,v,v −
∑

v′∈Nv\{u}

(
Jv,v′M (1)

α,v,v′ + J∗
v,v′M (1)

α,v′,v

)] +
∑

v′
1,v

′
2∈Nv\{u}

Jv,v′
1
J∗
v,v′

2

J2
v,u

M (1)
α,v′

1,v
′
2
. (8a)

Furthermore, multiplying Eq. (6a) by 〈l (1)
α |av|G〉 and Eq. (6b)

by 〈G|av|r (1)
α 〉 allows us to determine M (1)

α,u,v and M (1)
α,v,u, re-

spectively, via

M (1)
α,u,v = 1

Jv,u

((
E (1)

α − μv

)
M (1)

α,v,v −
∑

v′∈Nv\{u}
Jv,v′M (1)

α,v′,v

)
,

(8b)

M (1)
α,v,u = 1

Jv,u

((
E (1)

α − μv

)
M (1)

α,v,v −
∑

v′∈Nv\{u}
J∗
v,v′M (1)

α,v,v′

)
.

(8c)

It can be noted that the right-hand sides of all the equa-
tions in Eqs. (8) can be evaluated since Jv,u is known, and v as
well as the vertices in Nv \ {u} are in I .

Next, we show that vertex u can now be added to the set
of infected vertices I . For this, we need to compute M (1)

α,u,w

and M (1)
α,w,u for all w ∈ I . This can be done by utilizing the

following simple cyclic relationship: Consider a vertex w ∈ I,
the vertex v ∈ I which is a neighbor of u, and the vertex u,
then

M (1)
α,u,w = M (1)

α,u,vM
(1)
α,v,w(

M (1)
α,v,v

)∗ and M (1)
α,w,u = M (1)

α,w,vM
(1)
α,v,u

M (1)
α,v,v

.

(9)

Since M (1)
α,v,w,M (1)

α,w,v , and M (1)
α,v,v are known, this allows us to

determine M (1)
α,u,w for all w ∈ I . Now, vertex u can also treated

as an infected vertex and added to set I . Then, using Eq. (6),

we can compute the single-particle couplings between u and
other sites in I.

Next, we repeat this entire process with another uninfected
vertex that can be infected by I. Our assumption on the graph
is that they can be entirely infected starting from the initial
I = V0 and therefore all the Hamiltonian parameters can be
reconstructed.

B. Reconstructing χ

The second stage involves working in two-photon space,
and using the determined single-particle Hamiltonian H (1)

along with the measured values of M (2)
�α,v,u, where �α =

(α1, α2, α3) and v, u ∈ V0, to calculate χv ∀ v ∈ V and hence
mapping the full Hamiltonian H . As with the reconstruction
of the single-particle parameters, we will develop a recursive
algorithm to reconstruct χv for graphs in which all vertices
can be infected by the vertices at the boundary. The recur-
sion is more naturally formulated in terms of the coefficients
C(2)

�α,v,u,Q
(2)
�α,v,u,R

(2)
�α,v,u, which are defined by

C(2)
�α,v,u = 〈

l (1)
α1

∣∣av

∣∣r (2)
α2

〉〈
l (2)
α2

∣∣a†
u

∣∣r (1)
α3

〉
,

Q(2)
�α,v,u = 〈

l (1)
α1

∣∣a†
va

2
v

∣∣r (2)
α2

〉〈
l (2)
α2

∣∣a†
u

∣∣r (1)
α3

〉
,

R(2)
�α,v,u = 〈

l (1)
α1

∣∣av

∣∣r (2)
α2

〉〈
l (2)
α2

∣∣(a†
u)2au

∣∣r (1)
α3

〉
.

We note that if the single-particle parameters, Jv,u and μv ,
have already been reconstructed, which in turn allows us
to compute the single-particle eigenstates |r (1)

α 〉, |l (1)
α 〉, then
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FIG. 5. Schematic depicting the tomography algorithm in the two-excitation space. The dark-green vertices are the currently infected
vertices, while the red vertex is the vertex being infected.

C(2)
�α,v,u,Q

(2)
�α,v,u,R

(2)
�α,v,u, for v, u ∈ V0, can be determined from

M (2)
�α,v,u obtained from the boundary measurements. It is

straightforward to see this for C(2)
�α,v,u since

C(2)
�α,v,u = M (2)

�α,v,u

〈G|av

∣∣r (1)
α1

〉〈
l (1)
α3

∣∣a†
u|G〉 .

Furthermore, we use the completeness of |r (1)
α 〉, |l (1)

α 〉 in the
single-excitation subspace to express Q(2)

�α,v,u and R(2)
�α,v,u in

terms of C(2)
�α,v,u via

Q(2)
�α,v,u =

∑
α′

1

〈
l (1)
α1

∣∣a†
vav

∣∣r (1)
α′

1

〉
C(2)

(α′
1,α2,α3 ),v,u, (10a)

R(2)
�α,v,u =

∑
α′

2

〈
l (1)
α′

3

∣∣a†
uau

∣∣r (1)
α3

〉
C(2)

(α1,α
′
2,α3 ),v,u. (10b)

Similar to the previous subsection and as shown in Fig. 5,
at any stage of the reconstruction algorithm, we define the
set of infected vertices I as the vertices v, u such that C(2)

�α,v,u

and C(2)
�α,u,v are known for all v, u ∈ I and for all �α. At the

start of the algorithm, I coincides with the boundary vertices
V0. To develop the reconstruction algorithm, we will use the
eigenvalue equation for Heff in the two-excitation subspace:
Heff|r (2)

α2
〉 = E (2)

α2
|r (2)

α2
〉 and 〈l (2)

α2
|Heff = E (2)

α2
〈l (2)

α2
|. Multiplying

the right eigenvector equation by 〈l (1)
α1

|av and the left eigen-
vector equation by a†

v|r (1)
α3

〉, we obtain

χv

〈
l (1)
α1

∣∣a†
va

2
v

∣∣r (2)
α2

〉 + ∑
v′∈Nv

Jv,v′
〈
l (1)
α1

∣∣av′ |r (2)
α2

〉

= (
E (2)

α2
− μv − E (1)

α1

)〈
l (1)
α1

∣∣av

∣∣r (2)
α2

〉 = 0, (11a)

χv

〈
l (2)
α2

∣∣a†2
v av

∣∣r (1)
α3

〉 + ∑
v′∈Nv

Jv′,v
〈
l (2)
α2

∣∣a†
v′
∣∣r (1)

α3

〉
+(

E (2)
α2

− μv − E (1)
α3

)〈
l (2)
α2

∣∣a†
v

∣∣r (1)
α3

〉 = 0. (11b)

From these eigenvalue equations, we can now obtain χv for
v ∈ I. First, we note that since |r(1)

α 〉, |l (1)
α 〉, and |r (2)

α 〉, |l (2)
α 〉

are complete within the first and second excitation subspaces,

respectively:∑
α1,α2

〈
l (1)
α1

∣∣av

∣∣r (2)
α2

〉〈
l (2)
α2

∣∣a†
u

∣∣r (1)
α1

〉 = 2δv,u.

Then, multiplying Eq. (11a) by 〈l (2)
α2

|a†
u|r (1)

α1
〉 and summing

over the indices α1, α2, we obtain that

χv = −1

2

∑
α1,α2

(
μv + E (1)

α1
− E (2)

α2

)
C(2)

(α1,α2,α1 ),v,v. (12)

If v ∈ I, then the right-hand side of Eq. (12) is completely
known, and thus χv can be reconstructed.

Next, we consider a vertex u ∈ V \ I and can be infected
by a vertex in I. By definition, this implies that u is the unique
uninfected nearest neighbor of a vertex v ∈ I [Fig. 5]. In what
follows, we show that the vertex u can be added to the set of
infected vertices I since we can determine C(2)

�α,w,u and C(2)
�α,u,w

for all w ∈ I. First, consider determining C(2)
�α,u,w — this can

be done multiplying Eq. (11a) by 〈l (2)
α2

|a†
w|r (1)

α3
〉 to obtain

C(2)
�α,u,w = 1

Jv,u

((
E (2)

α2
− μv − E (1)

α1

)
C(2)

�α,v,w

−
∑

v′∈Nv\{u}
Jv,v′C(2)

�α,v′,w − χvQ
(2)
�α,v,w

)
.

Observe that, from this equation, the evaluation of C(2)
�α,u,w

requires the coefficientsC(2)
�α,v1,v2

,Q(2)
�α,v1,v2

for only infected ver-

tices v1, v2 ∈ I. C(2)
�α,v1,v2

is known by definition and Q(2)
�α,v1,v2

can be obtained using Eq. (10). A similar procedure can be fol-
lowed to obtainC(2)

�α,w,u. Multiplying Eq. (11b) by 〈l (1)
α1

|aw|r (2)
α2

〉,
we obtain

C(2)
�α,w,u = 1

Ju,v

((
E (2)

α2
− μv − E (1)

α1

)
C(2)

�α,w,v

−
∑

v′∈Nv\{u}
Jv′,vC

(2)
�α,w,v′ − χvR

(2)
�α,w,v

)
,
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(a) (b) (c)

FIG. 6. (a) Schematic depiction of the lattice example featuring real coupling coefficients J1 and complex-valued J2. Here, φ denotes the
invariant phase within the designated loop, while J01 signifies the coupling strength between nodes 0 and 1. (b) Reconstruction of |J01| as a
function of ϕ for different values of J . The measurement values for the parameters M (1)

α,v,u are assumed to have error rates of 0, 1%, and 5%.
Each data point is averaged over 50 distinct samples for measurement error. (c) Reconstruction of φ as a function of ϕ for different values of J .

where gain involves only coefficients C(2)
�α,v1,v2

and R(2)
�α,v1,v2

cor-
responding to infected vertices v1, v2 ∈ I , and thus can be
entirely determined using the known C(2)

�α,v1,v2
and Eq. (10).

Since we have successfully determined both C(2)
�α,u,w and

C(2)
�α,w,u for all w ∈ I , we can add vertex u to the set of

infected vertices. Then, we can go on to determine χu us-
ing Eq. (12) and repeat this process until all vertices have
been infected, and thus all the on-site anharmonicities have
been determined.

C. Impact of measurement errors

In the last two subsections, our analysis assumed that
the measurements are perfect, i.e., the boundary data
E (1)

α ,E (2)
α ,M (1)

α,v,u, and M (2)
�α,v,u are known perfectly. However,

in an experimentally realistic setting, there will be an error
in the measured data—this raises the question of how much
the reconstructed Hamiltonian parameters diverge from true
ones when measurements contain errors. The primary inputs
into the algorithm are the eigenenergies E (1)

α ,E (2)
α and the

coefficients M (1)
α,v,u,M

(2)
�α,v,u (or, alternatively, C(2)

�α,v,u). In a well-
calibrated experimental setup, it is reasonable to assume that
the eigenenergies can be determined to an accuracy that is
much higher than the eigenvector overlaps since the eigenen-
ergies can be determined entirely through the position of the
resonances. Hence, in this section, we focus on determining
scaling of the error in the reconstructed couplings with the
error in the coefficients.

Before investigating the error scaling with the increasing
number of sites N , we first verify the algorithm’s validity

through a simple example, as depicted in Fig. 6. We examine
the reconstruction of the invariant phase of a loop, φ, and the
magnitude of a hopping rate J01, both specified in Fig. 6. As
anticipated, the algorithm accurately identifies these values in
the absence of errors in the measurement coefficients M (1)

α,v,u;
however, deviations begin to emerge as we introduce measure-
ment errors. To illustrate how the error scales with increasing
N , we take up the Su-Schrieffer-Heeger (SSH) model [41]
which can be described by the Hamiltonian

HSSH =
∑

v

(t1a
†
2v+1a2v + t2a

†
2v+2a2v+1 + H.c.),

where each site of the lattice has the same on-site potential μ0,
but the couplings alternate between t1, t2. For a small error
δM (1)

α,v,u, δC(2)
�α,v,u, the errors in the reconstructed coefficients

Jv,u and χv can be approximated by

δJv,u =
∑

α,v′,u′

∂Jv,u

∂M (1)
α,v′,u′

δM (1)
α,v′,u′ ,

δχv =
∑
�α,v,u

(
∂χv

∂C(2)
�α,v′,u′

δC(2)
�α,v′,u′ + ∂χv

∂Jv′,u′
δJv′,u′

)
.

Further, we assume that errors in the coefficients are
uncorrelated, i.e., 〈δM (1)

α,v,uδM
(1)
α′,v′,u′ 〉 = δα,α′δv,v′δu,u′ ,

〈δC(2)
�α,v,uδC

(2)
�α′,v′,u′ 〉 = δ�α, �α′δv,v′δu,u′ , and 〈δM (1)

α,v,uδC
(2)
�α,v,u〉 = 0,

which is a reasonable assumption to make since we are
dealing with errors at different frequencies, and we can then

033058-8



BOUNDARY MEASUREMENT TOMOGRAPHY OF THE BOSE … PHYSICAL REVIEW RESEARCH 6, 033058 (2024)

FIG. 7. Stability analysis. The x axis denotes the number of sites in the array on a log scale; y axis denotes the error metric
√〈(δJv,u)2〉 on

a log scale. (a) Schematic depicting a 1D SSH. Error metric plot for a SSH chain with t1/t2 = 1.2 (without edge states) and t1/t2 = 0.8 (with
edge states) [42]. (b) Schematic depicting a 2D SSH. Error metric plot for a SSH 2D lattice with t1/t2 = 1.2. Each point is in 100 point average
with disorder in on-site potentials to be 10 MHz to avoid absolute degeneracies. (c) Schematic depicting a 1D SSH with a defect site at N/2
such that μN/2 = μN/2 + 2t1. Error metric plot such that t1/t2 = 1.2. As evident, error metric for JN−1 depicts a breakdown in stability.

obtain that

〈(δJv,u)2〉 =
∑

α,v′,u′

∣∣∣∣ ∂Jv,u

∂M (1)
α,v′,u′

∣∣∣∣
2

and

〈(δχv )2〉 =
∑
v′,u′

⎛
⎝∑

α

∣∣∣∣∣ ∂χv

∂M (1)
α,v′,u′

∣∣∣∣∣
2

+
∑

�α

∣∣∣∣∣ ∂χv

∂C(2)
�α,v′,u′

∣∣∣∣∣
2
⎞
⎠.

In Fig. 7(a), we take a SSH chain with real coupling strengths
and plot the behavior of the defined error metric for the cou-
pling strengths along the first and last edge in the chain. From
the plot, we can see that the metric scales polynomially with
N . This suggests that even though the amount of errors in the
reconstructed coupling strengths increases with N , we only
need a polynomial increase in the number of measurements to
accurately determine the Hamiltonian in question. We show
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FIG. 8. Stability analysis where x axis (log scale) denotes num-
ber of sites in the array and y axis (log scale) denotes the error metric√〈(δχv )2〉 in χN for a SSH chain with J1/J2 = 1.2.

√〈(δχv )2〉 scales
polynomially with N on a log scale. We assume δJ = 0.

the same for a 2D SSH-like model in Fig. 7(b). We expect this
linear scaling of error (on a log scale) for models with delo-
calized eigenvectors. If, however, we have a localized state,
then to accurately determine the Hamiltonian parameters in
the interior of the lattice may require exponentially accurate
measurements. For example, consider a SSH chain with at
least one strongly localized eigenvector obtained by inducing
a defect site in the middle such that the on-site potential of
this site is greater than two times the maximum coupling in
the chain. This localized eigenvector will rapidly decay away
from the defect site as we approach the edge site at which
measurements can be performed. Hence, we expect that in
this case there will exist a N after which a small error in
the measurement of coefficients will lead to a blowup in the
error of the estimated coupling strengths. We plot this case
in Fig. 7(c). We confirm from the plot that after a specific
N the error metric scales polynomially, implying that an ex-
ponentially large number of measurements will be needed to
accurately determine the realized Hamiltonian after this point.

Lastly, we move onto the second stage of the tomography
scheme, involving reconstruction of χs. We again use a simi-
lar 1D SSH chain and plot the behavior of

√
〈(δχv )2〉 in Fig. 8

assuming zero error in reconstruction of couplings as the
number of sites N increases. We notice that the error metric
scales polynomially with N on a log scale, which implies that
reconstructing the nonlinear part of the Hamiltonian requires
an exponentially large number of measurements as the number
of sites N increases. This indicates that this algorithm despite
being applicable for lossy lattices with complex hopping rates
is only practical when the size of the photonic lattice (char-
acterized by N) is small. Now, however, if we assume an
additional capability in the system under investigation, such
that the on-site nonlinearity can be toggled on and off during
the experiment at all nodes, there exists a modification of
the algorithm that remains stable irrespective of the system
size N . The assumption of control over on-site nonlinearity
is generally valid for most on-chip typical quantum simula-
tors, as local tunability is a necessity to precisely program
the terms of the Hamiltonian being implemented [1]. In these
systems, obtaining concurrent local measurability with local
control is experimentally challenging due to the difficulty in
placing impedance-matched read-out resonators (for super-
conducting systems) or lossless waveguides (for photonics)
in proximity of the densely packed resonator arrays used

to realize these bosonic lattices [4,10,12,43,44]. Hence, our
modification that overcomes this issue can be useful for to-
mography of nonlinearities in such bosonic lattices. Under
this assumption, the nonlinearity for any site v ∈ V can be
calculated as

χv = Tr(H ) − Tr(Hv,off ) =
∑

α

(
E (2)

α − E (2)
α,v,off

)
,

where E (2)
α,off denotes the eigenenergies in the two-photon

subspace of the lattice measured at the boundaries with
nonlinearity at site v: χv turned off, Hv,off denotes the cor-
responding system Hamiltonian.

IV. QUANTUM ENHANCEMENT PROTOCOL

The algorithm described in Sec. III, while in several exper-
imentally relevant settings allows us to stably reconstruct the
Hamiltonian parameters, operates at the SQL. More precisely,
suppose our goal is to reconstruct the Hamiltonian parameters
to a precision ε. Then, the precision required in the boundary
measurements (either transmission or two-photon correlation)
is also εbd = �(ε). Consequently, even in an ideal setting of
no experimental measurement errors, the number of photons
(used as independent measurement trials) needed to achieve
this target precision scales as 1/ε2

bd ∼ O(1/ε2), which is the
well-known standard quantum limit. We point out that εbd can
either scale polynomially with N or exponentially (superpoly-
nomially) with N depending on the spectral properties of the
Hamiltonian in question (e.g., see the discussion in Sec. III C).
Throughout this section, we will focus on the dependence of
εbd on the target precision ε and suppress the dependence of
εbd on N .

A natural question to ask is if the dependence on the
number of measurements on ε can be improved to beyond
1/ε2 using techniques from quantum-enhanced sensing. In
this section, we address this question, and adapt techniques
from quantum-enhanced interferometry to obtain a tomog-
raphy protocol which assumes (a) boundary excitation and
measurement access and (b) ability to toggle the nonlinear
term in the Hamiltonian, and beats the standard quantum limit.
We point out that, while compared to the tomography method
described in Sec. III, we additionally require the ability to
switch on and off the nonlinear term in the Hamiltonian for the
protocol described in this section. This requirement is satisfied
in many experimental systems [4,12,43], and introducing this
ability is typically experimentally much easier than being
able to excite and measure at a site in the bulk of the lattice
[4,10,12,43,44].

A. Reconstructing μv and Jv,u

Consider first determining the single-particle parameters
Jv,u and μv . Here, the number of photons needed to sense
these parameters can be quadratically improved by using the
standard Fock-state interferometry [32,33]. More precisely,
instead of using N single photons to perform the transmis-
sion measurement, we can instead use the setup depicted in
Fig. 9—boundary sites v, u ∈ V0 are coupled to one arm of a
Mach-Zender interferometer (MZI) and throughout this mea-
surement, we turn off the nonlinear term in the Hamiltonian.
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FIG. 9. Obtaining a quantum enhancement in the measurement
of the single-particle parameters Jv,u and μv by using it as the phase-
shifting element in the standard Fock state spectroscopy setup

The lattice effectively acts as a (frequency-dependent) phase
shifter, with the phase imparted to the MZI arm given by

φv,u(ω) = arg

⎛
⎝1 + i

∑
α,u,v

√
γuγvM (1)

α,u,v

ω − E (1)
α

⎞
⎠.

Clearly, measuring φv,u(ω) allows us to determine the coeffi-
cients E (1)

α , and M (1)
α,u,v . A parity measurement on the output

port of the MZI allows us to measure the phase imparted
to the photons due to scattering from the boundary site v to
a precision of O(P−1) [32,33], which in turn allows us to
determine M (1)

α,v,u to a precision εbd = O(P−1). Applying the
algorithm described in Sec. III therefore allows us to deter-
mine μv and Jv,u to precision ε with O(ε−1) photons, thus
yielding a quadratic improvement over the standard quantum
limit.

B. Reconstructing χv

Obtaining a quantum enhancement in precision of non-
linearities χv’s is more challenging than simply using the
Fock state spectroscopy setup since, in the presence of the
on-site nonlinearity, which in turn induces photon-photon in-
teractions, an incident Fock state is scattered into a complex
multimode state from which extracting χv is not straightfor-
ward. Instead, by carefully turning on and off the nonlinearity
in the lattice, below we describe a scheme that can still be used
to obtain a quantum enhancement.

1. Protocol

Suppose we want to estimate nonlinearity χv at a site
v ∈ V—we adapt the standard NOON state interferometry
[34] and couple a boundary site to one of the two ports that
are carrying the NOON state [Fig. 10(a)]. First, with the non-
linearity turned off, we excite the boundary sites to initialize
the system in a superposition of vacuum and the P photon
Fock state at site v, i.e., in the state |�P,v〉,

|�P,v〉 = 1√
2

(
|0〉 ⊗ |P〉ref + eiα

a†P
v√
P!

|G〉 ⊗ |G〉ref

)
, (13)

where |P〉ref (|G〉ref) refers to the P-photon (0-photon) state in
the reference port not coupled to the lattice, and α is a refer-
ence phase that we will pick later. Since the single-particle
parameters have already been measured and the nonlinearities

FIG. 10. (a) Setup depicting the use of NOON states in obtain-
ing quantum enhancement in extracting the required Hamiltonian
parameters. (b) The proposed parity measurement scheme. Tprop de-
notes the propagation time for photons to reach from the coupling
waveguide to the site of interest. The nonlinearity remains off during
this interval. Ton denotes the interval where the nonlinearity at the
site of interest is turned on. This interval is again followed up with
a time interval Tprop which allows photons to couple back into the
input (output) waveguide. The required quantities can then obtained
by performing a parity measurement.

are turned off, this can be done entirely with access to the
boundary sites. More concretely, we couple the interferometer
port to a boundary site [Fig. 10(a)] and then compute the
wave packet that is emitted into this port if a single particle
is initialized at site v and allowed to evolve with respect to
the Hamiltonian H . Then, the P photons in the mode coupling
to the lattice are prepared in the time reversed wave packet,
and the P photons in the other mode in the interferometer
are prepared in the emitted wave packet. This state, when
made incident on the lattice, excites P particles at site v and,
furthermore, when these P photons are emitted back into the
port, they can be interfered without a mode mismatch with
the photons in the other port. Appendix B provides explicit
details about the computation of this wave packet, as well as
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on how a NOON, in a given wave packet, can be prepared
experimentally.

However, we need to account for the fact that the single-
particle parameters are not known exactly from the first stage
of the tomography algorithm and, consequently, this process,
instead of preparing the state |�P,v〉 in Eq. (13), prepares a
state |�̂P,v〉, where

|�̂P,v〉 = 1√
2

(|G〉 ⊗ |P〉ref + eiα|ψ̂P,v〉 ⊗ |G〉ref ), (14)

where |ψP,v〉 approximates the state a†P
v |G〉/√P!. In particu-

lar, we assume that the coefficients Jv,u and μv are determined
to a precision ε0, and that the photons decay into the output
port, from any site in the interior, in time approximately Tprop.
Equivalently, for the time-reversed wave packet to excite a
photon at the target site, it can be shown that for all v ∈ V
(see Appendix B for a detailed proof):∥∥∥∥ a†P

v√
P!

|G〉 − |ψ̂P,v〉
∥∥∥∥ �

√
TpropPN (d + 1)ε0. (15)

Note that increasing the number of photons P used for recon-
structing χv also increases the error between a†P

v |G〉/√P! and
|ψ̂P,v〉. Consequently, the precision ε0 of the single-particle
parameters, as reconstructed from the first stage of this algo-
rithm, would need to be decreased with P, which would imply
that the number of photons used in that stage would need to
increase with P. However, as we argue below, to obtain even
a super Heisenberg scaling in precision of χv , the overhead
needed in terms of the number of photons from the first stage
of the algorithm is much less than P, and thus does not impact
the super Heisenberg scaling obtained for χv .

Next, we turn on the nonlinearity χv at site v for a time
period Ton, which remains to be chosen. If Ton is sufficiently
short, then the P particles initialized at site v does not diffuse
significantly to the neighboring sites, and we prepare a state

|�̂P,v〉 = e−iHTon |�̂P,v〉, (16)

which approximates the state |�P,v〉, where

|�P,v〉 = 1√
2

(
|G〉 ⊗ |P〉ref + ei(α−θP,v ) a

†P
v√
P!

⊗ |G〉ref

)
,

(17a)

where

θP,v =
(

μvP + χvP(P − 1)

2

)
Ton. (17b)

A more careful analysis of this stage, detailed in Ap-
pendix B, allows us to provide the following quantitative
upper bound on the error between |ψ〉 and |φPv

〉:
‖|�̂P,v〉 − |�P,v〉‖ �

√
PJdTon + √

TpropPN (d + 1)ε0, (18)

where d is the degree of the graph (V, E ) describing the
lattice (i.e., the maximum number of edges incident on any
one vertex) and J is an upper bound on the coupling coeffi-
cients Jv,u (i.e., |Jv,u| � J for all (v, u) ∈ E). This upper bound
implies that for short enough Ton � O(P−1/2), then the error
between ‖|�̂P,v〉 − |�P,v〉‖ can be controlled to remain small
even when increasing P.

Finally, we can now measure the phase θP,v introduced
in Eq. (17) by performing the parity measurement after ap-
plying a beam splitter operation. Choosing α = 0 and π/2
in the original NOON state yields an expected outcome of
the quadratures cos(θP,v ) and sin(θP,v ), respectively. These
expectation values then allow us to extract θP,v—however, just
the probabilistic nature of the measurement yields that there is
a constant (i.e., P independent error) in the measured quadra-
tures. However, since dχv/dθP,v = 2/P(P − 1)Ton, being able
to measure θP,v to a constant precision allows us to measure χv

to a precision that is enhanced by a factor of 1/P(P − 1)Ton.

2. Sensitivity analysis

In the remainder of this subsection, we sketch the sensitiv-
ity analysis of the protocol described above—a rigorous and
detailed version of this analysis is provided in Appendix B.
In the idealized setting of no experimental errors, there are
three sources of errors in our protocol. First is the error in the
measured single-particle parameters Jv,u and μv determined
in the first stage of the protocol and used for designing the
incident NOON state’s wave packet. This manifests as an
error between |�̂P,v〉 and |�P,v〉 defined in Eqs. (13) and (14),
respectively. Second is the error arising due to the diffusion
of photons into the sites other than the target site v, which
manifests as an error between |�̂P,v〉 and |�P,v〉 defined in
Eqs. (16) and (17). Finally, there is the measurement error
in the outcome of the parity measurement to determine the
quadrature cos(θP,v ) and sin(θP,v ).

To ensure that the quantum state finally prepared between
site v and the reference beam does not deviate significantly
from the ideal state |�P,v〉 defined in Eq. (16) due to the
state errors in the first two stages of the protocol estimated
in Eqs. (15) and (B11), we choose ε0 � O(1/P) and Ton �
O(1/

√
P). Note if we use the quantum enhanced twin-Fock

state interferometry to determine the single-particle parame-
ters, as described in Sec. IV A, the number of photons required
in this stage will be O(ε−1

0 ) = O(P), which is only a constant-
factor overhead. Assuming that we use O(1) measurements
of the parity operator to reduce its error to � O(1), and ac-
counting for the other sources of (15) and (B11), θv,P can be
determined to precision δθP,v given by

δθP,v � O(1) + O(
√
Pε0) + O(

√
PTon) � O(1),

where we have suppressed the dependence on N and Tprop,
since they are independent of P. Thus, we can now estimate
the error ε in χv as

ε ∼ δθP,v

dθP,v/dχv

∼ O
(
T−1

on P−2
) ∼ O(P−3/2),

which yields the super-Heisenberg scaling of P = O(ε−2/3),
improving over the O(ε−2) of the classical tomography proto-
col for this problem.

V. CONCLUSION

In this paper, we developed an algorithm for tomography
of nonlinear topological quantum bosonic lattices with mea-
surement accessibility only to the perimeter of the lattice.
We numerically demonstrated the stability of our algorithm
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and then proposed an extension to the algorithm to quantum
mechanically enhance the precision of the estimated Hamil-
tonian. This algorithm can also likely be extended to include
other experimentally relevant quantum simulation setups like
spin chains or quantum emitters coupled to such photonic
lattices. Furthermore, if next-nearest-neighbor couplings are
present, the boundary may not be sufficient to satisfy the
graph infection. Therefore, future directions could include
tomography of the next-nearest couplings and additional
Hamiltonian terms. Additionally, while we only numerically
studied the stability of the reconstruction algorithm, making
progress in its rigorous mathematical analysis would also
help in understanding the practical utility and limitations of
this algorithm.
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APPENDIX A: DETAILS OF THE TOMOGRAPHY
ALGORITHM: DETAILED ALGORITHM

1. ExtractingM (1)
α,v,u,M

(2)
�α,v,u from transmission and two-photon

correlation functions

In this Appendix, we provide details of how the trans-
mission and two-photon correlation functions can be used to
obtain the data on M (1)

α,v,u and M (2)
�α,v,u. Before proceeding fur-

ther, we note a basic fact about complex functions—suppose
f (ω) is a complex valued function of ω which is of the form

f (ω) = 1√
2π

n∑
j=1

(
Fj

i(Ej − ω) + � j/2

)
,

where Fj are complex numbers, Ej, � j are real numbers, and
Ej �= Ek for j �= k. Then, it follows from the Filter diagonal-
ization method of Ref. [45] that the function f (ω), if known
for all ω ∈ R, uniquely determines Fj,Ej, � j .

In both of the following subsections, we consider the setup
shown in Fig. 1: the lattice is coupled to an input port, with
time-domain annihilation operator bτ , through the vertex u
and to an output port, with time-domain annihilation opera-
tor cτ , through the vertex v. The input port is then excited
through an incident multitone laser pulse with frequencies
ω1, ω2 . . . ωM , amplitude B0, pulse width τw, and pulse shape
ζ (τ ). This can be described by the coherent state

|ψin〉 = exp

(
− 1

2

∫ ∞

−∞
| fB0,τw

(τ )|2dτ

)

×
∞∑
k=0

1

k!

(∫ ∞

−∞
fB0,τw

(τ )b†
τdτ

)k

|G〉,

where

fB0,τw
(τ ) = B0ζ

(
τ

τw

)( M∑
i=1

e−iωiτ

)
.

For concreteness, we take ζ (τ ) to be a smooth function that
falls off to 0 as |τ | → ∞ faster than any polynomial in τ (i.e.,

ξ is a Schwartz function) and fix its normalization by setting
ζ (0) = 1. It is convenient to define |φ(k)

in 〉 via

|φ(k)
in 〉 = 1

Bk
0

(∫ ∞

−∞
fB0,τw

(τ )b†
τdτ

)k

|G〉.

We perform a homodyne detection on the output port. The
same laser pulse, with possibly a controllable phase ϕ, is
interfered with the output port through a 50-50 beam splitter,
and either a transmission or a two-photon correlation func-
tion measurement is performed at (one of the) beam-splitter
output ports.

To extract information about the single- and two-particle
spectra, we will consider the regime of continuous-wave ex-
citation and weak driving. The continuous wave limit would
correspond to τw → ∞ and the weak drive limit would cor-
respond to B0 → 0—however, pointed out in Ref. [37], the
order of these limits is important. For example, taking the limit
of B0 → 0 before τw → ∞ simply results in |ψin〉, reducing to
the vacuum state |G〉, while taking the limit of τw → ∞ with-
out taking B0 → 0 does not exist. The resolution of this issue,
as pointed out in Ref. [37], was to consider the transmission
and the second-order correlation functions of the scattered
photons normalized to B2

0 and B4
0, respectively, then take the

weak driving limit (B0 → 0) followed by the continuous wave
limit τw → ∞.

Below, we execute this procedure for our setup and for
first- and second-order correlation functions obtained in
a Homodyne detection setup. In particular, we establish
that the outcome of this detection allows us to obtain
E (1)

α ,E (2)
α ,M (1)

α,v,u,M
(2)
�α,v,u, where v, u are vertices at the bound-

ary. A subtlety that was implicitly assumed but not rigorously
outlined in Ref. [37] is that the effective Hamiltonian within
the single- and two-excitation subspaces, H(1)

eff ∈ C|V |×|V|

and H(2)
eff ∈ C|V |(|V |−1)/2×|V|(|V |−1)/2, have all eigenvalues

with negative imaginary parts, i.e., they do not support any
bound states. Under this assumption together with assuming
that the matrices H(1)

eff ,H
(2)
eff are diagonalizable, we then

obtain that ∥∥exp
(−iH(k)

eff t
)∥∥ � Cke

−σkt (A1)

for some constants Ck, σk > 0. To see this, we can first
invoke the diagonalizability of H(k)

eff to express it as
H(k)

eff = P(k)diag(λ(k) )P(k)−1
. Then, we have that∥∥exp

(−iH(k)
eff t

)∥∥ = ‖P(k)diag(e−iλ(k)t )P(k)−1‖
� ‖P(k)‖‖P(k)−1‖‖exp(−iλ(k)t )‖.

Noting that ‖ exp(−iλ(k)t )‖ � e−σkt , where σk is the smallest
magnitude imaginary part of the eigenvalues λ(k), and setting
Ck = ‖P(k)‖‖P(k)−1‖, we obtain the bound in Eq. (A1).

a. Analyzing the homodyned transmission measurement

We first consider performing a transmission measurement
at the output port following the beam splitter, while using only
one laser frequency ωL [i.e., fB0,τw

(τ ) = B0ζ (τ/τw )e−iωLτ ].
The incident photon flux at position τ in the input port is
given by 〈ψin|b†

τbτ |ψin〉 = B2
0|ζ (τ/τw )|2 → B2

0 as τw → ∞.
The transmission in the output waveguide in the weak-driving
limit, on accounting for the homodyne measurement and
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normalizing to the input photon flux, is given by

T (ωL ) = lim
τw→∞ lim

B0→0

1

2B2
0

〈ψin|Ŝ†
(c†

τ + e−iϕ f ∗
B0,τw

(τ ))

× (cτ + eiϕ fB0,τw
(τ ))Ŝ|ψin〉,

= lim
τw→∞

1

2

∣∣∣∣〈G|cτ Ŝ
∣∣φ(1)

in

〉 + ζ

(
τ

τw

)
ei(ϕ−ωLτ )

∣∣∣∣
2

,

= 1

2

∣∣ lim
τw→∞〈G|cτ Ŝ

∣∣φ(1)
in

〉 + ei(ϕ−ωLτ )
∣∣2,

where τ is any time point. As we will see below, in the
continuous-wave limit, any dependence on τ of the trans-
mission will vanish. An expression for 〈G|cτ Ŝ|φ(1)

in 〉 can be
obtained from standard scattering theory [35,36] to obtain

〈G|cτ Ŝ|φ(1)
in 〉 = − √

γcγb

∫ ∞

−∞
〈G|T [ãv (τ )ã†

u(s)]|G〉ζ

×
(

s

τw

)
e−iωLsds, (A2)

where ãv (s) = eiH̃effsave−iH̃effs, where H̃eff also includes non-
Hermitian terms arising due to the coupling of av, au with
the input and output ports, i.e., H̃eff = Heff − i(γba†

uau +
γca†

vav )/2, where Heff is defined in Eq. (1). We now take the
continuous-wave limit of τw → ∞. This requires us to swap

the order of the limit and integral in Eq. (A2). The legitimacy
of this swap follows from the dominated convergence theo-
rem. To see this, we first note that

〈G|T [ãv (τ )ã†
u(s)]|G〉

=
{
eT
v exp

(−iH(1)
eff (τ − s)

)
eu if s � τ

0 otherwise,

where ev ∈ C|V | is a unit vector with a 1 at the location of
the vertex v. Furthermore, it follows from Eq. (A1) that for all
τw > 0 and s � τ ,∣∣∣∣eT

v exp
(−iH(1)

eff (τ − s)
)
euζ

(
s

τw

)
e−iωLs

∣∣∣∣
�

∥∥exp
(−iH(1)

eff (τ − s)
)∣∣∣∣∣∣ζ

(
s

τw

)∣∣∣∣
� C1e

−σ1(τ−s)‖ζ‖∞,

where ‖ζ‖∞ = supt∈R |ζ (t )|. Thus, for all τw > 0, the inte-
grand in Eq. (A2) is upper bounded by the function g(s) =
C1e−σ1(τ−s)‖ζ‖∞ if s � τ and 0 if s > τ , which is also
absolutely integrable. Thus, the integral in Eq. (A2) satisfies
the conditions of the dominated convergence theorem, and
consequently,

lim
τw→∞

∫ ∞

−∞
〈G|T [ãv (τ )ã†

u(s)]|G〉ζ
(

s

τw

)
e−iωLsds =

∫ ∞

−∞

(
lim

τw→∞〈G|T [ãv (τ )ã†
u(s)]|G〉ζ

(
s

τw

)
e−iωLs

)
ds,

=
∫ ∞

−∞
〈G|T [ãv (τ )ã†

u(s)]|G〉e−iωLsds.

Evaluating this integral, we then obtain that

lim
τw→∞〈G|cτ Ŝ

∣∣φ(1)
in

〉 = e−iωLττ(ωL ), where τ(ωL ) = i
√

γcγbeT
v

(
H̃(1)

eff − ωLI
)−1

eu = i
√

γcγb
∑

α

M (1)
α,v,u

E (1)
α − ω

. (A3)

The transmission T (ωL ), in the continuous-wave limit, can now be expressed as

T (ωL ) = 1
2 |eiϕ + τ(ωL )|2.

By varying the phase ϕ in the homodyning scheme, we can find τ(ω) as a function of ω, which then allows us to extract the
single-excitation eigenenergies E (1)

α and the coefficients M (1)
α,v,u for v, u ∈ V0, using the filter diagonalization method.

b. Analyzing the homodyned equal-time two-particle correlation function

Two-photon correlation function. Next, we consider the two-particle correlation function, G(2)(τ1, τ2; ω1, ω2), measured at
the output port on driving the input port with a laser with two tones at ω1 and ω2. In the weak drive limit, we can then express
G(2)(τ1, τ2; ω1, ω2) as

G(2)(τ1, τ2; ω1, ω2) = lim
τw→∞ lim

B0→0

1

4B4
0

〈ψin|Ŝ† ∏
i∈{1,2}

(c†
τi

+ e−iϕ f ∗
B0,τw

(τi ))
∏

i∈{1,2}
(cτi + eiϕ fB0,τw

(τi ))
2Ŝ|ψin〉

= lim
τw→∞

1

4

∣∣∣∣1

2
〈G|cτ1cτ2 Ŝ

∣∣φ(2)
in

〉 + ∑
i∈{1,2}

eiϕ

B0
fB0,τw

(τi )〈G|cτic Ŝ
∣∣φ(1)

in

〉 + e2iϕ

B2
0

fB0,τw
(τ1) fB0,τw

(τ2)

∣∣∣∣
2

= 1

4

∣∣∣∣∣∣|G (c)(τ1, τ2; ω1, ω2) +
∏

i∈{1,2}

⎛
⎝ ∑

j∈{1,2}
(τ (ω j ) + eiϕ )e−iω jτi

⎞
⎠
∣∣∣∣∣∣
2

, (A4)

where, in the summation, ic = 1 if i = 2 and ic = 2 if i = 1 and

G (c)(τ1, τ2; ω1, ω2) = 1
2 〈G|cτ1cτ2 Ŝ

∣∣φ(2)
in 〉 − 〈

G|cτ1 Ŝ
∣∣φ(1)

in

〉〈G|cτ2 Ŝ
∣∣φ(1)

in

〉
.
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We now focus on computing the term 〈G|cτ1cτ2 Ŝ|φ(2)
in 〉. Without loss of generality, we assume that τ1 � τ2, since G(2)(τ1, τ2; ωL )

is invariant under a swap of the two time indices τ1, τ2. Using the explicit expression for |φ(2)
in 〉, we obtain from standard scattering

theory [36,37] that

〈G|cτ1cτ2 Ŝ
∣∣φ(2)

in

〉 = γcγb

∫ ∞

−∞

∫ ∞

∞
〈G|T [ãv (τ1)ãv (τ2)ã†

u(s1)ã†
u(s2)]|G〉�ω1,ω2 (s1, s2)ζ

(
s1

τw

)
ζ

(
s2

τw

)
ds1ds2, (A5)

where �ω1,ω2 (s1, s2) = (e−iω1s1 + e−iω2s1 )(e−iω1s2 + e−iω2s2 ). Next, we take the continuous-wave limit (τw → ∞). Following
our previous calculation, we would like to swap the order of this limit and the integral with respect to s1, s2. To justify
this swap, we use the dominated convergence theorem for which we need an upper bound on the magnitude of f (s1, s2) =
〈G|T [ãv (τ1)ãv (τ2)ã†

u(s1)ã†
u(s2)]|G〉�ω1,ω2 (s1, s2). We begin by first noting that f (s1, s2) = f (s2, s1), so we can assume s1 � s2

and rewrite

〈G|cτ1cτ2 Ŝ
∣∣φ(2)

in

〉 = 2γcγb

∫ ∞

−∞

∫ s1

−∞
〈G|T [ãv (τ1)ãv (τ2)ã†

u(s1)ã†
u(s2)]|G〉�ω1,ω2 (s1, s2)ζ

(
s1

τw

)
ζ

(
s2

τw

)
ds2ds1.

Now, for s1 � s2,

〈G|T [ãv (τ1)ãv (τ2)ã†
u(s1)ã†

u(s2)]|G〉 =

⎧⎪⎨
⎪⎩
eT
v e

−iH(1)
eff (τ1−τ2 )A(2)

v e−iH(2)
eff (τ2−s1 )A(2)†

v e−iH(1)
eff (s1−s2 )eu if s2 � s1 � τ2 � τ1

eT
v e

−iH(1)
eff (τ1−s1 )eueT

v e
−iH(2)

eff (τ2−s2 )eu if s2 � τ2 � s1 � τ1

0 otherwise,

where A(i)
v is the matrix corresponding to the operator av when applied to the ith excitation subspace. Consequently, we now

have that for all τw � 0, ∣∣∣∣〈G|T [ãv (τ )ãv (τ )ã†
u(s1)ã†

u(s2)]|G〉�ω1,ω2 (s1, s2)ζ

(
s1

τw

)
ζ

(
s2

τw

)∣∣∣∣ � g(s1, s2),

where

g(s1, s2) =

⎧⎪⎨
⎪⎩

2‖ζ‖2
∞
∥∥A(2)

v

∥∥2
C1C2e−σ2(τ−s1 )e−σ1(s1−s2 ) if s2 � s1 � τ2 � τ1

2‖ζ‖2
∞C2

1e
−σ1(τ1−s1 )e−σ1(τ2−s2 ) if s2 � τ2 � s1 � τ1

0 ,

and it can easily be checked that g(s1, s2) is absolutely integrable. Consequently, from the dominated convergence theorem, we
obtain that

lim
τw→∞

∫ ∞

−∞

∫ s1

−∞
〈G|T [ãv (τ1)ãv (τ2)ã†

u(s1)ã†
u(s2)]|G〉�ω1,ω2 (s1, s2)ζ

(
s1

τw

)
ζ

(
s2

τw

)
ds2ds1

=
∫ ∞

−∞

∫ s1

−∞
lim

τw→∞〈G|T [ãv (τ1)ãv (τ2)ã†
u(s1)ã†

u(s2)]|G〉�ω1,ω2 (s1, s2)ζ

(
s1

τw

)
ζ

(
s2

τw

)
ds2ds1

=
∫ ∞

−∞

∫ s1

−∞
〈G|T [ãv (τ1)ãv (τ2)ã†

u(s1)ã†
u(s2)]|G〉�ω1,ω2 (s1, s2)ds1ds2.

Now, we can explicitly evaluate this integral by considering different time orderings in the integrand. In particular, we have that∫ ∞

−∞

∫ s1

−∞
〈G|T [ãv (τ1)ãv (τ2)ã†

u(s1)ã†
u(s2)]e−i(ω1s1+ω2s2 )ds1ds2 = I1(τ1, τ2; ω1, ω2) + I2(τ1, τ2; ω1, ω2),

where

I1(τ1, τ2; ω1, ω2) =
∫ τ1

s1=τ2

∫ τ2

s2=−∞
e−i(ω1s1+ω2s2 )〈G|ave

−iHeff (τ1−s1 )a†
u|G〉〈G|ave

−iHeff (τ2−s2 )a†
u|G〉ds1ds2,

= −
∑
k1,k2

〈G|av

∣∣r (1)
k2

〉〈
l (1)
k2

∣∣a†
u|G〉(

E (1)
k1

− ω1
) 〈G|av

∣∣r (1)
k1

〉〈
l (1)
k1

∣∣a†
u|G〉(

E (1)
k2

− ω2
) (

1 − e−i(E (1)
k1

−ω1 )(τ1−τ2 ))e−i(ω1τ1+ω2τ2 ), (A6)

I2(τ1, τ2; ω1, ω2) =
∫ τ2

s1=−∞

∫ s1

s2=−∞
e−i(ω1s1+ω2s2 )〈G|ave

−iHeff (τ1−τ2 )ave
−iHeff (τ2−s1 )a†

ue
−iHeff (s1−s2 )a†

u|G〉dt1dt2,

= −
∑

k1,k2,k3

〈G|av

∣∣r (1)
k1

〉〈
l (1)
k1

∣∣av

∣∣r (2)
k2

〉〈
l (2
k2

∣∣a†
u

∣∣r (1)
k3

〉〈
l (1)
k3

∣∣a†
u|G〉e−i(E (1)

k1
−ω1 )(τ1−τ2 )(

E (2)
k2

− ω1 − ω2
)(
E (1)
k3

− ω2
) e−i(ω1τ1+ω2τ2 ). (A7)
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Therefore, we finally obtain that

G (c)(τ1, τ2; ω1, ω2) = γcγb
∑
i, j

e−i(ωi+ω j )τ2

⎛
⎝∑

α1,α2

M (1)
α1,v,uM

(1)
α2,v,ue

−iE (1)
α1

(τ1−τ2 )(
E (1)

α1 − ωi
)(
E (1)

α2 − ω j
) −

∑
α1,α2,α3

M (2)
(α1,α2,α3 ),v,ue

−iE (1)
α1

(τ1−τ2 )(
E (2)

α2 − ωi − ω j
)(
E (1)

α3 − ω j
)
⎞
⎠. (A8)

Using Eqs. (A4) and (A8), we can then obtain the following
compact expression for G(2)(τ1, τ2; ω1, ω2):

G(2)(τ1, τ2; ω1, ω2)

=
∣∣∣∣e−i�τ2

(
1

2
T (2)(τ ; ω1, ω1) + e−iω1τ (τ (ω1) + eiϕ )2

)

+ ei�τ2

(
1

2
T (2)(τ ; ω2, ω2) + e−iω2τ (τ (ω2) + eiϕ )2

)

+ (T (2)(τ ; ω1, ω2) + (e−iω1τ + e−iω2τ )(τ (ω1)

+ eiϕ )(τ (ω2) + eiϕ ))

∣∣∣∣
2

. (A9a)

Here � = ω1 − ω2, τ = τ1 − τ2 and

T (2)(τ ; ω1, ω2) =
∑
i∈{1,2}

∑
α1,α2

M (1)
α1,v,uM

(1)
α2,v,ue

−iE (1)
α1

τ(
E (1)

α1 − ωi
)(
E (1)

α2 − ωic
)

−
∑

α1,α2,α3

M (2)
(α1,α2,α3 ),v,ue

−iE (1)
α1

τ(
E (2)

α2 − ωi − ωic
)(
E (1)

α3 − ωi
) ,

(A9b)

where, again, ic = 1 if i = 2 and 2 if i = 1.
ExtractingM (2)

�α,v,u,E
(2)
α . Next, we show how a measurement

of G(2)(τ1, τ2; ω1, ω2) as a function of τ1, τ2, ω1, ω2 can be
used to determine M (2)

�α,v,u and E (2)
α . Our strategy would be

to show that we can extract T (2)(τ ; ω1, ω2) as a function of
τ, ω1, ω2, which can then be used to obtain both M (2)

�α,v,u and
E (2)

α . First, we fix τ = τ1 − τ2, ω1, ω2, with ω1 �= ω2, and
vary τ2. If � = ω1 − ω2 �= 0, then G(2)(τ1, τ2; ω1, ω2), as a
function of τ2, will be of the form f (τ2) = |C0 +C1e−i�τ2 +
C−1ei�τ2 |2, where C0,C1,C2 ∈ C. From this function, we can
determine |C0|. To see this, note that

f (τ2) = |C0|2 + |C1|2 + |C2|2 + 2Re((C0C
∗
1 +C−1C

∗
0 )ei�τ2 )

+ 2Re(C−1C
∗
1 e

2i�τ2 ).

This allows for the determination of A0 = |C0|2 + |C1|2 +
|C−1|2, A1 = C0C∗

1 +C−1C∗
0 , and A2 = C−1C∗

1 . From the
coefficients A0,A1,A2, we can then obtain |C0| by solv-
ing |A1|2 + |A2

1 − 4|C0|2A∗
2| = 2|C0|2(A0 − |C0|2). Therefore,

we can obtain |T (2)(τ ; ω1, ω2) + (e−iω1τ + e−iω2τ )(τ (ω1) +
eiϕ )(τ (ω2) + eiϕ )|2. We can assume that τ (ω) has already
been determined by the homodyned transmission measure-
ment. Consequently, by varying ϕ, we can now determine
T (2)(τ ; ω1, ω2). Since M (1)

α,v,u and E (1)
α are already known, this

measurement allows us to determine

∑
�α

M (2)
�α,v,ue

−iE (1)
α1

τ(
E (2)

α2 − ω1 − ω2
)(
E (1)

α1 − ω1
) ,

as a function of τ, ω1 and ω2, from which both E (2)
α and M (2)

�α,v,u
can be extracted.

APPENDIX B: QUANTUM ENHANCED TOMOGRAPHY

1. Relationship between φv,u and M (1)
α,v,u

Here, we consider the twin Fock-state MZI setup for
measuring φv,u (Fig. 9). Note that the nonlinearity is switched
off for this phase. We consider the lattice coupled to an output
port through the sites w1,w2, · · · ,wm ∈ V0 (Fig. 11). The
Hamiltonian of the system and the port in the interaction
picture, relative to the Hamiltonian of the port, can be
represented as

H (t ) = Hs +
(

m∑
i=1

giawi b
†
t+τi

+ H.c.

)
,

where

Hs =
N∑

u,v=1

Ju,va
†
uav,

where gi is the coupling rate of site wi to the port and, to
simplify notation, we have assumed Ju,u = ωu. Here, au is the
annihilation operator of the bosonic mode at site u, and bt is
the time-domain annihilation operator corresponding to the
coupling port. Furthermore, τi specifies the position of the
port to which site wi is coupled and m is the total number of

FIG. 11. A schematic representation of the lattice, illustrat-
ing its coupling to the port through distinct sites denoted as
w1, w2, . . . ,wm ∈ V0. Each site wi is associated with a specific po-
sition along the port, characterized by the parameter τi. The initial
wave function within the port experiences scattering, driven by the
Hamiltonian of both the port and lattice. When the nonlinearity is
disabled, the output wave packet acquires a phase that depends on its
frequency.
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sites coupled to the port. Writing the equations of motion for
bτ (t ) and au(t ):

i
dbτ (t )

dt
=

m∑
i=1

awi (t )δ(t + τi − τ )gi, (B1a)

i
dawi (t )

dt
=

∑
u

Jwi,uau(t ) + bt+τi (t )g
∗
i for i ∈ {1, 2, · · · ,m},

(B1b)

i
dav (t )

dt
=

∑
u

Jv,uau(t ) otherwise. (B1c)

Integrating the first equation,

bτ (t ) = bτ (t−) − i
m∑
i=1

gi

∫ t

t−
awi (t

′)δ(t ′ + τi − τ )dt ′

= bτ (t−) − i
m∑
i=1

giawi (τ − τi )�(t− � τ − τi � t ),

where

�(a � t � b) =

⎧⎪⎨
⎪⎩

1
2 if t ∈ {a, b}
1 if t ∈ (a, b)

0 otherwise.

In particular,

bt+τ j (t ) = bt+τ j (t−) − i
m∑
i=1

giawi (t + τ j − τi )�

× (t− � t + τ j − τi � t ).

Assuming τ1 < τ2 < · · · < τm, we have that

bt+τ j (t ) = bt+τ j (t−) − i
g j

2
aw j (t ) − i

m∑
i= j+1

giawi (t ), (B2)

where we have taken t− → −∞, and also used the fact that

�(t− � t + τ j − τi � t ) =
⎧⎨
⎩

1/2 if j = i
1 if j < i
0 otherwise,

and as a second step neglected delay τi � τ j . Using Eqs. (B1) and (B2), we have that

i
daw j (t )

dt
=

∑
u

(Heff )w j ,uau(t ) + g∗
jbt+τ j (t−) if j ∈ {1, 2, · · · ,m},

i
dav (t )

dt
=

∑
u

(Heff )u,vau(t ) otherwise,

where

(Heff )w j ,w j = Jw j ,w j − i
|g j |2

2
for j ∈ {1, 2, · · · ,m},

(Heff )w j ,wi = Jw j ,wi − ig∗
jgi for j, i ∈ {1, 2, · · · ,m} and j < i,

(Heff )u,v = Ju,v otherwise.

We can integrate this equation explicitly,⎛
⎜⎜⎜⎝
a1(t )
a2(t )

...

aN (t )

⎞
⎟⎟⎟⎠ = e−iHeff (t−t− )

⎛
⎜⎜⎜⎝
a1(t−)
a2(t−)

...

aN (t−)

⎞
⎟⎟⎟⎠ − i

m∑
n=1

∫ t

t−
e−iHeff (t−s)g∗

nbs+τn (t−)ewnds, (B3)

where ewn is a basis vector with a value of 1 at position wn and 0 elsewhere. Now, we are interested in

S(ω, ν) = [bω(t+), b†
ν (t−)] = 〈0|bω(t+)b†

ν (t−)|0〉 = 1

2π

∫ ∞

−∞

∫ ∞

−∞
eiωτ e−iνσ 〈0|bτ (t+)b†

σ (t−)|0〉dτdσ.

Note that as t+ → ∞ and t− → −∞, as well as neglecting the time delay by assuming τ1 � τ2 � · · · � τm �= 0, we can write

bτ (t+) = bτ (t−) − i
m∑
i=1

giawi (τ − τi )�(t− � τ − τi � t+) � bτ (t−) − i
m∑
i=1

giawi (τ )�(t− � τ � t+),

= bτ (t−) − i

[
gTe−iHeff (τ−t− )a(t−) − i

m∑
n=1

∫ τ

t−
gTe−iHeff (τ−s)g∗

nbs+τn (t−)ewnds

]
,
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where g = ∑m
n=1 gnewn . Therefore,

bτ (t+)b†
σ (t−) = δ(τ − σ ) −

m∑
n=1

∫ τ

t−
gTe−iHeff (τ−s)g∗

newnδ(s + τn − σ )ds

= δ(τ − σ ) −
m∑

n=1

gTe−iHeff (τ−σ+τn )g∗
newn�(t− � σ − τn � τ )

� δ(τ − σ ) − gTe−iHeff (τ−σ )g∗�(t− � σ � τ ),

where we again assumed τn � 0. Inserting this into the scattering matrix, we obtain

S(ω, ν) = 1

2π

∫ ∞

−∞

∫ ∞

−∞
δ(τ − σ )eiωτ e−iνσdτdσ − 1

2π

∫ ∞

−∞

∫ τ

−∞
gTe−iHeff (τ−σ )g∗eiωτ e−iνσdτdσ,

= δ(ω − ν) − 1

2π

∫ ∞

0

∫ ∞

−∞
gTe−iHefftg∗eiωt ei(ω−ν)σdtdσ,

= δ(ω − ν)

[
1 −

∫ ∞

0
gTe−i(Heff−ωI )tg∗dt

]
,

= δ(ω − ν)[1 − igT(Heff − ωI )−1g∗].

This can be further expressed in terms of the eigenvectors and
eigenvalues of the Hamiltonian to obtain

S(ω, ν) = δ(ω − ν)

[
1 + i

∑
i, j,α

gig∗
jM

(1)
α,wi,w j

ω − Eα

]
.

2. State preparation for χv measurement

The classical algorithm for obtaining the χ value was
found to be unstable. In this section, we will demonstrate that
if we have the capability to control the nonlinearity, enabling
us to turn it on and off at will, there exists a protocol that
overcomes this instability. Suppose we want to measure the
nonlinearity at a desired site v ∈ V . First, we prepare the
following NOON state in a two-port waveguide setup:

|�I〉 = 1
2 (|G〉 ⊗ |Pout〉ref + eiα|Pin〉 ⊗ |G〉ref ), (B4)

where |G〉 is the zero photon state and α is a phase that we
will pick later. Note that the reference port is not coupled to
the lattice. |Pout〉 (|Pin〉) is the P-photon Fock state resulting
from initializing the system at (a†

v )P|G〉/√P! and evolving
it forward (back) in time. In Appendix B 2 a, we show how
to compute the wave packets ψin and ψout, corresponding to
the Fock states |Pin〉 and |Pout〉. In Appendix B 2 b, we further
provide a concrete scheme to generate NOON states in (B4),
given the wave packets ψin and ψout, starting from a NOON
state in two harmonic oscillators and letting them controllably
decay into the output ports. The next step is to let the wave
function in Eq. (B4) evolve. As expected, the resulting wave
function can be written as

|�P,v〉 = 1
2 (|G〉 ⊗ |Pout〉ref + eiα|Pv〉 ⊗ |G〉ref ),

where |Pv〉 = (a†
v )P|G〉/√P!. Now if we turn on the nonlin-

earity for time Ton and neglect the diffusion of photons to the
other sites, |Pv〉 will simply acquire a phase,

|�P,v〉 = 1√
2

(
|G〉 ⊗ |P〉ref + ei(α−θv,P ) a

†P
v√
P!

⊗ |G〉ref

)
,

and

θP,v =
(

μvP + χvP(P − 1)

2

)
Ton.

Finally, if let the system to decay into the port, the output wave
function is,

|�F〉 = 1
2 (|G〉 ⊗ |Pout〉ref + ei(α−θv,P )|Pout〉 ⊗ |G〉ref ).

This state is then passed through a 50-50 beam splitter, fol-
lowed by a parity measurement on one of the beam splitter’s
outputs. Assuming that the beam splitter is described by

(1/
√

2 1/
√

2
1/

√
2 −1/

√
2
), this measurement yields an expected value of

cos θv,P and sin θv,P for the choice of α = 0, π/2.

a. Computing |ψin〉 to initialize the system at |Pv〉
Here, we begin by initializing the system with P photons

at site v ∈ V , represented as |Pv〉. We then evolve the system
backward (forward) in time to obtain the input (output) wave
packet (Fig. 12). The Hamiltonian governing the system and
the port can be expressed as

H =Hs +
∫ ∞

−∞
ωb†

ωbωdω

+
∫ ∞

−∞
(A†bω + Ab†

ω )
dω√
2π

and A =
∑
u

guau.

Here, bω is the annihilation operator for the port at frequency
ω and au is the annihilation operator of the bosonic mode at
site u ∈ V . gu represents the coupling rate of site u to the port,
and it is only nonzero for sites that have a coupling connection
to the port. The system’s Hamiltonian, Hs, is given by

Hs =
∑
u

ωua
†
uau +

∑
u,u′∈E

Ju,u′a†
uau′ .
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FIG. 12. (a) Initiating the lattice with a P-photon Fock state at site v and tracing its evolution backward in time to determine the input wave
packet within the port. (b) Illustrating the output wave packet, representing the state of the port following the initialization of the lattice with
|Pv〉 and its forward time evolution.

To analyze the system further, we work in the interaction
picture with respect to the Hamiltonian of the port:

HI = Hs + A†bt + Ab†
t and bt = 1√

2π

∫ ∞

−∞
bωe

−iωt dω.

The Hamiltonian for both the system and port preserves the
excitation number, and there is no photon-photon interaction
since the nonlinearity is switched off. Therefore, we ana-
lyze the single-particle problem with the initial state being
|ψ (0)〉 = a†

v|0〉 for v ∈ V . The evolved wave function at time
t can be represented as

|ψ (t )〉 =
∑
u

αu(t )a†
u|0〉 +

∫ ∞

−∞
Fτ (t )b†

τ |0〉dτ, (B5)

with the initial condition values

α(0) = ev and Fτ (0) = 0.

Here, α is the vector of αu, and ev is a basis vector with a value
of 1 at position v and 0 elsewhere. Our objective is to find the
input wave packet, which is described by Fτ (−∞). We can
derive the equations of motion for α and Fτ (t ) as follows:

dα

dt
= −iJα(t ) − ig∗Ft (t ), (B6)

dFτ (t )

dt
= −igTα(t )δ(t − τ ). (B7)

Here, g is a vector of gu, and J is a matrix with ele-
ments Ju,u′ = Ju,u′ . To simplify notation, we have assumed
Ju,u = ωu. Integrating the second equation, we obtain

Fτ (t ) = Fτ (0) − i
∫ t

0
gTα(t ′)δ(t ′ − τ )dt ′

= 0 + i

2
gTα(τ )�(t � τ � 0),

where

�(t � τ � 0) =

⎧⎪⎨
⎪⎩

1
2 if τ ∈ {t, 0}
1 if τ ∈ (t, 0)
0 otherwise.

Therefore,

Ft (t ) = i

2
gTα(t )

and

dα(t )

dt
= −iJα(t ) + g∗gT

2
α(t ) = −iH†

effα(t ) → α(t )

= e−iH†
efftev,

where

Heff = J − i
g∗gT

2
.

Thus,

Fτ (t ) = i(gTe−iH†
effτ ev )�(t � τ � 0).

This results in

Fτ (−∞) = igTe−iH†
effτ ev.

Similarly, we can determine the wave packet for t → ∞:

Fτ (∞) = −igTe−iHeffτ ev.

It’s important to note that the imaginary part of the eigenval-
ues of Heff are either zero or negative. Assuming there are
no bound states in the system, there are no zero eigenvalues,
indicating that e−iH†

effτ (e−iHeffτ ) approaches zero as τ → −∞
(τ → ∞).

Finally, for the case with P photons, we can write the input
and output wave function as

|ψin〉 = 1√
P!

(∫ ∞

−∞
Fτ (−∞)b†

τdτ

)P

|0〉 and |ψout〉

= 1√
P!

(∫ ∞

−∞
Fτ (∞)b†

τdτ

)P

|0〉.

b. Relationship between g(t ) and |ψin〉
Consider a cavity that is coupled to a port, with the cou-

pling coefficient g(t ) varying with time. Initially, the cavity is
in an excited state and gradually emits a photon into the port.
The objective is to determine the time-dependent parameter
g(t ) to obtain the desired final wave function |ψin〉, expressed
as

|ψin〉 =
∫ ∞

−∞
Fτ (∞)b†

τdτ.
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In the interaction picture with respect to the port’s Hamilto-
nian, the Hamiltonian can be represented as

H (t ) = g(t )b†
t a + H.c.

Here, a is the annihilation operator for the cavity mode and
bt is the annihilation operator for the port mode at time t .
Consequently, we can describe the combined wave function
of the cavity and the port as follows:

|ψ (t )〉 = α(t )a†|0〉 +
∫ ∞

−∞
Fτ (t )b†

τ |0〉dτ.

The initial conditions are set as

α(0) = 1 and Fτ (0) = 0.

The equation of motion is then given by

α̇a†|0〉 +
∫ ∞

−∞
Ḟτ (t )b†

τ |0〉dτ = −iH |ψ (t )〉.

By applying 〈0|a and 〈0|bτ from the left, we obtain

α̇(t ) = −ig∗(t )Ft (t ) and Ḟτ (t ) = −ig(t )α(t )δ(t − τ ).

Solving these equations results in

Fτ (t ) =

⎧⎪⎨
⎪⎩

0 t < τ

− i
2g(τ )α(τ ) t = τ,

−ig(τ )α(τ ) t > τ.

and α(t ) = e− 1
2

∫ t
0 |g(s)|2ds

As t approaches infinity, we can establish a relationship be-
tween Fτ (∞) and g(t ) as follows:

Fτ (∞) = −ig(τ )e− 1
2

∫ τ

0 |g(s)|2ds.

Finally, it can be demonstrated that

g(τ ) = iFτ (∞)√
1 − ∫ τ

0 |Fs(∞)|2ds
.

3. Error analysis in χv measurement

a. Error in |Pv〉 due to linear tomography accuracy

We can establish an upper bound on the error associated
with initializing P photons at any lattice site, taking into ac-
count deviations from the true values of the linear coefficients
in the Hamiltonian. Consider the precision ε0 of the parame-
ters Ju,v and μu in the linear Hamiltonian H (1). We denote the
measured linear Hamiltonian as Ĥ (1). Suppose the input wave
function is |ψin〉, which is described by the Fτ (−∞) values
derived in Sec. B 2 a. We need to solve Eq. (B6) with the initial
condition values:

α(−∞) = 0 and F̂τ (−∞) = igTe−iĤ†
effτ ev.

Therefore,

Ft (t ) = F̂t (−∞) − i
∫ t

−∞
gTα(t ′)δ(t ′ − t )dt ′

= F̂t (−∞) − i

2
gTα(t ).

Inserting this into the derivative of α(t ):

dα

dt
= −iHeffα − ig∗F̂t (−∞)

= −iĤeffα + i(Ĥeff − Heff )α − ig∗F̂t (−∞),

It should be noted that the true evolved wave function is
obtained using the true Hamiltonian Heff instead of the recon-
structed one. By solving the above equation,

α(t ) =
∫ t

−∞
e−iĤeff (t−s)g∗F̂s(−∞)ds

−
∫ t

−∞
e−iĤeff (t−s)(Ĥeff − Heff )α(s)ds

at t = 0:

α(0) − ev =
∫ 0

−∞
eiĤeffs(Heff − Ĥeff )α(s)ds

=
∫ ∞

0
e−iĤeffs(Heff − Ĥeff )α(−s)ds.

It can be noticed that Ĥeff − Heff is a sparse matrix with
a maximum of d nonzero elements in each row or column,
where d is the degree of the graph describing the system’s cou-
plings. The value for each of these elements is also bounded
by the linear tomography error ε0. Therefore:

‖Ĥeff − Heff‖ � (d + 1)ε0.

Here, we introduce the additional assumption,

‖e−iĤeffs‖ � C0λ0e
−λ0s,

with coefficients C0 and λ0, which can be a function of the
total number of sites in the system N . This assumption implies
that there are no bound states in the system, and any initial
excitation in the system will decay exponentially to the port
in time. Furthermore, C0/λ0 can be used as the propagation
time Tprop for an excitation in the system to decay out of the
lattice. Thus, considering ‖α(s)‖ � 1:

‖α(0) − ev‖ �
∫ ∞

0
‖e−iĤeffs‖‖Ĥeff − Heff‖ds

� C0

λ0
ε0(d + 1).

Now we are interested in the distance between,

‖|Pv〉 − |P̂v〉‖ =
√

2Re(1 − 〈P̂v|Pv〉),

where

|P̂v〉 = (a†
v )P√
P!

|0〉,

|Pv〉 = (â†
v )P√
P!

|0〉 = (αT(0)a† + ∫
Fτ (0)b†

τdτ )P√
P!

|0〉.

The second equation is written from Eq. (B5). The inner
product can be obtained as follows:

〈Pv|P̂v〉 = 1

P!
〈0|(av )P(â†

v )P|0〉 = [av, â
†
v]P = (

eT
v α(0)

)P
,
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Here we used Wick’s theorem. Intuitively, we should choose
P pairs between each av and âv , and there are P! ways to do
that. We can write

〈Pv|P̂v〉 � 1 − P‖α(0) − ev‖.
Inserting this into the distance measure:

‖|Pv〉 − |P̂v〉‖ � ε1 and ε1 =
√

2C0

λ0
ε0(d + 1)P. (B8)

This provides an upper bound on the error associated with
initializing P photons at any lattice site.

b. Error in |φP,v〉 due to photon diffusion to other sites

After preparing state |Pv〉, the nonlinearity is activated for a
duration of Ton. This time period should be sufficiently long to
allow for the measurable accumulation of the phase induced
by the nonlinearity. However, it should also be short enough
to prevent the P photons from diffusing to neighboring sites.
To quantify the latter condition, let H be the full Hamiltonian
that includes on-site anharmonicities, linear on-site terms, and
coupling terms. We can define Hχ as the same Hamiltonian H
without the coupling terms, that is,

H − Hχ =
∑

v,u∈E
Jv,ua

†
vau.

The wave function at time Ton evolving with the Hamiltonian
Hχ can be expressed as

|φP,v〉 = e−iHχTon |Pv〉 = e−i(μvP+χv
P(P−1)

2 )Ton |Pv〉.
Since there are no coupling terms in Hχ , all P photons remain
at site u and the evolved wave function simply acquires a
phase. When the system evolves under the full Hamiltonian
H , the wave function at time Ton is

|φ̂P,v〉 = e−iHTon |Pv〉.
We can quantify the distance between |φ̂P,v〉 and |φP,v〉 as

‖|φ̂P,v〉 − |φP,v〉‖2 = 2Re(1 − 〈φ̂P,v|φP,v〉),

using the derivative of 〈φ̂P,v|φP,v〉 with respect to time:

d

ds
〈φ̂P,v|φP,v〉 = d

ds
〈Pv|eiHse−iHχ s|Pv〉

= i〈φ̂P,v (s)|H − Hχ |φP,v (s)〉.
Therefore:

‖|φ̂P,v〉 − |φP,v〉‖2 � 2
∫ Ton

0
|〈φ̂P,v (s)|H − Hχ |φP,v (s)〉|ds.

We can express the term in the integral as

‖|φ̂P,v〉 − |φP,v〉‖2

� 2
∫ Ton

0

∑
u,u′

|Ju′,u|( |〈φP,v (s)|a†
u′au|φ̂P,v (s)〉|) ds

= 2
∫ Ton

0

∑
u′,u

|Ju′,u|( |〈P|a†
u′au|φ̂P,v (s)〉|) ds

= 2
∫ Ton

0

∑
u∈Nv

|Jv,u|
√
P |〈P − 1|au|φ̂P,v (s)〉| ds

� 2
∫ Ton

0

∑
u∈Nu

J
√
P
√

〈φ̂P,v (s)|a†
uau|φ̂P,v (s)〉 ds.

For the first equality, we use the fact that without the coupling
terms in the Hamiltonian, the evolved wave function is just a
phase applied on the state |Pv〉. 〈Pv|a†

u′ is zero unless u′ = v,
therefore, in the second equality, we just keep the terms that
are neighbors of v(u ∈ Nv). For the last inequality, we use
the Cauchy-Schwarz inequality, and we consider J to be the
maximum value of Ju,v over u, v:

‖|φP,v〉 − |φ̂P,v〉‖2 � 2J
√
P
∫ Ton

0

∑
u∈Nv

√
Nu(s) ds. (B9)

The number operator at site u is defined as

N̂u = a†
uau and Nu(s) = 〈φ̂P,v (s)|a†

uau|φ̂P,v (s)〉.
To find the upper bound on the number of photons at site u,
we solve the differential equation for the operator N̂u in the
Heisenberg picture:

dN̂u

ds
= −i[N̂u,H] = i

∑
v∈Nu

(Ju,va
†
uav + Jv,ua

†
vau).

Therefore, the upper bound for the derivative of number oper-
ator expectation is obtained as the following:

d

ds
〈φ̂P,v (s)|N̂u|φ̂P,v (s)〉

�
∑
v∈Nu

J (|〈φ̂P,v (s)|a†
uav|φ̂P,v (s)〉|

+ |〈φ̂P,v (s)|a†
vau|φ̂P,v (s)〉|),

� 2J
∑
v∈Nu

√
Nu(s)Nv (s),

which implies

d

ds

√
Nu(s) � 2J

∑
v∈Nu

√
Nv (s) ⇒

√
Nu(s) � 2Jd

√
Ps,

(B10)

in which d is the maximum number of couplings at each site.
Inserting Eq. (B10) into Eq. (B9):

‖|φ̂P,v〉 − |φP,v〉‖ � ε2 and ε2 =
√

2PJdTon. (B11)

To ensure that the distance does not grow as a function of P,
the evolution time should scale as Ton ∝ 1/

√
P. This choice

ensures that, for short durations of Ton, the diffusion of pho-
tons to other sites can be neglected.

c. Parity measurement error

Because of the error in the linear tomography of the Hamil-
tonian and the diffusion of the photons to the other neighbor
sites, while the nonlinearity is on, the final wave function |�̂F〉
will be different from the desired wave function |�F〉. The
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distance between these two can be computed using Eqs. (B8)
and (B11):

‖|�̂F〉 − |�F〉‖ � ε3 and ε3 = 2ε1 + ε2. (B12)

We define 〈O〉ψ to be the expectation value of the parity
operator O on the state |�F〉, which results in the sine or
cosine of the phase θP,v based on choosing the value of α. Now
consider Ok to be the average outcome of k measurements of
O on the state |�̂F〉. With a probability of at least 1 − δ, we
can derive the following using Chebyshev’s inequality:

Prob

(
|Ok − 〈O〉ψ̂ | � 1√

kδ

)
� 1 − δ, (B13)

where 〈O〉ψ̂ is the expectation value of the parity operator O
on state |�̂F〉. Using the triangle inequality and defining

|Ok − 〈O〉ψ̂ | � |Ok − 〈O〉ψ | − |〈O〉ψ̂ − 〈O〉ψ |.

By using the result in Eq. (B12) and ‖Ô‖ = 1:

|〈O〉ψ̂ − 〈O〉ψ | � 2‖O‖‖|�̂F〉 − |�F〉‖ = 2ε3.

Inserting this into Eq. (B13):

Prob(|Ok − 〈O〉ψ | � ε4) � 1 − δ and ε4 = 2ε3 + 1√
kδ

.

(B14)

Note that we interpret Ok as the sine or cosine of (μvP +
P(P−1)

2 χv,est )Ton, with χv,est as the estimation of χv .
Calculating the error for the χv value solely using sine or

cosine functions is not straightforward. This difficulty arises
because the derivative of the inverse cosine or sine can become
infinite for specific values of χv . To address this issue, we
conduct 2k measurements and derive the following bounds
based on Eq. (B14):

| cos (χ1θ ) − cos (χ2θ )|
� ε4 and | sin (χ1θ ) − sin (χ2θ )| � ε4.

Here, χ1 represents the real value, and χ2 is the esti-
mated value. If ε4 is small enough, then either | cos (χ2θ )| �
1 − ε4 or | sin (χ2θ )| � 1 − ε4. Consider the case where
| sin (χ2θ )| � 1 − ε4. We define �i = cos (χiθ ). Note that for
any ρ ∈ [ρ1, ρ2],

|(1 − �2) − (1 − �2
2 )| � 2|� − �2| � 2ε4,

from which it follows that

|(1 − �2)| � ∣∣(1 − �2
2

)∣∣ − 2ε4 � (1 − ε4)2 − 2ε3.

Therefore,

θ |χ1 − χ2| =
∫ �2

�1

d�√
1 − �2

� ε4√
(1 − ε4)2 − 2ε4

,

Now, assuming ε4 is small enough (in particular, ε4 � 1
4 ),

θ |χ1 − χ2| � 4ε4. A similar analysis can be performed if
| cos (χ2θ )| � 1 − ε3. Therefore, with a probability of least
1 − 2δ, χv,est satisfies

|χv,est − χv| � � where � = 8ε4

P(P − 1)Ton
= 8

P(P − 1)Ton

⎡
⎣4

√
2
C0

λ0
PN (d + 1)ε0 + 2

√
2PJdTon + 1√

δk

⎤
⎦.

Now for P � 1, we choose Ton � O(1/
√
P), ε0 � O(1/P), δ, k = �(1), and obtain that

P �
⎡
⎣16

�

⎛
⎝ 2

Ton

√
2C0

λ0
(d + 1)ε0 +

√
2Jd

⎞
⎠
⎤
⎦

2/3

� O(�−2/3).
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