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Abstract. A time-fractional mean-field control (MFC) is developed for a prototype model of
accidental spill of a hazardous contaminant in subsurface porous media, which is a representative
and recurrent environmental threat to the public, to optimize the flow pattern so that the spilled
contaminant is remediated with the minimal cost required to ensure the clean water supply. A
strongly coupled nonlinear system of a multiple time-scale time-fractional transport equation and
a backward multiple time-scale time-fractional Hamilton—Jacobi equation is derived using the first-
order optimality condition. A sequentially decoupled time-stepping finite element method is derived
for the numerical simulation of the MFC. Numerical experiments are presented to investigate the
performance of the MFC, which show that the MFC determines an optimal flow pattern to ensure
clean groundwater supply during and beyond the time period of contaminant spill with minimal cost.
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1. Introduction. Mean-field controls (MFCs) model dynamical behaviors of
populations (e.g., particles/agents in physics/social systems), which have vast appli-
cations in robotics path planning, pandemic control, data science, conservation laws,
reaction-diffusion equations, and finance [12, 23, 25, 26, 27, 29, 30, 32, 33, 36, 44, 55].
The minimizer system of MFCs leads to a pair of partial differential equations (PDEs)
describing the optimal trajectory of the population dynamic.

The cost functional in most MFC research in the literature is constrained by
(integer-order) PDEs [25, 29]. In recent years time-fractional MFCs were developed
via stochastic analysis [7, 9, 50], and their well-posedness and regularity as well as
numerical approximations were carried out rigorously [8, 10, 16]. Motivated by the
successful developments and applications of the powerful MFCs, in this paper we de-
velop a multiple time-scale time-fractional MFC to describe a prototype modeling of
accidental spill of a hazardous contaminant in subsurface porous media, which is a
representative and recurrent environmental threat to the public. The goal is to opti-
mize the flow pattern so that the spilled contaminant is transported and remediated
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with the minimal cost required to ensure the clean water supply to the public during
the entire time period of the spill and beyond.

In section 2 we recall that the time-fractional transport PDE provides more accu-
rate description of the subdiffusive advective transport of contaminant through het-
erogeneous porous media than its integer-order counterpart does, which motivates the
choice of the time-fractional transport PDE as the constraining equation for the MFC.
Note that in the accidental spill of contaminant in subsurface formation, the transport
process is not affected significantly by individual particles of the contaminant but will
be determined by the aggregate behavior of particles, e.g., the concentration of the
solute and the velocity field of the fluid. These observations suggest the use of the
MFC (2.1), constrained by the time-fractional transport PDE (2.3) in order to ac-
curately describe subdiffusive advective transport of the spilled contaminant through
heterogeneous media.

In section 3 we address the solution procedure for the (time-fractional) MFC
(2.1) and (2.3), to which there are two general approaches in the literature: One min-
imizes the MFC (2.1) and (2.3) directly via, e.g., primal-dual hybrid gradient methods
[13, 30, 32], while the other utilizes the first-order optimality condition to derive a
system of PDEs as the stationary point of the MFC formulation. In this paper we
adopt the second approach by introducing a pseudopotential as a Lagrangian mul-
tiplier and applying the first-order optimality condition to derive a strongly coupled
nonlinear system (3.8) of a multiple time-scale time-fractional subdiffusive advective
transport PDE in terms of the concentration of the contaminant and a backward-in-
time multiple time-scale time-fractional Hamilton—Jacobi-Bellman PDE in terms of
the pseudopotential that governs the velocity field.

In section 4 we develop a sequentially decoupled time-stepping finite element
method to numerically simulate the coupled fractional PDE system (3.8) to obtain
its numerical solution. In section 5 we carry out numerical experiments to investigate
the performance of the MFC formulation: (i) We test the convergence of the nu-
merical model. (ii) With the numerically justified convergence we conduct numerical
experiments to examine the performance of the MFC in the context of control and
elimination of contaminant in groundwater supply zones after an accidental leakage
or spill of contaminant. Finally, section 6 contains concluding remarks. We sum-
marize the results and observations of the paper and outline possible future research
directions and obstacles in the context of subsurface flow and transport.

2. A multiple time-scale time-fractional MFC. Let Q C R? with 1 <d <3
be a bounded aquifer with the boundary 92. Consider a representative scenario: A
hazardous contaminant is accidentally spilled in the subdomain € C €2, the goal is
to optimize the velocity field v so that the contaminant is transported and remedi-
ated with the minimal transportation cost, and the contaminant is eliminated in the
groundwater supply zone Q,, C Q during the time period [0,T] and beyond. Then an
MFC is formulated as follows [6, 21]: Find the concentration p: [0,7] — L3 (Q2) and
the velocity field v : [0,T] — Ho(div; ) to minimize the cost functional

T

(2.1) inf / / }p(m,t)|v(:c,t)|2dmdt+/ G(z, pr(x))dz.
pv.pr Jo o Jo 2 Q

Here L?((2) is the space of square integrable functions on €, L% (Q) := {q € L*(Q):

q >0}, Ho(div;Q) :={u € (L*(Q)?: V- -u € L*(Q), u-n =00ndN} with n being

the unit outward normal to 9Q and V being the gradient operator, pr(x) := p(x,T)

is the terminal value, and the function G is convex with respect to pr.
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Remark 2.1. The first term accounts for the total kinetic energy required to
transport the contaminant during the time period [0, 7]. The second term may reduce
to the weighted LP norm with p > 1 for a properly chosen G that is supported on the
water supply zone €,, C Q (cf. section 5). The MFC (2.1) and (2.3) ensures that the
subdiffusive advective transport of the contaminant through the heterogeneous aquifer
Q governed by the time-fractional transport PDE (2.3) with the optimal velocity field
v minimizes (i.e., cleans up) the contaminant in the water supply zone Q,, with
the minimal accumulated kinetic energy (to transport the contaminant to the right
location to be remediated).

Recall that the integer-order Fickian diffusive advective transport PDE was de-
rived under the assumptions that the underlying particle jumps have (i) a mean free
path, and (ii) a mean waiting time [38], which are valid for transport in homogeneous
media when solute plumes are observed to be Gaussian [4, 37, 38]. This justifies
why the PDE, which admits Gaussian fundamental solutions, can accurately describe
contaminant transport in homogeneous media. When extended to model transport
in heterogeneous media by adjusting the variable parameters that multiply the preset
integer-order differential operators to fit the training data, these PDEs tend to yield
less accurate predictions [5, 11, 14, 19, 37, 38]. The reason is that transport in
heterogeneous media exhibits highly skewed power-law decaying tails, which can
hardly be captured by integer-order diffusive advective transport PDEs, character-
ized by a combination of Gaussian fundamental solutions, over a wide parameter
range [5, 11, 14, 19, 37, 38].

Under the assumption that the mean waiting time has a power-law decaying tail
as observed in field tests, the time-fractional diffusion PDE

1 L g'(s)ds

(2.2) 0%p—Ap=0, 0<a<l, aggzzr(l_a)/o (gt(_)s)a,

where 05 represents the fractional derivative operator with I'(-) being the Gamma
function [43] and A is the Laplacian, was derived via continuous time random walk
(CTRW) and was shown to accurately describe transport in heterogeneous aquifers
[37, 38, 46, 47]. However, (2.2) admits solutions with singularity near the initial
time ¢ = 0, which is not physically relevant [45, 48], because (2.2) was derived as
the diffusion limit of a CTRW in the phase plane and so holds only for large time
t > 0. This is why it fails to catch the Fickian diffusive behavior near the initial
time ¢ =0 [62], which will cause further complications to system (3.8) in the current
context. The two time-scale mobile-immobile time-fractional PDE with the partition
coefficient x [46, 61],

Op+kOSp—Ap=0, £>0,0<a<]l,

in which a 1/(1 4+ k) portion of the contaminant stays in the mobile phase and un-
dergoes Fickian diffusive transport, while the rest gets absorbed to the aquifer and
undergoes subdiffusive transport [14, 39, 64], accurately describes Fickian diffusive
transport near the initial time and subdiffusive transport subsequently [46, 62].

We complete the MFC (2.1) by the two time-scale time-fractional PDE

Owp+ kOFp— KAp+ V- (pv(x,t)) = f(x,p) inQx(0,7],
(2.3) p(x,0) = po(x) on(,
v(x,t) -n(x) =Vp(x,t) n(x)=0 on 0N x [0,T].
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Here K > 0 is the diffusivity coefficient, py € LZ (2) refers to the initial value, f(x,p) >
0 with p being the prescribed concentration of the contaminant at sources, f <0 with
p = p being the concentration of the contaminant in the groundwater at sinks, and
f =0 elsewhere.

3. A time-fractional PDE system from the optimality condition. We
are now in the position to address the minimization of the MFC (2.1) and (2.3),
for which there are two general approaches to finding the minimizers. The first is
to minimize the MFC (2.1) and (2.3) directly via, e.g., primal-dual hybrid gradient
methods [13, 30, 32], while the other is to utilize the first-order optimality condition
to derive a system of PDEs as the stationary point of the optimization problem (2.1)
and (2.3). In this paper we adopt the second approach.

To facilitate the derivation, introduce the specific momentum

(3.1) m(x,t):=p(x,t)v(x,t).
Then the MFC (2.1) and (2.3) can be reformulated as

T 2
(3.2) e ] mdwdt + /Q Gz, pr(z))dz,
which is subject to the constraint
Op+rOFp—KAp+V -m=f(x,p) inQx(0,T],
(3.3) p(x,0) = po(x) on{,
m(x,t) - n(x)=Vp(z,t) - n(x)=0 ondQx[0,T)].

Note from (3.1) that

(3.4) lim =0,

and hence the specific kinetic energy term in (3.2) vanishes whenever p(z,t) = 0.
Accordingly, if p(z,t) =0 for x € 02, we enforce m(x,t) - n(x) =0.

Let ¢(x,t) be a Lagrangian multiplier that is subject to the no-flux boundary
condition

(3.5) Vo(x,t) -n(x)=0 ondQ x[0,T],

and let the cost functional be defined by

T [ m)?
Lip,m.pr, ) = / / dedt + [ G, pr)de
(36) 0 Q Q

T
—/ / ¢ (Oip+ KO p — KAp+V -m — f(z, p))dadt.
o Jo
Apply the Karush-Kuhn-Tucker approach to reformulate the constrained optimiza-

tion problem (3.2)—(3.3) as an unconstrained optimization: Find a quadruple p, m,
pr, and ¢ to optimize the problem

(3.7) inf sup L(p,m, pr,d).
[

p,mM,pT

We utilize the optimality condition of problem (3.6)—(3.7) to compute the first varia-
tion of the generalized Lagrangian L(p, m, pr,$) with respect to all its arguments to
prove the following theorem.
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THEOREM 3.1. The optimization problem (3.6)—(3.7) can be characterized by the
following coupled nonlinear time-fractional PDE system, which consists of a forward
time-fractional PDE describing subdiffusive advective transport of the contaminant
and a backward time-fractional Hamilton—Jacobi PDE describing the subdiffusive ad-
vective transport of the pseudopotential ¢ as the Lagrangian multiplier:

Bip+ KO p— KAp—V - (pVg) = f inQ x (0,7,
2
0p — kOF§+ K Ag — 'V? +(0,£)p=0 inQx [0,T),

p(iE,O) = pO(x)v d)(:I:,T) = 8pTG($aPT) OHQ,
Vo(z,t) - n(x)=Vo(x,t) n(x)=0 on 9N x [0, 7).

Here the backward Riemann—Liouville fractional integral operator tfqlfa and differen-
tial operator O are defined by [43]

N e 1 T g(s)ds

Proof. Letting d¢ be an admissible function that is subject to the boundary
condition (3.5), we use (3.6) to compute the variation d4L(p, m, pr,¢) with respect
to following ¢:

J(0) :== L(p,m, pr, ¢+ 05¢)

//| da:dtJr/G:cpT

*/ / (¢ +069)(0rp+ kO p— KAp+V -m — f(x,p))dadt.
o Jo
Differentiate J,(6) with respect to 6 and then set =0 to obtain

doL(p,m, pr,¢) = J;,(0)

T
*—/ /5¢(8tp+n8t‘"p—KAp+V~m—f(cc,[)))da:dt:O.
o Jo

Since d¢ is arbitrary, we obtain the following time-fractional PDE for the concentra-
tion p:

(3.10)  Oip(x,t) + KOy p(x,t) — KAp(x,t) + V- -m(x,t) = f(x,p) nQx (0,77

To compute the variation é,L(p, m, pr,¢) with respect to p, we use the forward
differential operator 95 in (2.2) and the backward differential operator 99 in (3.9) to
integrate the g0 p term in the last integral on the right-hand side of (3.6) to find
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// o(x,t) 0 p(a, t)dtde

- 1_04/{/ e / Si(f:;)dsdt]dm
1—a// [/¢ t—ssp“) }dtdm
1_a// [/ ¢m:?8p$s)dt]dsdm
[ o | el

:AAP@@@WMWM—AWWW?%@JM-

Integrate the remaining terms in the last integral of (3.6) by parts and use (3.11)
and the space-time boundary conditions in (3.3) to find

(3.11)

T
/ /gb dp+ kO3 p— KAp+V-m — f(x,p))dedt

(3.12) /0 / (= 80+ KIP) — KAG) —m -V — ¢ f (x, p)dadt
+ [ pr(@ota. Tz [ i) [ofw.0)+ o} 0. )| do.
Q

Let 6p be any admissible function satisfying the homogeneous boundary, initial, and
terminal conditions

(3.13) op(x,0)=0p(x, T)=00n8, Vip(x,t) -n(x)=00n00Q x[0,T].
Combine (3.6) and (3.12) and utilize (3.13) to obtain

Jp(0):= L(p+05p,m, pr, )

/ / I 05 —dx dt—l—/QG(a:,pT)da:dt

—/ /¢((’)tp+m8fp—KAp+V-m—f(w,ﬁ))‘ dadt

p=p+0dp
/ / +95p dwdt—l—/QG(:B,pT)d:Bdt

—/0 /Q [(p+95p)(— O+ KO — KAP) —m - w)}
,Qs(m,t)f(m,ﬁ)’p:pwapdmdtf /QpT(ac)qﬁ(m,T)da:

—I—/on(a:) [¢(:1:,0) —l—fiof:lfad)(w,-)} dz.
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Differentiating J,(#) with respect to 6 yields

[m[*5p
g dwdt
//Q 2(p+6dp)?

7/ / 5p(—3t¢+néf‘¢—KA¢—¢6pf(a:,ﬁ)‘ )dmdt.
0 Q p=p+0ép
Then set § =0 gives rise to
SpL(p,m, pr,9) = J, (0)
o Iml2
(5p thb—/ia O+ KA)+¢0,f — dxdt =0

The arbitrary dp yields the backward time-fractional Hamilton—Jacobi PDE for ¢:

N |m|2
(3.14) 01— K076+ KA+ (0,0)6 — g

=0inQ x [0,7].
Similarly, let édm be any admissible function satisfying the no-flow boundary

condition in (3.3). Use (3.6), (3.12), and the boundary condition (3.3) for dm to
deduce

Jm(a) = L(pvm + 95m7PT7¢)

T 2
:/ /Mdmdth/G(m,pT)dm
0o Ja 2p Q
T
7/ / ¢(3tp+ KO p — KAp — f(a:,ﬁ)) — (m+0im) - Vodadt.
o Ja

Differentiate Jp, (6) with respect to § and then set § =0 to obtain

T
3.15 SmL(p,m, pr, &) = J. (0) = MM | s Vdadt =
™ p
0 Q

Since dm is arbitrary, we use (3.1) and (3.15) to derive
(3.16) v= % = Vo

Put m = pv=—pV¢ in (3.10) and (3.14) to obtain the two time-fractional PDEs for
p and ¢ and the no-flux boundary condition for ¢ in (3.8).
Finally, let dp7 be any admissible function. Use (3.6) and (3.12) to find

Jor(0) == L(p,m, pr + 00pr, $)

L

- / [ o= 00+ wdzo - KA0) ~m- Vo - 6f(e. p)dude
0 Q

/ G(x, pr + 06pr)dx

— /Q (pr(x) + 00pr)d(x, T)dx + [ po(x)(p(x,0)+ Kol b (e, D)) da.

Q
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Differentiate J,,.(¢) with respect to 6 and then set # =0 to obtain

Sy EAp.m.pr.0) = I3 0= [ 501(9G = 6l T))dw =0
We derive a terminal condition for ¢ at the final time t =T"
(3.17) o(2,T) = 9,,G(@. pr).

We combine (3.17) with the initial conditions in (2.3) to obtain the initial condition
for p and the terminal condition for ¢ in (3.8), thus proving the theorem. O

4. A sequentially decoupled time-stepping finite element method. We
take advantage of the physical properties of the subdiffusive advective flow and trans-
port mechanism to develop a sequentially decoupled time-stepping finite element
method for the numerical simulation of system (3.8) to optimize the flow pattern
for the minimal transport cost.

4.1. A sequentially decoupling of system (3.8). The dependent variable of
primary interest is the concentration p of the contaminant, which is solved from the
forward time-fractional PDE in (3.8) that is determined by the velocity field v = —V¢.
This in turn relies on an accurate solution of ¢ in the backward time-fractional PDE
in (3.8), which is coupled to the forward time-fractional PDE via d,f through p.

A sequentially decoupled backward Hamilton—Jacobi PDE. Define an initial guess
for p(® and pg)) by

PO (@, t) := po(), pg))(ac) =po(x), e, tel0,T].

For m = 1,2,..., a sequentially decoupled terminal-boundary value problem of the
backward time-fractional Hamilton-Jacobi PDE can be formulated for ¢("™) (a,t):

9,0 (x,t) — kO™ (1) + KAP™ (1)

IV (@ ) 48, (oD (1) 6 (1) =0 i@ x 0,7),
60 (@, T) = 9, G (w, p" () on 2,
Vo™ (z,t) -n(x) =0 on 99 x [0, 7).

Let H'(£2) be the Sobolev space that consists of the Lebesgue square integrable func-
tions on ) with square integrable weak derivatives, equipped with the usual inner
product and norm [21]. A backward weak formulation for problem (4.1) can be ob-
tained by multiplying the fractional PDE in (4.1) by any test function y € H'(f),
integrating the resulting equation on €2, and applying the divergence theorem:

(06 (1) — KBS (1), ) — (KVO™ (1), Vx) — (5[0 (1) x)
(42) +(apf('vﬁ(m71)('7t))¢(m)('at)vX) :Oa 0§t<Ta

(¢(m) ('7 T) - apTG(" Pgrm_l)(')) ) X) = 0,

with (-,-) representing the Lo inner product over €.
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A sequentially decoupled transport PDE. Given ¢("™ (x,t), solve for p(™ (a,t):

0ip™ (1) + K0P (,8) = V- (o) (@, ) VO (1))
/

—KAp™ (1) = f(a, )" (a,1)) inQ x (0,77,
(43) pt™) (x,0) = po(x on (2,
Vo) (z,t) - n(z) =0 on 90 x [0,T].

By the discussions following (3.4), p™) = 5 at sources and p("™ = p(™) at sinks, and
f =0 elsewhere. p( )( )= p™(x,T). A forward weak formulation for problem (4.1)
for any x € H'() is

(&tp(m)("t) + ”ia?p(m)("t)aX) + (KVp(m)(-,t),Vx)
(4.4) + (P (Ve (1), Vx) = (£ 0" (1), x), 0<t<T,
(P (,0) = po (). x) =0.

4.2. A time-stepping finite element approximation to system (3.8).
Discretization of the sequentially decoupled time-fractional transport PDE (4.3).
Define a temporal partition of [0,7] by

(45)  O=itg<ti<-—-<tpn< - <ty:=T, Tpi=tn—ta_1,n=12,... N.

Use the L1 discretization to approximate d;p(™ (x,t,,) and 9% p(™) (x,t,,) in the weak
formulation (4.4) [34, 35, 49]. For 1<n <N

(4.6)
Dl ) ~ 6, pl(, t) 1= LT I) P& tuc1)

Tn

ti

Sp x,s)ds - /t’c orp(x,ty)ds
Fo(x,t, ~ p
t Z tre—1 t’fb - S) ; th_1 F(l - a)(t7z - 3)

nnp Z, t +Z n,k — nk+1 P(flhtk) _bn,1p0<w) 2153/)(937%)7

(tn —th_1)7% — (tp — tp)'™

1<k<n.
T2— o) ==l

bnk -

Let Sp(2) C H'(Q) be a piecewise-linear finite element space with respect to a
quasi-uniform partition of diameter h. Substituting §,p(™ (-,t,) and 6¢p("™(-,t,,) for
Oep'™ (-, t,) and 92 p(™ (-, t,,) in (4.4) yields a time-stepping finite element scheme:
For n=1,2,..., N, find the finite element solution p(™ (x,t,) € S}, (Q) such that

(5Tp(m)('»tn) + méfp(m)(-,tn),x) + (KVp(m)(-,tn),Vx)
(4.7) +(p" () VU™ (1), VX) = (F(5 0™ (1)), x) V€ Sn(9),

(p(m)(.,o) - Po(')7X) =0 Vxe Sh(Q)

Discretization of the sequentially decoupled backward time-fractional Hamilton—
Jacobi PDE. Similarly discretize 0;¢(™ (,t) and 08¢(™)(z,t) backward in time on
the partition (4.5) for n=N,N —1,...,1:
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8t¢(a:) tnfl) ~ 5T¢(w7 tn)v

0@ tr) =011 0)| =B o]
N N-1 .

_¢(x,s)ds k1 o(x, s)ds
z_:s/t; 1(8_tn 1) Zs/; (S_tn)a‘|

l—a [
k=n k—=n b
N N-1
boo(@ tg—)ds (@, ) ds
r1—a) Lz_;l/tk L (s—=tp_1)™ k_n/tk (S_tn)a]

nn¢(m tn 1) Z (bkn bk n+1)¢(matk—1)::Sggb(mvtn—l)a

k=n-+1
tie — tp_ - _ to1 — e’
by = L ) (b U L <k<N.
' r2-a)m,

Here 6., ¢(x,t,) is defined in (4.6).

Substitute §,¢™ (-, t,) and 62 ¢™ (-, £, 1) for 9™ (-, t,,_1) and I¥G™ (-, t,,_1)
n (4.2), respectively, to derive a backward time-stepping finite element scheme: For
n=N,N —1,...,1, find the finite element solution ¢(™ (x,t,,_1) € S;(2) such that

(6,6 (- tn) — KOZO™ (-, t0_1),x) — (KVS™ (-, tn-1),VX)
(09) (5190t )P X) + (@At ) ), x) =0,
(@ T) = 0, G pF V() x) =0 Yy € Sn(Q).

Implementation. Let {x;}Y= C S»(Q) be the nodal basis and write ¢(-,t, 1) as
O, tn—1) Z@xa TeQ, ¢;i=¢(x;,tn1).

Evaluate the residual vector 7(¢) = [r1(),...,7x, (6)] T,
ri(9) = (50 (- tn) = KO S(-,tn-1),X:) = (KVG(-,tn-1), Vi)
(51900t D x0) + (B Pt 1)) b))
and the Jacobian matrix J(¢) = [J; ; (¢)]27_, by (4.8),

Jij(¢) = —8225;’5) = Tln [1 + %} (xjxi) + (KVx;, Vi)

+(V¢(-,tn_1) : vXj7Xi) - (8pf('7/j m)('vtn—l))va)(i)-

By the discussions following (2.3), —0, f > 0 at sinks and vanishes elsewhere. The last
term is symmetric and positive semidefinite, and the first two terms are symmetric
and positive definite. The third term may be indefinite. Hence, the Jacobi matrix
J is nonsingular if 7, is sufficiently small such that the Newton’s method converges
in the solution of the nonlinear system, as used in, e.g., optimal control of nonlinear
evolution equations [28, 41, 51].

-«
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5. Numerical investigation. We conduct numerical experiments to test the
convergence of the time-fractional MFC approximation (4.7) and (4.9). Then we
examine the performance of the MFC to assess the effect of control and elimination
of the contaminant in the groundwater supply zone in the context of a prototype
modeling of accidental spill of a hazardous contaminant in one- and two-dimensional
subsurface porous media.

5.1. Performance of the one-dimensional MFC. The problem setting is
as follows: The aquifer 2 = (0,1), the contaminant spill zone Q; = (0,0.1), the
groundwater supply zone €, = (0.9,1), and the diffusivity coefficient K =0.001.

5.1.1. Numerical experiment 1(a). In this set of numerical experiments, the
source and sink term f is of the form

f(%p):{ ¢(2;0,0.1) 5, x€]0,0.5],

where 1 (x; 21, 22) is a mollified point source of the form

(5.2) w(x;zl,zQ)::erf(x_Uzl)ferf<$;22), z€[0,1], o=0.001.

f >0 in the spill zone €25 with the prescribed amount of contaminant p =1 injected
per unit volume per unit time. f < 0 represents the extraction/remediation of the
contaminant from the aquifer where p = p is the current concentration in the ground-
water. Initially, the groundwater is assumed clean, i.e., pg = 0 in the aquifer Q. In
scheme (4.7) and (4.9), 0,f = 0 on [0,0.5] and 9, f(z,p) = —1(x;0.9,1) on [0.5,1].
The observational time period T'=10. The potential field G(x, pr) is chosen to be

(5.3) G(x, pr) = pr(2;0.9,1) /2.

We first carry out numerical experiments to investigate the convergence of the
time-fractional MFC approximation to the concentration p of the contaminant for
different values of the fractional order a in comparison with the MFC constrained
with the integer-order diffusive advective transport PDE. Since the analytical solution
is not available, we compute the reference solution with a fine time step size 7.5 =
1/2048 and a fine spatial mesh size h,.y = 1/160 to measure the temporal and spatial
convergence rates r; and r, respectively:

||,0T() - ph(',T)HLz(Q) < Q(T” + hrs>'

The numerical results are presented in Tables 5.1 and 5.2, which indicate the temporal
and spatial convergence of the approximation.

TABLE 5.1
The temporal convergence of the MFC approzimation to p in section 5.1.

a=0.1 a=0.5 a=0.9
T llor — poll Tt llor — prll Tt ller — pnll Tt
1/32 1.08E-02 8.42E-03 4.435-03
1/64 5.39E-03 1.01 4.21E-03 1.00 2.29E-03 0.95
1/128 2.61E-03 1.04 2.06E-03 1.03 1.15E-03 0.98
1/256 1.22E-04 1.09 9.66E-04 1.09 5.59E-04 1.04
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TABLE 5.2
The spatial convergence of the MFC approximation to p in section 5.1.

a=0.1 a=0.5 a=0.9
h lor — pnll Ts llor — pull Ts llor = pull Ts
1/4 4.46E-01 4.11E-01 3.85E-01
1/8 1.75E-01 1.35 1.66E-01 1.31 1.61E-01 1.26
1/16 7.22E-02 1.28 6.61E-02 1.33 7.14E-02 1.17
1/20 4.36E-02 2.25 4.49E-02 1.72 4.75E-02 1.82

With the numerically tested convergence of the MFC approximation, we then
conduct numerical experiments to assess the performance of the MFC for different
values of the fractional order « in comparison with the MFC constrained with the
integer-order diffusive advective transport PDE. We use the spatial mesh size h =1/32
and the time step size 7 = Th? in the MFC simulation and present the plots of the
concentration p, the optimal velocity v (= —38,¢), and the terminal concentration
pr in Figure 5.1. The first row is for the Fickian diffusive advective transport with
k=0 in (2.3), and the second through fourth rows are for the subdiffusive advective
transport with Kk = 1 and o = 0.3, 0.5, and 0.8, respectively. In all the scenarios,
the MFC is observed to successfully remediate all the contaminant and to ensure the
supply of clean water in the groundwater supply zone over the entire operational time
period.

5.1.2. Numerical experiment 1(b). The problem setting is set to be the same
as in section 5.1.1 except that the source and sink term of the contaminant leakage is
modified as follows:

¥(x;0,0.1) p,  (x,t) €[0,0.5] x [0,1],
(5.4) flz,p)=¢ —¢(2;0.9,1)p, (z,t)€]0.5,1]x [0,10],

0 elsewhere.

That is, the contaminant leakage takes place during the time period [0,1], but the
objective of the MFC is to ensure that the contaminant can be eliminated in the
groundwater supply zone during a much longer time period [0,10]. Since the time
dependence of f on the time ¢ is through p, the time dependence of f can be viewed
as p=1on [0,1] and 0 on (1,10].

Due to the similarity of the problem to the one in section 5.1.1, we only present
the concentration p of the contaminant, the optimal velocity v, and the terminal
concentration pr of the contaminant of the subdiffusive advective transport PDE
with k = 1 and a = 0.5 in (2.3) in comparison with those of the Fickian diffusive
advective transport PDE with x = 0 in (2.3). We present the plots in Figure 5.2.
We observe that with the optimal velocity, the groundwater supply zone is remained
contaminant free during the long time period [0, 10].

5.1.3. Numerical experiment 1(c). We only modify the source and sink term
in (5.1) as follows while keeping all the other parameters unchanged:

[ w0055 2el0.05]
(5:5) f(x’p)_{ —(2:0.5,0.9) p, x€[0.5,1]

with p=1. We present the concentration p of the contaminant, the optimal velocity
v, and the terminal concentration py of the contaminant of the subdiffusive advective
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F1G. 5.1. Performance of the one-dimensional MFC in section 5.1.1 with f given in (5.1). Left
column: the concentration p(z,t); middle column: the optimal velocity v(z,t); right column: the
terminal concentration pr(xz,t). The first row: the Fickian diffusive advective transport with k=0
in (2.3); the second through fourth rows: the subdiffusive advective transport with k=1 and a =0.3,
0.5, and 0.8, respectively, in (2.3).

transport PDE with x = 1 and o = 0.5 in (2.3) in comparison with those of the
Fickian diffusive advective transport PDE with x =0 in (2.3). We present the plots
in Figure 5.3.
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FI1G. 5.2. Performance of the one-dimensional MFC in section 5.1.2 with f given in (5.4). The
first row from left to right: Plots of the concentration p, the optimal velocity v, and the terminal

concentration pr of the Fickian diffusive advective transport PDE with k = 0 in (2.3). The plots
in the second row correspond to those of the subdiffusive advective transport PDE with k = 1 and

a=0.5in (2.3).
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F1G. 5.3. Performance of the one-dimensional MFC in section 5.1.3 with f given in (5.5). The
first row from left to right: Plots of the concentration p, the optimal velocity v, and the terminal
concentration pr of the Fickian diffusive advective transport PDE with k = 0 in (2.3). The plots
in the second row correspond to those of the subdiffusive advective transport PDE with k =1 and
a=0.5in (2.3).
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F1G. 5.4. Performance of the one-dimensional MFC in section 5.1.4 with f given in (5.6). The
first row from left to right: Plots of the concentration p, the optimal velocity v, and the terminal
concentration pr of the Fickian diffusive advective transport PDE with k = 0 in (2.3). The plots
in the second row correspond to those of the subdiffusive advective transport PDE with k = 1 and
a=0.5in (2.3).

5.1.4. Numerical experiment 1(d). In this set of experiments we only mod-
ify the source and sink term in section 5.1.3 as follows while keeping all the other
parameters unchanged:

Fa.5) = { $(2:0,05) 5, x€0,0.5],

(5.6) —(x;0.5,0.9) p, x€]0.5,1]

with p=2. We present the concentration p of the contaminant, the optimal velocity
v, and the terminal concentration py of the contaminant of the subdiffusive advective
transport PDE with k =1 and aw=0.5 in (2.3) in comparison with those of the Fickian
diffusive advective transport PDE with x =0 in (2.3) in Figure 5.4.

5.2. Performance of the two-dimensional MFC. The problem setting is as
follows: The aquifer Q = (0,1)2, the spill zone Q, = (0,0.1)2, and the groundwater
supply zone Q,, = (0.9,1)2.

5.2.1. Numerical experiment 2(a). The source and sink term f is an exten-
sion of (5.1) and is of the form

P(2;0,0.1)9(y;0,0.1) p,  (z,y) €(0,0.5)?,
(5.7) fe,y,p) =< —¢(2;0.9,1)1(y;0.9,1) p,  (2,9) € (0.5,1)?,
0 elsewhere

with p =1 and 9(-;21,22) given in (5.2). G(z,y,pr) is a two-dimensional extension
of (5.3):

(5.8) G(z,y, pr) = ppp(2;0.9, 1) (y;0.9,1) /2, (z,y) € Q.

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 12/07/23 to 129.252.33.201 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

A TIME-FRACTIONAL MEAN-FIELD CONTROL B899

All other parameters are chosen to be the same as in section 5.1.1. In Figure 5.5 we
present the plots of pr(z,y), and the z component v, (z,y,T) (= —0,¢(x,y,T)) and
the y component vy (z,y,T) (= —0y¢(x,y,T)) of the velocity field v = (vg,v,) for the
Fickian diffusive advective transport and the subdiffusive advective transport with
different values of the fractional order a=0.3, 0.5, and 0.8, respectively.
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F1G. 5.5. Performance of the two-dimensional MFC in section 5.2.1 with f given in (5.7).
Left column: The terminal concentration pr(x,y); middle (resp., right) column: the x-component
vz (z,y,T) (resp., the y-component vy(z,y,T)) of the optimal terminal velocity v. The first row:
The Fickian diffusive advective transport with k =0 in (2.3); the second through fourth rows: the
subdiffusive advective transport with k=1 and a =0.3, 0.5, and 0.8, respectively, in (2.3).
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F1G. 5.6. Performance of the two-dimensional MFC in section 5.2.2 with f given in (5.9). The
first row from left to right: Plots of the terminal concentration pr, the x-component v (x,y,T) of the
optimal terminal velocity v, and the y-component vy(z,y,T) of the terminal velocity of the Fickian
diffusive advective transport PDE with k =0 in (2.3); the plots in the second row correspond to those
of the subdiffusive advective transport PDE with k=1 and a =0.5 in (2.3).

5.2.2. Numerical experiment 2(b). In this set of numerical experiments we
modify the source and sink term in (5.7) as follows while keeping all the other param-
eters unchanged:

P(2;0,0.3)1(y;0,0.3) p,  (w,y) €(0,0.5)%,
(5.9) fl,y,p) =< —¢(2;0.6,0.9)9(y;0.6,0.9) p, (z,y) € (0.5,1)%,
0 elsewhere

with p=1. In Figure 5.6 we present the terminal concentration pr, the x-component
vz(x,y,T), and the y-component vy(x,y,T') of the optimal terminal velocity v of the
subdiffusive advective transport PDE with x =1 and o= 0.5 in (2.3) in comparison
with those of the Fickian diffusive advective transport PDE with k=0 in (2.3).

5.2.3. Numerical experiment 2(c). The problem setting is the same as in
section 5.2 except that the source and sink term of the contaminant leakage is as
follows:

¥(@:0,0.3)1(y;0,03) p, (,9,1) €(0,0.5)% x [0,1],

(5.10)  flz,y,p) =4 —(2;0.6,0.9)1(y;0.6,0.9) p, (x,y,t) € (0.5,1)% x [0,10],
0 elsewhere

with p=1. In Figure 5.7 we present the terminal concentration pr, the z-component
vz (z,y,T), and the y-component vy (x,y,T) of the optimal terminal velocity v of the
subdiffusive advective transport PDE with £ =1 and a= 0.5 in (2.3) in comparison
with those of the Fickian diffusive advective transport PDE with k=0 in (2.3).

In summary, in this section we carry out one- and two-dimensional numerical
experiments to investigate the performance of the time-fractional MFC, which show
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F1G. 5.7. Performance of the two-dimensional MFC in section 5.2.3 with f given in (5.10).
The first row from left to right: Plots of the terminal concentration pr, the x-component vy (z,y,T)
of the optimal terminal velocity v, and the y-component vy(x,y,T) of the terminal velocity of the
Fickian diffusive advective transport PDE with k =0 in (2.3); the plots in the second row correspond
to those of the subdiffusive advective transport PDE with k=1 and aa=0.5 in (2.3).

that the MFC can optimize and remediate the transport of the contaminant to ensure
the safe supply of the groundwater to the public during the entire time period of the
spill and beyond for different scenarios. Furthermore, these experiments suggest that
the time-fractional MFC formulation does not seem to be sensitive to the variation of
the parameters in the optimization problem.

6. Concluding remarks. In this paper we develop a multiple time-scale time-
fractional MFC to model the accidental spill of a hazardous contaminant, which is a
representative and recurrent environmental threat to the public. We use the first-order
optimality condition to the MFC and introduce a Lagrangian multiplier to reformulate
the optimization problem to a strongly coupled nonlinear time-fractional system (3.8)
that consists of a multiple time-scale time-fractional subdiffusive advective transport
PDE in terms of the concentration p of the contaminant and a backward multiple time-
scale time-fractional Hamilton—Jacobi PDE in terms of the pseudopotential ¢, which
gives the optimal velocity field v that governs the transport of the contaminant. We
derive a sequentially decoupled time-stepping finite element method (4.7) and (4.9)
for the numerical simulation of the system. We then carry out numerical experiments
to investigate the performance of the MFC. Preliminary test runs indicate that the
MFC can transport and remediate the contaminant to ensure the safe supply of the
groundwater to the public during the entire time period of the spill and beyond.

Although the results in this paper indicate strong potential of the MFC in subsur-
face flow and transport applications, significant effort and further study on the MFC
are required for realistic applications, such as groundwater contaminant transport
and remediation [4, 24], CO5 sequestration [40], and hydrocarbon recovery [3, 22].
We briefly outline possible future directions we may pursue:
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In this paper we developed the MFC (2.1) and (2.3) for the simplest spill
scenario, which takes place in the fully saturated zone below the water table
and the contaminant is fully miscible with the groundwater [4]. In reality the
velocity v in the transport PDE (2.3) may be constrained both by the Darcy’s
law with the proportionality parameter given by the intrinsic permeability of
the geological formation and by the mass conservation of the fluid mixture
[4]. In the closely related enhanced hydrocarbon recovery, the proportionality
parameter may also be inversely proportional to the p-dependent viscosity of
the fluid mixture [3, 22, 52].

In a slanted two-dimensional or full three-dimensional aquifer, the Darcy’s
law will be augmented by an additional term accounting for the contribution
of the gravitational influence. One of the future directions is to develop an
MFC that fully takes into account this information.

If the contaminant happens to be a nonaqueous phase liquid (NAPL) that is
immiscible with the groundwater, then the balance PDE will be formulated for
each of the water and NAPL phases with strongly nonlinear and degenerate
relative permeability and Buckley—Leverett type of S-shaped fractional flow
functions [24, 31]. A similar scenario happens if the spill takes place in the
unsaturated zone above the water table or in secondary hydrocarbon recovery
[3, 22, 24, 31, 40].

In realistic three space dimensions, the influence of gravity could significantly
alter the shape of the fractional flow function and further complicate the flow
pattern.

If the spill involves multiple components with significantly different molecular
weights, then the mass of each phase or of each component in each phase is
not conserved. Instead, the total mass of each component in all the phases is
conserved, and in particular phase change could happen as the temperature
or pressure changes. The same scenario also happens in hydrocarbon recovery
process [3, 24, 54].

Both multiphase and multiphase multicomponent models in (ii) and (iii) will
significantly complicate the MFC framework, which is not so clear at this
moment and requires significant effort to investigate.

Subsurface geological formation is often highly heterogeneous. Its information
is usually available only near the injection and production (or monitoring)
wells and so is very limited. Consequently, this often introduces significant
noise and uncertainty to the models outlined above and further complicates
the problems [2, 17, 53, 57, 60, 63].

Fractional PDEs have been widely used in different applications includ-
ing anomalously diffusive transport in subsurface porous media (e.g.,
[1, 18, 20, 42, 56, 58, 59]). In this paper, we extend the works to develop
a time-fractional MFC to model accidental spill of hazardous contaminant in
subsurface porous medium and its remediation to ensure a safe water supply
to the public.

It remains to conduct rigorous mathematical analysis on the well-posedness
and regularity of the MFC and the corresponding numerical analysis of the
numerical method, which could in turn ensure the convergence of the New-
ton’s method in the optimization of the problems. These issues could be
investigated, e.g., via the analytical approach in [7, 14, 15, 50].
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