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Abstract—In the dynamic and ever-changing domain of Un-
manned Aerial Vehicles (UAVs), the utmost importance lies in
guaranteeing resilient and lucid security measures. This study
highlights the necessity of implementing a Zero Trust Architec-
ture (ZTA) to enhance the security of unmanned aerial vehicles
(UAVs), hence departing from conventional perimeter defences
that may expose vulnerabilities. The Zero Trust Architecture
(ZTA) paradigm requires a rigorous and continuous process
of authenticating all network entities and communications. The
accuracy of our methodology in detecting and identifying un-
manned aerial vehicles (UAVs) is 84.59%. This is achieved by
utilizing Radio Frequency (RF) signals within a Deep Learning
framework, a unique method. Precise identification is crucial
in Zero Trust Architecture (ZTA), as it determines network
access. In addition, the use of eXplainable Artificial Intelligence
(XAI) tools such as SHapley Additive exPlanations (SHAP)
and Local Interpretable Model-agnostic Explanations (LIME)
contributes to the improvement of the model’s transparency and
interpretability. Adherence to Zero Trust Architecture (ZTA)
standards guarantees that the classifications of unmanned aerial
vehicles (UAVs) are verifiable and comprehensible, enhancing
security within the UAV field.

Index Terms—Zero Trust Architecture, Drone Detection, RF
Signals, Deep Learning, SHAP, LIME, Explainable AI, Airspace
Security

I. INTRODUCTION

Commercial drones, also known as Unmanned Aerial Ve-
hicles (UAVs), are now widely used in several fields, such
as delivery services, agriculture, surveillance, and emergency
response [1]–[4]. This is owing to their versatile applications in
the quickly changing environment of unmanned aerial systems.
Nevertheless, the extensive implementation of this technology
has brought about intricate security obstacles, especially in
areas that require heightened caution. The significance of
tackling these difficulties has been emphasized by recent
instances, as seen in the increased attention given to UAV
security measures by the U.S. Army and other international
institutions [5].

The concept of Zero Trust Architecture (ZTA) [6] is
a revolutionary way to address the growing security risks
posed by unmanned aerial vehicles (UAVs). ZTA substantially
reconceptualizes conventional security models by promoting

a constant and thorough verification of all entities inside a
network environment, eliminating implicit trust. This transition
is vital within the realm of UAV operations, where the ever-
changing and frequently unforeseeable characteristics of flight
paths and interactions require a security framework that is
more robust and flexible.

Although there is a clear need for it, the use of ZTA
(Zero Trust Architecture) in UAV (Unmanned Aerial Vehicle)
security is still in its early stages. One particular problem is
establishing continuous authentication mechanisms that can
keep up with the changing operational dynamics of UAVs.
Traditional security tactics frequently prove insufficient, either
due to their lack of flexibility or failure to effectively handle
the full range of possible dangers posed by UAVs.

The objective of our research is to close this divide by
suggesting a sophisticated combination of Deep Learning (DL)
and Explainable Artificial Intelligence (XAI) within the ZTA
framework for UAV security. The purpose of this integration
is to improve both the precision of UAV identification and the
level of transparency and accountability in AI-driven decision-
making. This is crucial for establishing confidence in security
applications.

Prior studies have investigated the identification and catego-
rization of UAVs using diverse methodologies. For instance,
Kim et al. [7] and Choi and Oh [8] showcased the utilization
of Convolutional Neural Networks (CNNs) with Doppler and
micro-doppler images to classify UAVs. Similarly, other re-
searchers have employed deep belief networks and CNNs to
analyze surveillance images [9] and audio spectrograms [10].
However, these researches have mostly concentrated on the
detection component without completely incorporating their
methods into a broader security framework such as Zero Trust
Architecture (ZTA).

Our technology utilizes Radio Frequency (RF) signals in a
DL framework, resulting in an accuracy 84.59% in differenti-
ating UAV signals from RF noise. Importantly, we broaden the
utilization of SHapley Additive exPlanations (SHAP) [11] and
Local Interpretable Model-agnostic Explanations (LIME) [12]
beyond their typical application. These Explainable Artificial
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Intelligence (XAI) technologies not only improve the precision
of our UAV detection model but also offer a crucial level
of interpretability and transparency, allowing stakeholders to
comprehend and have confidence in the judgments made by
the AI system.

To summarise, this article greatly enhances the field of
UAV security by creatively integrating Zero Trust Architec-
ture (ZTA), Deep Learning (DL), and Explainable Artificial
Intelligence (XAI). Our methodology tackles the technological
and trust-related obstacles in UAV security, facilitating the
implementation of stronger and more transparent security
protocols in an airspace that is becoming increasingly occupied
with drones.

The remainder of this paper is organized as follows: Section
II describes the System Architecture; Section III presents
the results from tests conducted by the framework where
the proposed architecture was evaluated. Finally, Section IV
briefly discusses future enhancements and concluding remarks.

II. SYSTEM ARCHITECTURE

A. Zero Trust Architecture Framework Description

In this section, we present the details of our continuous
authentication scheme under a zero-trust security framework.

The conventional method of authentication involves validat-
ing the legality of an entity at the commencement of a session,
hence exposing it to potential security breaches such as hijack-
ing. As suggested in this proposal, continuous authentication
involves the ongoing verification of the connecting node’s
identity during a session. This approach aims to supplement
the existing static method rather than replace it entirely.

Fig. 1. Continuous Authentication Workflow

Within this framework, a continuous authentication mech-
anism is employed to guarantee the security of Unmanned
Aerial Vehicles (UAVs). Figure 1 illustrates the workflow of
the continuous authentication technique. The procedure above
is iteratively conducted at regular intervals of 10 seconds, as
determined through empirical observation and analysis. The
data features are extracted from the input data. The classifier
is trained using the entire dataset. A safe ZTA framework for
UAVs starts with determining the type of UAV in use. Our
DNN model classifies UAVs by RF signals, distinguishing
brands and types. This classification requires a baseline un-
derstanding of the UAV’s properties and predicted behavior.
Classification is a necessary but basic stage in authentication.
Correctly recognizing the UAV type allows the system to apply
relevant security policies and permissions.

Now, we will delve into our DNN classifier architecture.
Figure 2 presents the architecture, an AI-driven framework
for UAV classification. It integrates PCA, drones, LIME, and
SHAP to enhance the DL model’s credibility using explainable
ML tools.

The process begins by preparing RF data, converting it
from time to frequency domain using DFT. The frequency
components act as inputs, with power spectra as critical
features, forming the basis for DNN training.

Fig. 2. Illustration of the Interpretable AI Framework for Advanced Classi-
fication of UAVs.

To address dataset complexity, PCA reduces dimensionality,
streamlining computational needs and removing redundancy.
The refined dataset then trains the DNN model to classify
drones into four categories.

For transparency, we employ XAI techniques, specifically
SHAP and LIME, ensuring transparent decision-making and
boosting user trust in model classifications.

B. Analysis of the Data set
We used the vastly popular DroneRF dataset [13], which

contains captured RF signals from drones of three kinds.
Segmenting and storing the DroneRF dataset in CSV format
prevents memory overflow and ensures program compatibility.
The model divides drones into four categories based on data
from three brands and the lack of drones.

The main problem was translating time-domain data to
frequency domain for better analysis. Achieved this conversion
using the DFT. Our deep learning model relies on power
spectra, particularly frequency components, as its fundamental
properties.

C. Data Preprocessing
Each archived RF segment signal is transformed using the

MATLAB Fast Fourier Transform (FFT) function with 2048
frequency divisions (M = 2048). The frequency-domain RF
signals are represented by equations 1 & 2 as [1]:

y
(L)
i (m) =

∣∣∣∣∣
N∑

n=1

x
(L)
i (n) exp

(
−j2πm(n− 1)

N

) ∣∣∣∣ (1)

y
(H)
i (m) =

∣∣∣∣∣
N∑

n=1

x
(H)
i (n) exp

(
−j2πm(n− 1)

N

) ∣∣∣∣ (2)
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where x
(L)
i denotes the RF segment i, coming from the first

RF receiver that captures the lower half of the RF spectrum,
x
(H)
i is the ith RF segment coming from the second RF

receiver that captures the upper half of the RF spectrum, y(L)
i

and y
(H)
i are the spectra of the ith segments coming from

the first and second RF receivers respectively, n and m are
the time and frequency domain indices, N is the total number
of time samples in the RF segment i, and | is the magnitude
operator used to compute the power spectrum. Note that y(L)

i

and y
(H)
i contain only the positive spectra of x

(L)
i and x

(H)
i

to guarantee non-redundant and concise spectral projections.
Then, we combine the transformed signals of both receivers to
create the entire RF spectrum by equations 3 & 4, as follows:

yi = [y
(L)
i , cy

(H)
i ] (3)

and

c =

∑Q
q=0 y

(L)
i (M − q)∑Q

q=0 y
(H)
i (q)

(4)

where c is a normalization factor calculated as the ratio
between the last Q samples of the lower spectra, y

(L)
i , and

the first Q samples of the upper spectra, y(H)
i , and M is the

total number of frequency bins in yi. The normalization factor,
c, ensures spectral continuity between the two halves of the RF
spectrum as they were captured using different devices; hence,
a spectral bias is inevitable. Note that Q must be relatively
small to successfully stitch the two spectra and be large enough
to average out any random fluctuations, e.g. Q = 10 for M =
2048.

D. Model Architecture

The proposed model can detect drones and differentiate
among the RF spectra of distinct drones. A DNN comprises
an input layer, different hidden layers, and an output layer.

Using the following expressions [14], one can articulate the
input-output relationship of a DNN by equations 5 & 6:

z
(l)
i = f (l)([W lz

(l−1)
i + b(l)) (5)

W (l) =


w

(l)
11 w

(l)
12 . . . w

(l)

1H(l−1)

w
(l)
21 w

(l)
22 . . . w

(l)

2H(l−1)

...
...

w
(l)

H(l)1
w

(l)

H(l)2
. . . w

(l)

H(l)H(l−1)

 (6)

where z(l−1) i is the output of layer l-1 and the input to
layer l; z(l)i is the output of layer l and the input to layer l + 1;
z
(0)
i = yi is the spectrum of the RF segment i; z(L)

i = di is the
classification vector for the RF segment i; W (l) is the weight
matrix of layer l;wpq

(l) is the weight between the pth neuron
of layer l and the qth neuron of layer l - 1; b(l) = [b

(l)
1 , b(l)2 ,

....b(l)
H(l) ]

T is the bias vector of layer l; f (l) is the activation
function of layer l; l = 1, 2, . . . , L; L - 1 is the total number
of hidden layers; H(l) is the total number of neurons in layer l;

H(0) = M ; H(L) = C; and C is the number of classes in the
classification vector, di [14]. Note that f can be any linear or
nonlinear function; however, the rectified linear unit (ReLU)
and the softmax functions, expressed in 7 and 8 respectively,
are typical choices that have demonstrated promising results.

f(x) =

{
x if x > 0

0 if x ≤ 0
(7)

f(x) =
1

1 + e−x
(8)

The DNN’s weights and biases are determined by a super-
vised learning method that minimizes classification error. The
minimization is carried out by a gradient descent algorithm,
which calculates the gradient by backpropagation. The classi-
fication error of the system is represented by the categorical
cross-entropy error in equation 9:

L = − 1

N

∑
i

∑
j

yij log(pij) (9)

where N is the total number of samples, yij is the true label
for class j of the ith sample, often one-hot encoded, pij is the
predicted probability for class j of the ith sample,

∑
i denotes

the sum over samples,
∑

j denotes the sum of classes.
In this study, a DNN is trained and evaluated using the

developed RF database to detect the presence of a drone and
determine its class.

E. Generating Explanations

SHAP calculates the contribution of each feature to the
model’s prediction. The consequence of every potential com-
bination of characteristics is analyzed to determine the feature
relevance. If n features exist, SHAP creates 2n unique predic-
tion models. The dataset is the same in all models; the only
difference is the number of features evaluated. The difference
between these models’ predictions will aid in calculating the
overall relevance of the characteristic. Here’s how SHAP
values are calculated. For an arbitrary model and instance,
the SHAP value ϕ for a feature i is given by equation 10 like
[11]:

ϕi =
∑

S⊆F\{i}

|S|!(|F | − |S| − 1)!

|F |!

×
[
fS∪{i}(xS∪{i})− fS(xS)

]
(10)

where f is the prediction model, F is the set of all features,
and S is a subset of F , not containing feature i. U represents
the union of sets. |S| is the size of set S. The sum over all
subsets S of F does not contain feature i.

LIME provides localized interpretations of classifier pre-
dictions. Starting with an instance, x, it generates a perturbed
dataset around x, predicts probabilities for each instance using
the original model, and assigns weights based on proximity to
x. An interpretable model, like linear regression, is then fitted
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to this dataset, approximating the original model’s behavior
near x.

Given g as the interpretable model, f as the complex model,
and Ω(g) as a complexity measure, LIME optimizes:∑

i

πx(zi)(f(zi)− g(zi))
2 +Ω(g) (11)

where πx(zi) measures proximity between x and samples z.
The objective is a simple model with minimized prediction
loss.

III. EXPERIMENTAL ANALYSIS

A. Principal Component Analysis

The tests preserved 95% of the variation in the baseline
dataset. We chose this solution to strike a balance between
processing efficiency and data integrity. Initial trials indicated
that retaining variance was an acceptable trade-off, preserving
important training properties while reducing processing needs.

TABLE I
COMPARISON BETWEEN COMPUTATIONAL TIME

Features Computational Time
(ms)

Without PCA [1] 2047 77.2
With PCA 688 51.6

From Table I, we can see that using PCA, we reduced the
number of features to 688 while maintaining 95 % of the orig-
inal data’s variance, which made the algorithm significantly
faster.

B. Experimental Result

In this experiment, the DNN is trained by an Adam opti-
mizer to minimize the categorical cross-entropy of classifica-
tion using the following parameters: 3 hidden fully-connected
layers (L− 1 = 3), 256, 128 and 64 total number of neurons
at the first, second and third hidden layers respectively H(1) =
256, H(2) = 128, H(3) = 64), 200 total epochs, 10 batch size,
f is the ReLU function for the hidden layers and the softmax
function for the output layer. Each network’s classification
performance is validated utilizing a stratified 10-fold cross-
validation procedure (K = 10). It is to be mentioned here
that, in their work on UAV detection [15], M.F. Al-Sa’d et al.
used mse for loss and sigmoid function for the output layer.
However, we used categorical cross-entropy as a loss function
and softmax function for the output layer. As a result, even
after using PCA, we got better accuracy. Table II shows the
complete evaluation results’ comparison for the DNN models
based on accuracy, precision, recall, and F1 score.

TABLE II
COMPREHENSIVE COMPARISON OF MODELS PERFORMANCE

Accuracy
(%)

Precision
(%)

Recall
(%)

F1
(%)

Without PCA [15] 84.50 92.02 76.96 79.45
With PCA 84.59 90.32 78.39 81.02

The table reveals that we have improved in every metric
except for precision.

C. Deep Neural Network Performance: Confusion Matrix
Analysis

Figure 3 represents a confusion matrix that shows the
performance of the DNN that classifies the drones through the
test dataset. The matrix demonstrates the model’s capability
to predict the class of drones accurately. The model correctly
predicted No Drone cases 4085 times, Bebop Drones 8241
times, AR Drones 6000 times, and Phantom Drones 877 times.

Fig. 3. Confusion Matrix for Drone Classification

D. Interpreting Predictions with SHAP

The SHAP summary plot is a global explanation of a
model that incorporates the importance and effect of features.
The features are on the Y axis, and the X axis represents
the values. The use of colours indicates different drones. A
summary plot shows random features and their contributions
toward 4 classes as bars. Figure 4 shows that feature 0
contributes most to Bebop Drone. Similarly, feature 2 has the
most influence over the Phantom Drone.

E. Interpreting Predictions with LIME

LIME produces regional explanations. Figure 5 illustrates
how to determine whether a classification result is No Drone,
Bebop, AR’ or Phantom, along with the probability and
original instance values. Here, we showed two instances. The
instances are shown Bebop and NOT Bebop because the
classifier finds it most crucial to decide whether the instances
are Bebop or not. Colors are used to indicate the class a
character belongs to. While orange attributes contribute to the
Bebop category, blue features contribute to the Not Bebop
category.

We can see distinct characteristics justify different classifi-
cations. In instance 2624, Features 2 and 3 contribute to the
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Fig. 4. SHAP summary plot

Fig. 5. Explaining individual prediction of deep learning classifier using
LIME.

prediction that there is no drone, whereas in instance 19701,
features 1 and 37 contribute to the prediction that there is an
AR Drone.

CONCLUSION

The training dataset limits our current model’s ability to
classify UAVs based on RF signals. The dataset only includes
RF signals from three drone kinds, limiting the model’s
capacity to generalize to new drone types. When encountering
a drone not in the training dataset, our machine may mis-

classify, assign it to a known category, or lose confidence in
its predictions. This limitation is significant since real-world
deployment of such a system will face more UAV kinds. We
must overcome this constraint to improve the model’s utility
and resilience. We recommend adding an anomaly detection
algorithm to our future work to overcome this constraint
and make our model more applicable in varied operational
situations. First, this algorithm would identify when the model
encounters a drone type that significantly deviates from the
known categories, and second, it would flag these instances
for manual review or classify them as ’unknown’. Such an
approach would improve the model’s accuracy in known
scenarios and allow it to adapt to new conditions, increasing its
real-world applicability. Future studies will expand the dataset
to include more drone kinds. The model will learn more RF
signal characteristics with this increase, enhancing classifi-
cation accuracy and generalizability. An anomaly detection
component and a richer, more varied dataset will improve our
Zero Trust Architecture UAV security model.”

REFERENCES

[1] J. Y. Chow, “Dynamic uav-based traffic monitoring under uncertainty
as a stochastic arc-inventory routing policy,” International Journal of
transportation science and technology, vol. 5, no. 3, pp. 167–185, 2016.

[2] F. Mohammed, A. Idries, N. Mohamed, J. Al-Jaroodi, and I. Jawhar,
“Uavs for smart cities: Opportunities and challenges,” 2014 International
Conference on Unmanned Aircraft Systems (ICUAS), pp. 267–273, 2014.

[3] V. V. Klemas, “Coastal and environmental remote sensing from un-
manned aerial vehicles: An overview,” Journal of coastal research,
vol. 31, no. 5, pp. 1260–1267, 2015.

[4] Y. Ham, K. K. Han, J. J. Lin, and M. Golparvar-Fard, “Visual monitoring
of civil infrastructure systems via camera-equipped unmanned aerial
vehicles (uavs): a review of related works,” Visualization in Engineering,
vol. 4, no. 1, pp. 1–8, 2016.

[5] K. McKenzie, “Us army general: Small drones biggest threat since ieds,”
The Defense Post, vol. 10, 2021.

[6] V. Stafford, “Zero trust architecture,” NIST special publication, vol. 800,
p. 207, 2020.

[7] B. K. Kim, H.-S. Kang, and S.-O. Park, “Drone classification using
convolutional neural networks with merged doppler images,” IEEE
Geoscience and Remote Sensing Letters, vol. 14, no. 1, pp. 38–42, 2016.

[8] B. Choi and D. Oh, “Classification of drone type using deep convo-
lutional neural networks based on micro-doppler simulation,” in 2018
International Symposium on Antennas and Propagation (ISAP), pp. 1–2,
IEEE, 2018.

[9] C. Aker and S. Kalkan, “Using deep networks for drone detection,”
in 2017 14th IEEE International Conference on Advanced Video and
Signal Based Surveillance (AVSS), pp. 1–6, 2017.

[10] H. C. Vemula, Multiple drone detection and acoustic scene classification
with deep learning. PhD thesis, Wright State University, 2018.

[11] S. Lundberg and S.-I. Lee, “A unified approach to interpreting model
predictions,” 2017.

[12] M. T. Ribeiro, S. Singh, and C. Guestrin, “” why should i trust you?”
explaining the predictions of any classifier,” in Proceedings of the 22nd
ACM SIGKDD international conference on knowledge discovery and
data mining, pp. 1135–1144, 2016.

[13] M. S. Allahham, M. F. Al-Sa’d, A. Al-Ali, A. Mohamed, T. Khattab, and
A. Erbad, “Dronerf dataset: A dataset of drones for rf-based detection,
classification and identification,” Data in brief, vol. 26, p. 104313, 2019.

[14] X. He and S. Xu, “Artificial neural networks,” Process neural networks:
theory and applications, pp. 20–42, 2010.

[15] M. F. Al-Sa’d, A. Al-Ali, A. Mohamed, T. Khattab, and A. Erbad, “Rf-
based drone detection and identification using deep learning approaches:
An initiative towards a large open source drone database,” Future
Generation Computer Systems, vol. 100, pp. 86–97, 2019.

2024 Workshop on Computing, Networking and Communications (CNC)

467
Authorized licensed use limited to: Tennessee State University. Downloaded on September 15,2024 at 15:15:30 UTC from IEEE Xplore.  Restrictions apply. 


