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Coherent spore dispersion via drop- leaf interaction
Zixuan Wu1, Saikat Basu2, Seungho Kim3, Mark Sorrells4, Francisco J. Beron- Vera5,  
Sunghwan Jung6*
The dispersion of plant pathogens, such as rust spores, is responsible for more than 20% of global crop yield loss 
annually. However, the release mechanism of pathogens from flexible plant surfaces into the canopy is not well 
understood. In this study, we investigated the interplay between leaf elasticity and rainfall, revealing how a flexible 
leaf structure can generate a lateral flow stream, with embedded coherent structures that enhance transport. We 
first modeled the linear coupling between drop momentum, leaf vibration, and the stream flux from leaf surfaces. 
With Lagrangian diagnostics, we further mapped out the nested coherent structures around the fluttering profile, 
providing a dynamical description for local spore delivery. We hope the mechanistic details extracted here can 
facilitate the construction of physically informed analytical models for local crop disease management.

INTRODUCTION
Plant pathogens (i.e., viruses, bacteria, oomycetes, and fungi) have 
inflicted devastating damage to fourteen major crop species that 
support the bulk of food production every year (1–5). Specifically, 
biotrophic fungus species that cause commonly known rust diseases 
release microscopic airborne spores during the reproduction stage 
and execute the strategy of aerial long- distance dispersal for inter-
continental range expansion across thousands of kilometers (5). 
This airborne nature of atmospheric transport is associated with 
hazards that traditional plant quarantine could not resolve (5). From 
a local pathogen management perspective, more work on how environ-
mental factors, such as raindrops, influence spore liberation can 
benefit understanding and stopping dispersal at its origin (6).

Ambient wind and rainfall have been experimentally shown to 
facilitate the liberation of bioaerosols through the splashing and 
fragmentation of pathogen- bearing drops (1, 6–9). Local spore 
transport can be achieved by wet splashing of droplets with trapped 
particles below 100 μm (10). However, larger droplets (11) cannot 
sustain airborne transport from drift, thereby reducing their chances 
of escaping the plan canopy (10, 12, 13). Recent work has shown that 
dry dispersal away from the wheat leaf boundary layer is possible via 
raindrop- induced vortex flows (14). However, these experiments 
simulated impact conditions on a rigid and stationary substrate 
rather than a flexible one. Previous studies have shown that elastic 
energy stored in flexible plant or fungal structures is highly effective 
in ejecting bio- aerosols (15, 16). Literature has also documented that 
the flapping of flexible foils may generate intriguing flow structures 
regardless of wetting conditions (17–21). This shows an important 
aspect of spore dispersion that has not been studied: The triggered 
release of spores resulting from vibrations induced by droplets im-
pacting flexible leaves, which may have low petiole flexural rigidity 
(10−4 to 10−5 N·m2) (22).

In contrary to previous studies, our approach in this present 
work is to examine the issue of spore liberation focusing on the coupling 

between raindrop inertia, leaf elasticity, and flow generation. To 
achieve this, we develop an artificial system that simulates the inter-
action between raindrops, leaves, and particles. Through a combination 
of experimental and theoretical methods, we rationalize the forma-
tion of vortex stream flows along the edges of leaves in the two- 
dimensional (2D) transverse plane. To further unravel the coherent 
dispersion patterns and the escape routes, we use Lagrangian diag-
nostics commonly adopted in geophysical transport (23–25) to the 
vicinity of vibrating leaves. This analysis has enabled us to uncover 
the presence of the nested hyperbolic and elliptic Lagrangian coherent 
structures (LCSs) embedded within the vortex flow generated by rain-
drop impacts. By combining our predictive modeling and Lagrangian 
metrics, we aim to reveal here the full dynamical picture that can be 
triggered from raindrop- leaf interactions, which delivers particles as 
parcels on “fluid conveyor belts.”

RESULTS
Experiments
Common wheat, Triticum aestivum (see Methods for preparation 
details), is used as a representative species as it is one of the most 
common crops susceptible to rust infection (14, 26). Wheat leaves 
used in this study have bending rigidity measured at EI = 0.9 ± 0.3 × 
10−5 Nm2. Wheat leaf samples are measured at width, b = 10 to 20 mm, 
length, L = 150 to 200 mm, and thickness, th = 0.2 to 0.3 mm (see 
details of wheat leaf growth and preparations in section S1).

The drop impact experiment is conducted with a syringe pump 
(NE- 1000, New Era Pump Systems) with deionized water droplet of 
radius Rd = 1.2 to 2.0 mm, released at different heights H = 0.01 to 
1.20 m onto a leaf/beam sample, as shown in Fig. 1A, resulting in 
impact velocity, Ud = 0.4 to 5.0 m/s. The choice of Rd and Ud yields 

We =
ρdU

2
d
(2Rd)

γ
= 33 to 1400 , which is a typical range for raindrop 

impacts (27–29). The longitudinal leaf axis is defined in x̂ , and the 
transverse leaf direction and vertical deflection are defined in ŷ  and 
ẑ  . The side view (xz plane) and top view (xy plane) of the wheat 
sample are shown in Fig. 1A. A uniform, thin layer (100 to 200 μm) 
of microparticles is deposited on substrate surface as spore surrogates, 
as shown in Fig. 1A, right inset.

A singular drop impact is released at 10 to 20 mm from the substrate 
tip to trigger the first- mode, free- end substrate vibration. Other impact 
conditions (multiple impacts, asymmetric, and off- tip impacts) initiate 
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higher vibration modes and rotations that can be approximated as a 
super- position of the first- mode vibration and higher modes minor 
in magnitudes. Asymmetric impacts empirically shed smaller, daughter 
vortices minor to the primary generation. Therefore, the vortex 
dynamics in the first- mode vibration is the basis of dispersion that 
is focused here. Details of the variant impact conditions are charac-
terized and summarized in section S2.

Energy of the system is injected via the impinging drop and then 
converted into airflow energy via the elastic potentials of the beam. 
For nondimensional analysis, Reynolds number of the drop is defined 
as Red = UdRd/νd ≈ 103 to 104, where νd is water kinematic viscosity 
taken as 8.9 × 10−7 m2/s. Reynolds number of the beam/leaf vibration 
is defined as Reb = VbL∕νa ≈ 102 to 2.5 × 103 , where νa is the air 
kinematic viscosity as 1.5 × 10−5 m2/s. Here, the averaged beam 
speed is defined as Vb = 2(δmax − δmin)f  for the first cycle, where 
δmax and δmin are the maximum and minimum deflection of the leaf 
substrate and f is the first- mode natural frequency of vibration. Particle 
Stokes number is defined as St = tp/tf. tp = 2∕9ρpr

2
p ∕μa , is the particle 

relaxation time (Stokes time), where ρp, rp, and μa are the particle density, 
radius, and the dynamics viscosity of air, respectively. tf = Rv ∕Vb is 
the characteristic time of the carrying flow where the average vortex 
radius Rv ≈ A (vibration amplitude) and Vb are chosen as characteristic 
length and velocity as the particles are dispersed via vortices.

Digital particle image velocimetry (DPIV) with smoke particles 
are used to extract the carrying fluid (air) velocity and vorticity fields, 
u(x, t) and ωv(x, t). Particle tracking velocimetry with glass mic-
roparticles and pollen’s is conducted to extract particle trajectories 
(see details in Methods and section S1).

Spore dispersion in impact- induced vibration
For spore liberation, spores are initially hygroscopically loosened up 
at the mature reproductive stage, allowing further release (30). During 

drop impacts, surface vortices are generated and the spreading drop 
collides dynamically with the spores with forces (∼10 nN) above the 
interparticle cohesion (∼0.7 nN) (14), loosening spores further for 
dispersion. Vibration generates vortices at the two side edges and 
dislodges spores into surrounding vortices. The transport from leaf 
surface to vortices is discussed in detail in section S3, where three 
mechanisms are discussed: impact drop collision, impact vortex dif-
fusion, and edge vortex attraction. The following analysis focuses on 
post- detachment delivery right after entrance into the ambient 
vortex flow.

Therefore, with these mechanisms above, initial impact and the 
first downstroke bring particles into the boundary layers and surrounding 
vortices at τ = t

T
= 0 to 0.25 , with τ = 0 defined at impact. Here, τ 

is dimensionless time normalized by the time period T = 1/f. At τ = 
0.25 to 0.50, sudden change in acceleration leads to the shedding of 
the impact vortex ring along with a stroke- reversal vortex of the 
opposite circulation as a dipole pair. Similar vortex dynamics in 
flapping is documented in the literature (20, 31, 32). The side view 
of such structure is visualized at τ = 0.5 in Fig. 1B, with front view 
in Fig. 1C at τ = 0.5. The shed vortex dipole can be seen in vorticity 
fields in Fig. 2E at τ = 3/8. During the subsequent upstroke motion, 
τ = 0.50 to 0.75, another upstroke vortex is generated and follows 
the leaf substrate upward until τ = 0.75 at δmax, the highest position 
of the substrate. This sequence is shown in Fig. 1 (B and C).

Immediately after the substrate reaches the peak, τ = 0.75 to 1.0, 
similar stroke reversal shedding dynamics is initiated to complete the 
cycle. The upstroke and downstroke vortices form a counter- rotating 
dipole during shedding as shown in Fig. 1 (B and C, right panels) 
confirmed by vorticity field in Fig. 2E at τ = 7/8. Preferential con-
centration of particles at certain regions is observed to develop, as 
particles are transported outward. This is shown in Fig. 1C at τ = 0.8 
to 1.2, where particles form clustered structures as they expand out-
ward in time. This is a clear indication of coherent flow development.

Fig. 1. Vortex- induced particle dispersal on wheat leaf surfaces. (A) Wheat leaf drop impact configurations in side view (left) and top view (right) and front view deposition 
schematics (inset). (B) Side view image sequences of wheat leaf impact experiments with particle deposited, from τ ∈ [0.5 1.0] (τ = 0 at impact). The drop momentum and 
size are [Ud, Rd] = [3.13 m/s, 1.6 mm]. Color coding indicates vorticity direction. (C) Front view image sequences of leaf- induced dispersion from τ ∈ [0.5 1.2]. Corresponding 
videos of (B) and (C) are in movie S1. Scale bars, 50 mm [(A), right] and 10 mm [(A) (left) and (B) and (C)].
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To describe these coherent flows in the dynamics, we use the 
concept of LCS, a set of fluid parcels with attractive or repulsive 
properties for neighboring materials (23). The growth of these coherent 
profiles enhances mixing, divides up flow regions and ejects particles 
in specific pathways. The repetition of the described shedding cycle, 
enabled by leaf elasticity, produces an outward flow stream with 
nested layers of LCS, in which the particle cluster grows and expands 
under a defined dynamical sequence. Therefore, detailed LCS diagnos-
tics is needed and used in later section to reveal the delivery pathways.

The wake patterns under the Reb tested are in a transition regime 
between 2S and 2P (33), depending on the vibration amplitude. We 
primarily focus on the low- amplitude 2S cases, while it should be noted 
that higher shedding modes exist. For the dominantly 2S scenarios, flow 
asymmetry is observed in the shedding stream about the leaf width 
axis, meaning vortex dipoles are shed “upward” relative to the width 
axis. Traditionally asymmetry is primarily induced by flow mechanics 
and beam geometry (34). However, we empirically observe that 
asymmetry is introduced by two factors here. First, gravity de-
flection on drop and beam causes asymmetric vibration profile 

about the lateral y axis. Second, time separation of the peak vortex 
strength between the young downstroke vortex and the older, de-
caying upstroke vortex, biases the shedding angel at 45 above the 
width axis. This lifts the center shearing layer upward as shown in 
Fig. 1C at τ = 1.2. Therefore, asymmetric shedding is observed here 
and in later LCS analysis.

In the following analysis, we first parametrically investigate the 
relationship among Red, Reb, vorticity, and dispersion efficiency of 
the generated flow. A reduced- order free- end vibration model is 
built experimentally with thin polycarbonate cantilever beams to 
simulate the first- mode leaf vibration. Wheat leaves have high aspect 
ratios CbL = L/b = 2 − 8, which makes the thin- beam surrogate 
model appropriate (see Discussion for how the current modeling 
extends to lower CbL leaf systems, unlike wheat).

Vortex system and dispersion capacity
Using a beam surrogate model, dispersion stream flow from vibrat-
ing surface is visualized experimentally as shown in Fig.  2A (see 
corresponding video in movie S2). The corresponding schematics 

Fig. 2. Characterization of dispersion and flow generation. (A) Flow trace visualization of dispersion on surrogate beam from τ = 0.00 to 3.25. Corresponding videos is 
in movie S2. Impact condition is [Ud, Rd] = [1.72 m/s, 1.60 mm] on a L = 80 mm and b = 20 mm beam. (B) Corresponding schematics of dispersion steps in (A). (C) Normalized MSD 
of particles from the beam center over two cycles from τ = 0 to 3.25 on log scale. It is normalized by shifting it vertically to align at τ = 1.00 (beginning of enhanced dispersion). 
(D) Reynolds number of the particle dispersion across the range of Reb. Inset provides the power α at different Reb. (E) Vorticity field (ωv) plot of the upstroke and downstroke 
vortices at τ = 3/8 to 7/8. (F) Colormap of the average horizontal velocity field Vy (in ŷ  direction) over a period of τ = 1 to 5. The velocity vector fields include the vertical direction 
velocity. Impact condition is [Ud, Rd] = [2.80 m/s, 1.60 mm]. (G) Normalized circulation versus RedCMCbRCD1Cν. Different symbols correspond to different drop- beam conditions 
(see Methods). Inset here shows Red versus Reb in experiments and theory. (H) Reynolds number of the stream versus Reb. (I) Normalized circulation (measured on left edge, 
normalized by the peak circulation) across time for different Reb system. Time periods are aligned at the maximum circulation time τvm. Scale bars, 10 mm (for all panels).
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illustrating the dispersion process are presented in Fig.  2B. These 
figures demonstrate the observed patterns of dipole shedding, which 
exhibit a bias towards the upper plane mentioned. To quantitatively 
analyze the dispersion, we calculated the mean square displacement 
(MSD) 〈x2〉 of the particle clusters at different Reb, as shown in 
Fig. 2C. The normalized MSD is defined as 〈x2〉 − 〈x2〉τ=1.00. This 
highlights an enhanced dispersion period that can be observed in 
Fig. 2A. Further information regarding the extraction of MSD and 
non- normalized plots can be found in section S4.

The relation between Reb and the average particle dispersion speed 
Vdisp. (nondimensionalized as Redisp. = Vdisp.L∕νa ), is also extracted 
and presented in Fig.  2D. We approximated the dispersion speed 
Vdisp. as Vdisp. ≈ ⟨x2⟩∕τ , the overall average dispersion rate. A positive 
correlation is observed for beams of different rigidity, with Redisp. ≈ 
Reb/2 for Reb < 1800 in a linear approximation. Examining the rela-
tionship between MSD and time, 〈x2〉 ∼ τα, we found that the exponents 
α fall within the range of 1.0 to 2.0. This suggests a combination of 
diffusion and advection processes contributing to dispersion. Therefore, 
for the tested range of Reb ≈ 500 to 2000, the dispersion stream is 
consistently super- diffusive. Specifically, α increases at Reb ≈ 500 to 
1400, indicating strengthening advection from beam vibration. The 
dispersion rate, however, does not increase at the same rate at Reb > 
1800, and α tends to decrease instead of reaching above 2.0 at Reb = 
1400 to 2000. Empirically, we attributed this to an observed turbulence 
increments in the flow, which disrupts the quasi- steady formation of 
lateral flow stream.

To understand the origin of this stream flow, average velocity fields 
over τ ∈ [1.0 5.0] are extracted from DPIV, shown in Fig. 2F, indicating 
increasing outward ∣ ŷ ∣ velocity, uy , in the field. A cone- shaped advection 
corridor is observed with the average flow field, proving the existence 
of a vibration- generated stream flow that expands outward. We also 
observed edge flux zone denoted by high outward velocity near the 
two edges. A mechanical model is thus constructed based on 2D beam 
potential and drop- beam kinematics to model the average velocity 
magnitude of the edge flux zones with drop inertia, beam conditions, 
and the generated vorticity.

We define here the complex coordinates on the yz plane as ζ = 
y + iz, the complex velocity as χ = uy − iuz and the complex potential 
as Φ. By applying boundary condition uz,± = Vb(t) on the plate, where 
Vb(t) and uz,± are vertical beam velocity and solution for uz directly 
above and below the beam, respectively, solution of uy, uz on a thin 

vibrating beam is obtained as
 
uy,± = ± Vb

y
√[(

b

2

)2

− y2
] ; uz,± = Vb

 . By
 

calculating the circulation on the left edge vortex, we obtained ΓL = 
b Vb(t) (details of complex potential analysis is placed in section S4).

We then couple it with the drop- beam interactions, with δ(t) ∼ 
(Ud/f)eςωt sin(ωt) (18), where ω and ς are the first- mode natural 
frequency and a damping coefficient, respectively. Evaluating at τ = 0.5 
(maximum circulation over the damped vibrations), we obtain

Here, CM =
md

2md +mb
 , where md and mb are the drop and beam 

mass, respectively; CbR = b/Rd is the width- drop- radius size ratio; 

CD1 = πe−πς, a constant with damping coefficient; and Cν = νd/νa, 
ratio of drop- air kinematic viscosity. The theoretical derivation is 
corroborated by experiments, as shown in Fig. 2G, in which circula-
tions tested from different drop- beam conditions collapse onto the 
predictions. Reynolds number of the beam can be predicted as Reb = 
RedCMCLRCD2Cν, where CLR = L/Rd and CD2 = e−(3π/2)ς + e−(π/2)ς. 
The relation is confirmed from the inset of Fig. 2G. Therefore, we 
can also derive an average circulation strength over the first pe-
riod as Γ

νa
=

bVb

νa
= Reb

CLR

CbL

.
The stream flow originates in the uθ velocity component of the 

upstroke and downstroke vortices when they follow and shed off of the 
beam edge. These two counter- rotating vortices both provide an out-
ward ∣ ŷ ∣ flux on the beam edges, resulting as the edge flux zone (in red) 
in Fig. 2F. Therefore, to model the average stream flux speed on the 
edge, V st , we assume two separated Rankine vortices and integrate the 
time- average ŷ  flux as the sum of time- average angular velocity uθ : 
2 ∫ uθdr =

Γ

π
∫ Rv

0

r

R
2

v

dr = bVb∕(2π) , where Rv is the average radius of the 
circulation (see schematic for the edge flux modeling in section S4). This 
ŷ edge flux is approximated experimentally by integrating the average 
Vy vertically around the edge flux zone shown in Fig.  2F as 
bV st = ∫ b∕2

−b∕2 Vy dl . Integration line segment z ∈ [−b/2 b/2] is chosen 
empirically as it covers the edge flux zone well for all cases. A ratio of the 
corresponding stream flux Reynolds number, Rest = V stL∕νa , to the 
beam Reynolds number becomes Rest ∕Reb = V st∕Vb = 1∕ (2π) ≈ 0.16 . 
Experimentally, the slope is obtained as 0.12 (Fig.  2H), a decent 
agreement considering variability in vortex locations. The linear 
relationship is corroborated by previous studies on jet stream in the 
longitudinal direction (34).

Lastly, the shed vortices show a rapid decay that can be approxi-
mated linearly, following a relation of Γ/Γmax = −d(τ − τvm), in 
which τvm is the time of peak circulation and d is a dimensionless 
decay rate (2.5 to 4.5) that decreases with increasing Reb, as shown 
in Fig. 2I. This is reasonable as faster stream flux reduces vortex an-
nihilation. The vortices are created and get dissipated quickly in τ < 
0.5. Therefore, particle dispersion is carried out by the stream flow 
generated via a defined dynamical process described by LCS in the 
next two sections and not by individual traveling vortices.

Spore expulsion by elliptic LCS
To investigate the dynamics of dispersion, particularly the down-
stroke leading to the enhanced dispersion period (τ = 0.75 to 1.25), 
two types of LCS, elliptic and hyperbolic LCSs, are used. The carrying 
fluid of dispersion is air here; therefore, the LCS extracted and pre-
sented below is inertial in nature, commonly referred to as inertial 
LCS (iLCS). For simplification, we refer to them as LCS throughout. 
We used elliptic structures, or referred as rotationally coherent vorti-
cies (35) below to objectively describe the vortex structure and its 
role in spore expulsion. For its diagnosis, Lagrangian averaged vor-
ticity deviation (LAVD), an objective quantity defined by

is used. The method objectively identifies the vortices in the un-
steady flow by finding the concentrated high- vorticity regions 

∣ Γmax∣∕νa = RedCMCbRCD1Cν
(1)

LAVD
t0+τiT
t0

(x0)=

t0+τiT

∫
t0

∣Ω[Ft

t0
(x0), t]−Ω(t)∣dt

(2)
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from integration of t0 to t0 + τiT, with t0 as the start of integration 
and τi as the dimensionless integration period. Ω[Ft

t0
(x0), t]  denotes 

the vorticity of the fluid over the flow map Ft
t0
 , and Ω is the vorticity 

at time t averaged over the tracked fluid bulk.
Empirically, ∣τi∣ = 0.25 to 0.50 is the integration time that cap-

tures the fluid structures in a cycle, as vortex dipole growth and 
shedding complete within a half cycle τ = 0.5. The resulting LAVD 
map is shown in Fig. 3B for the first downstroke τ = 0.75 to 1.25 (see 
movie S3). Boundaries of the coherent vortices are calculated and 
marked in Fig. 3B (black outlines). Start (τ0) and end (τf) time of 
integration for the LCS structures are labeled on the plots and captions 
in Figs. 3 and 4.

To characterize the expulsion flux from such vortex, we define a 
flux criterion ℱ to describe the inertial particle ejections in Eq. 3 for 
the fluid regions within said boundary, labeled as 𝒱(t) (see full 
LAVD sequence and details of LAVD, flux calculations in section S5).

 Q is the Okubo- Weiss criterion (36), defined here as ω2
v − S2s − S2n . 

ωv is the relative vorticity, Ss is the shear strain, and Sn is the normal 
strain. Inside a Lagrangian vortex, Q > 0 (36). The flux calculation 
thus predicts a positive outward flux ℱ from vortex centers for inertial 
particles with density ratio Rρ = ρa/ρp ≪ 1, where ρa is the air density. 
Coherent vortex calculated from inertial particles here demonstrate 
strong expulsion behavior as the coherent vortex boundary expands 

rapidly, shown in Fig. 4C for τ = 0.50 to 0.75. Therefore, the coherent 
vortices identified here effectively serve as traveling sources of out-
ward spore flux near leaves.

Strength of flux increases in proportion to the particle response 
time and effectively the Stokes number tp ∝ St and the integral of 
Q. This flux relation is experimentally validated in Fig. 4D by the 
boundary expansion ratio of the coherent vortex, Rexp = S/S0, in 
which S0 is the coherent vortex size before expansion and S is the 
expanded size at τ = 0.75. Sample systems with higher Reb and St, 
denoting stronger circulation and particle inertia, display the highest 
expansion on average as shown. The absolute sizes of the coherent 
vortex over time can be found in section S5.

Spore transport by hyperbolic LCS
Interactions of vortex structures during their growth and shedding 
organize the airflow near the leaf into nested hyperbolic LCS, which 
attract or repel particles readily ejected by the vortices.

To identify hyperbolic LCS, finite- time Lyapunov exponent (FTLE) 
diagnostics is initially applied, outputting the flow separation rate 
for the 2D yz domain (see calculation details in section S6). Briefly, 
the calculation takes a infinitesimal perturbation around a point 
x(t0), expressed as ∣δx(t0)∣, and extracts the exponent of the pertur-
bation growth σ in real- time τiT:

Observing the dynamics backward in time τi < 0, regions with 
the largest perturbation growth (high σ) reveal the most attractive 
surfaces as they pull together fluid elements furthest apart, namely, 

ℱ ∝ tp
1 − Rρ

1 + Rρ ∕2 ∬
𝒱(t)

QdS (3)

∣δx(t0 + τiT)∣ = e
στiT ∣δx(t0)∣ (4)

Fig. 3. Hyperbolic and elliptic LCS in the flow fields. (A) Schematics of the hyperbolic LCSs and coherent vortex evolving over time period of τ = 0.75 to 1.25. Particle 
trajectories are included in the evolution. (B) LAVD scalar fields (unitless) for the first full downstroke from max beam position in +ẑ  to min beam position in −ẑ  , at τ = 0.75 
to 1.25. δmax and δmin denote the maximum and minimum beam location, respectively, and δ0 denotes the original beam position at t = 0. (C) Backward finite- time Lyapunov 
exponent (b- FTLE) scalar fields for the same same time sequence. The attractive LCS are highlighted by high FTLE regions. Movie of the LAVD sequence is in movie S3; 
movie of the FTLE sequence is in movie S4. (D) Forward FTLE (f- FTLE) scalar fields for the same same time sequence. The repulsive hyperbolic LCS are highlighted by the 
high FTLE regions here. The integration period is τ = 0.5 here. For (B) to (D), the integration period is τ = −0.5; τ0 is the starting frame of integration and also the frame of 
visualization τv for each figure, and τf is the final frame for integration.
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the attractive LCS. They primarily concentrate in the high FTLE 
ridges in Fig.  3C for the downstroke. Equivalently, regions with 
maximum repulsion, i.e., the repulsive LCS, are obtained with forward 
integration τi > 0 as shown in high FTLE ridges of Fig. 3D, where 
particles are stretched apart the most in forward time (see full sequence 
in section S6 and movie S4). We will refer to these dark red regions 
with high FTLE values as FTLE ridges below, which typically coincide 
with LCS locations.

Combining with the coherent vortices, a more complete picture 
of spore dispersion from fluttering leaves can be depicted. Schematics 
in Fig. 3A illustrates these dynamics under the two types of LCS. From 
their generation at τ ≈ 0.25, upstroke vortices continue to eject particles 
outward, indicated also by the surrounding repulsive LCS in blue 
curves. As the downstroke vortex grows in strength, substantial 
shearing between the two sets of vortices develops, and their coupling 
creates attractive LCS that pulls particles outward as mentioned in 
Fig. 1. A cap- like attractive LCS then develops on the dipole exterior. 
It has multiple repulsive LCS penetrating by cooperatively pulling 
particles outward. The process completes as the substrate reaches 

minimum position, and the nested hyperbolic LCS expands in size 
before weakening. During the downstroke, coherent vortices remain 
active in flux, ejecting more particles onto the nested structures.

Attractive flow profiles for particles are further validated by over-
laying particle locations onto the FTLE map (backward integrated), 
shown in Fig. 4A. Extracting the FTLE values at these particle locations 
over time reveals the continuous growth of flow coherence up to the 
second cycle τ ≈ 1.75, as shown in Fig. 4B. FTLE increment indicates 
particles exiting high- vorticity regions and entering high- strain 
regions, resulting in particle entrapment on LCS. Cyclic rise and fall 
after τ ≈ 1.75 indicate that particles are pulled into attractive profiles 
during upstroke and released into the surrounding in a super- 
diffusive process during downstroke, confirming our finding in 
Fig. 2. Therefore, particle entrapment is only momentary, as the 
particles are released in each cycle.

The hyperbolic LCS can have prolonged influences on more dis-
tanced particles, since they can have a long lifetime, τ > 3, as they 
expand and travel outward, demonstrated in Fig. 4E. The speed of 
advection is identical to that of the particle cluster boundary. This is 

Fig. 4. Descriptions on LCS dynamics. (A) Experimental particle (pollen) tracking overlaid on FTLE fields for τ = 0.66 to 1.20, [Ud, Rd] = [2.97 ms−1, 1.60 mm]. (B) Average backward 
FTLE at the particle locations for τ = 0.00 to 3.25, at the same drop condition. The LCS growth period from τ = 0.00 to 1.75 and the upstroke particle attraction, downstroke particle 
release periods are labeled. (C) Experimental time series of coherent vortex expansion for τ = 0.50 to 0.75; the background LAVD is obtained at τ = 0.75 (end of upstroke dispersion) 
and an integration period of τ = −0.25. (D) Coherent vortex (RCV) expansion for τ ∈ [0.50 0.75] at different particle Stokes number and Reynolds number of vibration. (E) Advection 
of the attractive LCS at τ = 1.10 to 3.25. The integration periods are τ = −0.50; the color bar is the same as in (A). For (A) and (E), τ0 is the starting frame of integration and also the frame 
of visualization τv for each figure, and τf is the final frame for integration. (F) Normalized MSD for particles and maximum FTLE ridge locations. Both are normalized by the beam width 
b2. Same video source as in (E). (G) Step- by- step forward- time migration of attractive stretchlines (in red) onto high FTLE regions (background colormap), and the migration of coherent 
vortices (in blue lines) over τ ∈ [0.75 1.25] from τf = τ0 + τi = 0.75 to τ0 = 1.25.  The FTLE integration period is τi = −0.50 in backward time; thus, the migration in forward time starts at τf. 
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shown in Fig. 4F, where the normalized MSD measured at the par-
ticle ensemble front over time aligns well with the outermost FTLE 
ridge positions, x2ridge,max . This is reasonable because the frontier of 
the flow stream discussed in Fig. 2 can possess an expanding, attrac-
tive LCS that pulls materials outward.

Backward FTLE ridges for the wheat leaf samples are also ex-
tracted and shown in section S6. Similar attractive LCS profiles to 
Fig. 3B are displayed, validating the surrogate beam model.

Flow dynamics from geodesic transport theory
While FTLE diagnostics render the approximate locations of the 
LCS, ridges are merely coherence imprints that are left behind by 
true LCS in the flow. For a more rigorous identification, we turned 
to the geodesic transport theory (37) to calculate the attractive LCS 
as material lines (a set of fluid elements) in the 2D domain. For each 
fluid patch that is shown in the domain of Fig. 3 (B to D), an attractive 
LCS (red line) can be calculated over t ∈ [t0, t0 + τiT] as shown in 
the inset of Fig. 4G. In forward time, these LCS first attract particles 
in the fluid patch and then pull the whole fluid patch forward with 
itself as the center backbone. Eventually, at the end of integration, 
many of them land near the FTLE ridges, an imprint left by this 
migration dynamics. The dynamics sequence is shown for the 
downstroke in Fig. 4G with backward FTLE map and coherent vor-
tices overlaid. Similar analysis is documented in literature for geo-
physical flows (38).

The particle landing proximity to FTLE ridges depends on the 
Stokes number. Particles with St ≈ 1 exhibit more preferential con-
centration and pattern formation near the FTLE ridges, as the inertia 
of particles introduces bias in trajectories toward low- vorticity, 
high- strain regions, commonly observed in literature (39, 40). This 
effect at unity suggests aggregation as a result of particle relaxation 
occurring on the same time scale as the flow. Increasing St above 
one, particles start to decouple from the flow due to gravity and inertia, 
losing preferential patterning again. St, rp, and ρp of common bio- 
aerosols and experimented particles used are reported in Table 1.

DISCUSSION
To further analyze the vortex energy budget, we approximated the 
kinetic energy of the vortices as EΓ ∼ ρaΓ2LΓ (41), where LΓ is the length 
of the connected vortex tube. This allowed us to compare the energy 
budget spent in vortex generation via drop impact on stationary versus 
flexible surfaces. We first estimated Γstat. ≈ 0.1UdRdRe

3∕8

d
Re−1∕4a  , where 

Rea = Ud(2Rd)/νa from (32) and obtained Γflex. from the above anal-
ysis. With varying input drop energy Ed = 0 to 50 mJ from a natural 
range of [Ud, Rd], we calculated the ratio of the rotational energy to 
the drop kinetic energy, EΓ/Ed. For a flexible leaf surface, EΓ/Ed = 2.5 
to 5.5%, whereas EΓ/Ed = 0.5 to 1.5% for a stationary leaf across the 
parameter space. Leaf elasticity allows for a more substantial allocation 
of energy to vortex generation, a key role that has been largely omit-
ted in leaf- spore dispersion mechanics.

In summary, we have developed a comprehensive model that 
characterizes how pathogenic spores escape vibrating leaves via a 
flow stream enabled by leaf elasticity. The local acceleration of the 
vibrating substrate here dominates over the background advection 
(i.e., Strouhal number, Str = fA∕Ubkg. ≫ 1 ), which allows us to 
parametrically analyze the drop- leaf mechanics alone. We showed a 
linear coupling between impinging drop inertia, leaf vibration speed, 
and flux strength from leaf edges, summarized nondimensionally as 
Reb ∝ CMRed and Rest ≈ 0.12Reb. From linear approximation, we 
obtained empirically that the overall particle dispersion speed scales 
with vibration as Redisp. ≈ 0.5Reb for Reb < 1800. We proved that, 
even in the absence of ambient eddies, raindrop impacts alone can 
power a dispersion stream for surface- bound pathogens such as 
fungal spores. Using LCS diagnostics, we further revealed the air- 
borne spore transport pathways. Using physical modeling through 
dynamical system’s approach, we proposed here a physical explana-
tion for the co- occurrence of rainfall and bio- aerosol dispersion in 
the atmosphere (8).

Therefore, the current study advances our current understanding 
of spore dispersal avenues (14, 42–45) and brings together impact 
mechanics and Lagrangian coherence to uncover an omitted spore 
dispersion mechanism that is less reliant on passive environmental 
carriers such as traveling splashed droplets or background canopy 
currents. The synergistic coupling of leaf elasticity and rainfall per-
turbation is established here and the hitherto- hidden lateral escape 
routes for pathogenic aerosols dwelling on leaf surfaces are visual-
ized. Potential improvements to the model, such as incorporating 
leaf shape variations or spatial coupling between neighboring plant 
structures could lead to more customized crop infection controls in 
the future.

METHODS
Drop- impact experiments
High- speed photography (FASTCAM, Photron) at 1000 to 3000 fps 
is used. A flapping wheat leaf is mechanically modeled as an angularly 

Table 1. Physical properties and Stokes number of particles with tf = 0.01 to 0.05 s. 

Particle types ρp (g/cm3) rp (μm) St

Soda lime glass sphere (SGS)* 2.5 10 0.020–0.080

Glycerine- water smoke* 1.0 1.0–2.0 1.0 × 10−4–4.0 × 10−3

Pine (Pinus contorta) pollen* 1.2 (47) 20–25 0.10–0.90

Forget- Me- Not (Mimetes palustris) 
pollen

1.2 (47) 2.5–5.0 (48) 2.0 × 10−3–5.0 × 10−3

Wheat rust (Puccinia triticina) spore 1.0 (44) 10 (14) 0.020–0.10

*Experimented.
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flapping thin cantilever beam; thin polycarbonate beams, ρb = 
1220 kg/m3, are used exprimentally, whose dimensions, rigidity, and 
wetting conditions are documented in section S1, along with that of 
the wheat samples. Mechanically, the beam substrate is fixed by clamp-
ing on one end along the longitudinal axis. The rotational degree of 
freedom around the longitudinal axis is thus limited with the high 
L/b ratio used and the center impact along this axis. After securing 
the beam, drop impacts are induced with a syringe pump at a pumping 
rate of 0.2 mm/min. An impact is induced 10 mm away from the tip of 
the beam to observe the maximum impact consequences. The location 
is chosen to prevent substantial spillage as well, since the maxi-
mum spreading radius Rm can be calculated as 6 to 11 mm, with 
Rm ≈ (1∕2)RdRe

1∕4

d
 from the aforementioned [Ud, Rd] conditions 

(14). Combinations of beam, drop, and impact velocity tested in 
Fig. 2G are listed in section S4.

Visualization methodology
Particle visualization uses the use of glass particles and pine pollens. 
They are uniformly deposited on top of the substrate surfaces prior 
to the drop impact experiment, with size, density, and Stokes number, 
St = tp/tf, reported in Table 1. Particle layer thickness is consistent 
with experimentation methodology in (14), at 0.1 to 0.2 mm. Particle 
size and density ranges are typically rp = 1.0 to 20.0 μm and ρp = 1.0 
to 2.5 × 103 kg/m3 respectively.

Smoke visualization is used to perform 2D DPIV on the 2D 
transverse cross section, in order to extract the velocity and vorticity 
fields at the location of impact and shedding. Chauvet smoke machine 
is paired with a 40:60 glycerol- water mixture to produce a thick 
smoke layer that fills the field of view. A laser beam (sheet laser) with 
the intensity of 5 mW is used to illuminate the smoke layer at the 2D 
transverse cross section of impact point, with laser sheet thickness 
of 0.2 to 0.5 mm. DPIV is conducted with the MATLAB package 
PIVLab by Thielicke (46). CLAHE is enabled with window size 64 as 
the only image setting. The analysis uses an FFT window deformation 
with three passes; pass 1 is integration area of 120 pixel and 64- pixel 
step; pass 2 is integration area of 64 pixel and 32- pixel step; pass 3 is 
integration area of 32 pixel and 16- pixel step. Gauss 2X3- point estimator 
is used with high correlation robustness. The error of the velocity 
vectors in most domain regions are estimated to be 0.0128 m/s from 
difference of actual tracer measurements and DPIV analysis, an error 
rate of 2 to 10%. High- velocity vortex centers typically have larger 
velocity vector errors from observation. From PIV correlation coef-
ficients map of the velocity fields, we observed that correlation coef-
ficients are at 0.9 to 1.0 for most of the domain, except at the corners/
edges of the domain and the center regions of vortices, which are 
observed to have spots with coefficients as low as 0.4 to 0.6. This can 
potentially yield errors and 2D divergence in measurements. Please 
see section S2 for more discussion on divergence quantification on 
the yz domain.

To extract iLCS in air which needs the particle velocity fields 
up(x, t), we use a methodology different from simple particle and 
smoke visualizations. Because of the difficulty to directly seed air 
with inertial particles (ρa ≪ ρp), we use smoke particle tracers as 
initial background seeding. Then, we initiate drop impacts onto the 
beam/leaf structure with particles and let particles aboard the beam 
to spread into the surrounding air space in generated flows, thereby 
obtaining velocity fields up(x, t) for the entire domain. The smoke 
fills in such early “empty” regions outside, which has trivial impacts 
to flow generation. Nonetheless, this introduces systematic errors in 

particle “empty” regions with only smoke seeding, since they will 
carry minimal inertial signatures. To further justify the necessity of 
this method and quantify the errors, we have added additional dis-
cussions in section S6.

All the conclusions are drawn from the above visualization ex-
periments and data. For particle dispersal experiments, 3 to 15 sam-
ples per condition are tested. PIV data and vorticity measurements 
have an average sample size per condition of two to four. LAVD and 
FTLE map measurements are unique for each experimental trial, 
thus not subjected to statistical averaging. Expansion ratio data has 
an average sample size of three to five.
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Figs. S1 to S16
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