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Abstract—Unmanned aerial vehicles (UAVs) are ideal plat-

forms for object tracking due to their high mobility and advanced

sensing capabilities. Recent advancements in AI have enhanced

UAV tracking by integrating deep learning models with UAV

systems, but they also introduce security concerns due to the

vulnerabilities of deep learning models to adversarial attacks. To

address this challenge, we propose a new UAV tracking solution

integrating a reconstruction module with an anomaly detection

module to enhance the robustness of UAV tracking systems

against attacks. Our reconstruction module processes video

frames to mitigate adversarial impacts without compromising

tracking performance on clean frames. The anomaly detection

module employs a reference generator to dynamically construct

adversarial reference samples for feature map comparisons to

effectively detect attacks.

We evaluated our solution against state-of-the-art attacks on

three benchmarks. The results show that our solution improves

the tracking performance under attack conditions, achieving an

average precision of 97.4% and a success rate of 96.3% of the

original tracking. Additionally, our method achieves a 98.9%

attack detection rate with a 4.23% false positive rate in anomaly

detection. The evaluation results demonstrate the effectiveness of

our approach in enhancing the robustness and reliability of UAV

tracking systems in the adversarial environment.

I. INTRODUCTION

Featured by their high mobility and rich sensing capabilities,
UAVs have been adopted as an ideal platform for object
tracking. In addition, the recent advances in AI techniques
have further promoted the performance of UAV tracking and
attracted considerable attention from academia and industry
[1]–[6]. Despite the benefits introduced by AI techniques to
UAV tracking, their adoption also raises additional security
concerns because many deep learning models in these AI
techniques can be vulnerable to adversarial inputs. Recent
research has demonstrated that deep learning (DL)-based UAV
tracking algorithms can be significantly affected by adversarial
perturbations applied to the inputs, which misleads the UAV to
make wrong decision during the object detection and tracking
[7]–[11].

Given the fact that object detection and tracking are widely
integrated into various UAV tasks, it is critical to improve
the robustness of UAV tracking solutions to counter potential
attacks. Existing research works have shown that adversarial
training [12], [13] and input reconstruction [14]–[16] can be
used to improve the robustness of deep learning models. How-
ever, directly adopting them in the context of UAV tracking
faces multiple challenges. Adversarial training is typically

computationally expensive and can compromise the model
performance. In addition, the creation of adversarial examples
for training can also be a complex task. In terms of input
reconstruction, most of the existing defenses focus on image
classification tasks and do not consider some important oper-
ations in the context of UAV tracking, such as the prediction
and update of the location and size of the target objects in
a sequence of video frames. For example, the state-of-the-art
Siamese trackers [3]–[6] utilize the predicted location of the
target in the previous video frame to facilitate the tracking
prediction of the current frame. Simply reconstructing the
attacked video frames without considering the impacts from
preceding frames is not sufficient to handle attacks towards
UAV tracking.

In this paper, we proposed a robust UAV tracking so-
lution that can maintain its performance in the adversarial
environment. Our solution is designed with a reconstruction
module coupled with an anomaly detection module, which is
then integrated with state-of-the-art UAV tracking algorithms
to enhance the robustness. In our solution, all video frames
used for tracking will be processed by the reconstruction
module first. The reconstruction process aims to minimize
the negative impacts of adversarial attacks on the tracking
performance while not affecting clean video frames (i.e.,
not being attacked). Thus, UAV tracking can be performed
effectively even if it is under attack. The anomaly detection
module is designed on top of our reconstruction module, which
helps the system become aware of attacks and prepare for
further actions. Specifically, we propose a reference generator
to construct dynamic adversarial reference samples based on
the reconstructed frames. The feature maps of the original
input, reconstructed frame, and adversarial reference sample
are extracted, which are then used for dynamic similarity
measurement. The original input is considered as abnormal if it
has a higher similarity with the adversarial reference compared
with the reconstructed frame.

We evaluated our solution using the recently proposed attack
[11] and its variants towards UAV tracking with three widely
adopted UAV tracking benchmarks, including UAVTrack112
[17], UAV123 [18], and UAVDT [19]. The evaluation results
demonstrate that our solution can significantly boost the track-
ing performance in the adversarial environment, achieving
97.4% and 96.3% performance (by average) of the original
tracking in terms of precision and success rate. For the detec-
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tion of attacks, our solution can achieve an average detection
rate (DR) of 98.9% and an average false positive rate (FPR)
of 4.23% under different settings.

The rest of this paper is organized as follows: We review and
discuss related works in Section II. In Section III, we present
the detailed construction of our solution. The evaluation of our
design is presented in Section IV. We conclude this paper in
Section V.

II. RELATED WORKS

A. UAV Object Tracking

Deep learning-based UAV object tracking methods have
attracted much attention due to the developments of deep-
learning theories and increased computational power [1]–[6].
Zhang et al. [1] introduced a novel coarse-to-fine deep scheme
aimed at mitigating aspect ratio variations in UAV tracking,
where the coarse-tracker initially generates an initial estimate
of the target object, followed by the learning of a sequence of
actions to finely adjust the four boundaries of the bounding
box. To address the challenge of long-distance UAV detection
and tracking, Li et al. [2] proposed an algorithm using image
super-resolution that employs a saliency transformation algo-
rithm to concentrate on the suspected area and then construct
a generative adversarial network on the Region of Interest to
achieve super-resolution, enhancing weak targets and restoring
high-resolution details of target features.

In recent years, Siamese trackers [3]–[6] become popular
due to their ability to achieve a good balance between accuracy
and efficiency. Li et al. [3] introduced SiamRPN++ tracker that
integrates a cropping residual unit and a spatial-aware sam-
pling strategy, allowing the Siamese Region Proposal Network
(SiamRPN) [4] framework to leverage modern backbones
and improve the performance of the Siamese tracker. To
meet real-time processing demands on resource-constrained
UAV platforms, Xing et al. [5] proposed a Siamese Trans-
former Pyramid Network, which combines the advantages of
Convolutional Neural Network and transformer architectures
by leveraging the inherent feature pyramid of a lightweight
network ShuffleNetV2 and reinforcing it with a transformer
to establish a robust, target-specific appearance model. Fu et

al. [6] introduced a novel Siamese Anchor Proposal Network
(SiamAPN) that consists of two stages, where the first stage
is for high-quality anchor proposal generation and the second
stage is for refining the anchor proposal.

B. Adversarial Tracking Attacks

Deep learning-based object-tracking methods are vulnerable
to adversarial attacks that aim to mislead the output prediction
by adding imperceptible perturbations to the input video
frames. The existing tracking attack approaches can be classi-
fied into two categories: 1) iterative optimization-based attacks
[7], [8] and 2) deep neural network (DNN)-based attacks [9]–
[11]. For iterative optimization-based attacks, both [7] and
[8] apply iterative optimization algorithms such as gradient
descent to generate adversarial perturbations. Wiyatno et al.
[7] presented a Physical Adversarial Texture attack method

to generate pixel perturbations via minibatch gradient descent
optimization to fool the GOTURN [20] tracker. Considering
the efficiency of real-time attacks on trackers, Guo et al. [8]
proposed a spatial-aware online incremental attack algorithm
that conducts spatial-temporal sparse incremental perturba-
tions in real-time, effectively minimizing the perceptibility of
the adversarial attack.

Unlike iterative optimization-based attacks that need to
repeat several iterations to generate optimized perturbations,
DNN-based attacks train a DNN model offline as an adversary
generator to generate perturbations at one step. Liang et al.
[9] presented a Fast Attack Network that combines drift loss
and embedded feature loss as the loss function to attack
the Siamese trackers. Yan et al. [10] designed a cooling-
shrinking attack method to deceive SiamRPN-based trackers
by adding perturbations to the search regions and cool hot
regions where the targets appear on the heatmap, which can
lead the predicted bounding box to shrink and make the target
invisible to trackers. Rather than adding perturbations directly
on the original video frames, Fu et al. [11] designed an adap-
tive attack approach based on the image-resampling method,
which consists of downsampling the original input frame and
introducing small perturbations during the upsampling process
to generate the adversarial sample.

C. Robustness Enhancement Against Attacks

The strategies to enhance the robustness of DL-based object
trackers against malicious adversarial attacks can be mainly
classified into two categories including adversarial training
[12], [13] and input reconstruction [14]–[16]. In the adversarial
training approach, the object trackers are trained both on
clean and adversarial data to improve their robustness. Song et

al. [12] proposed a visual tracking algorithm via adversarial
learning to address the imbalance problem between positive
and negative samples in adversarial training to enhance the
robustness of the visual tracking model. To improve the run-
ning speed, Zhong et al. [13] introduced a real-time tracking
algorithm that incorporates feature map masking alongside
adversarial learning with a random mechanism. However, the
adversarial training approach raises the risk of decreasing
accuracy on clean data due to the exposure to adversarial data
during model training.

Existing input reconstruction methods are mainly designed
for image classification tasks to mitigate the adversarial per-
turbations on images. Yuan et al. [14] developed the ensemble
generative cleaning with feedback loops method for the effec-
tive defense of DNNs by destroying the attack pattern first and
then reconstructing the clean version of the original image.
Ho et al. [15] designed an adversarial defense with local
implicit functions to remove adversarial perturbations using lo-
calized manifold projections by leveraging an encoder for per-
pixel features and a local implicit module for neighborhood-
based predictions. An adversarial purification method, termed
DiffPure, presented in [16] leverages diffusion models for
adversarial purification by adding noise to adversarial samples
through a forward diffusion process and then recovering the
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clean images via a reverse generative process. [14]–[16] focus
on enhancing the robustness of image classifiers and cannot be
directly applied in object tracking tasks since their task goals
are different.

III. METHODS

Fig. 1: Overall Framework.

The overall design of our solution is illustrated in Fig. 1.
Our design focuses on the reconstruction module and anomaly
detection module, which can be integrated with a state-of-
the-art UAV object tracker, such as the Siamese tracker. In
other words, our solution can be easily plugged into existing
UAV tracking systems to enhance their robustness. Instead of
directly feeding the inputs into the tracker, our solution first
processes them using the reconstruction module, which ad-
dresses the impacts of adversarial attacks (if any). Meanwhile,
our solution has the detection module run in parallel to identify
inputs that have been manipulated by attacks.

The design of the reconstruction module adopts the idea
of generative adversarial networks. We train it using newly
designed loss functions based on state-of-the-art Siamese
tracking algorithms, ensuring the reconstructed frames main-
tain high tracking accuracy for both attacked and clean inputs.
The detection module is developed to identify anomalies
and trigger alerts for further countermeasures. Our anomaly
detection strategy involves comparing the input frame with
both its reconstructed version and an adversarial reference
sample using the Structural Similarity Index Measure (SSIM)
to assess similarity. Due to dynamic backgrounds and moving
targets in video frames, static reference samples are ineffective.
Therefore, an adversary reference generator is adopted to
construct a reference sample based on the current frame. Given
that tracking attacks inject imperceptible perturbations making
direct frame comparisons challenging, we use a pre-trained
feature extractor to extract deep feature maps differentiating
between clean and attacked frames.

A. Model Architecture

U-Net [21] architecture is adopted to construct the recon-
struction module and adversary reference generator due to its
ability to capture context at multiple scales while preserving
spatial information, making it effective for pixel-level tasks.
The U-Net architecture first downsamples the input search
regions 8 times by a factor of 2 to capture high-level features
and reduce the spatial dimensions of the input search regions

Fig. 2: Model Architecture.

and then upsamples the low-resolution feature maps to match
the original input size. To handle varying search region sizes
N→N used by different Siamese trackers, such as 255→255
for SiamRPN++ [3] and 287→287 for SiamAPN [6], and
in long-term scenarios where sizes range from 255→255 to
831→831, we set the model’s input resolution to 512→512 and
the resolution gaps are managed using bilinear interpolation.
The model architecture is shown in Fig. 2.

B. Reconstruction Module

Following the idea of generative adversarial network [22]
that two neural networks contest with each other where one
agent’s gain is another agent’s loss, the key point of the
reconstruction module is to minimize loss between the tracking
predictions of reconstructed frames and clean frames, which
is contrary to the goal of attackers that aims to maximize
the difference between predictions of attacked frames and
clean frames under some constraint. In the tracking process
of the Siamese tracker, features of the template and search
region are extracted through its backbone network. Based on
these features, a classification score map and a regression map
are generated to produce the tracking predictions. Towards
minimizing the difference between these two maps of the clean
frame and its reconstructed version, two loss functions Lscore

and Ldrift are designed for reconstruction module training
to achieve accurate tracking predictions for reconstructed
frames. The L2 norm distance and similarity score loss Lsim

between reconstructed frames and clean frames are added as
an additional loss to enable the module to generate frames
similar to clean ones, maintaining the tracking accuracy on
clean frames. The overall loss for the reconstruction module is
defined as L = Lscore+Ldrift+L2+Lsim. The reconstruction
module is trained with the deployed tracker weights fixed to
minimize the loss L. The definitions for each loss function are
provided below.

1) Score Loss: The classification score map from the
Siamese tracker is reshaped to RH→W→2 after applying the
softmax function, which represents the target probability Pt

and background probability Pb of each anchor of the predicted
bounding box, i.e. the center point of the bounding box. The
target area T and background area B in the clean frame Ic

can be expressed as:

T = Ic[Pc

t
> ω]

B = Ic[Pc

b
< ↑ω]

(1)

947

Authorized licensed use limited to: University of Massachusetts - Dartmouth. Downloaded on March 03,2025 at 03:08:34 UTC from IEEE Xplore.  Restrictions apply. 



where ω is a preset threshold, Pc

t
and Pc

b
are the target

probability and background probability of each anchor in the
clean frame.

The score loss function is defined as follows:

Lscore =
1

N
(|Pr

t
[T]↑Pc

t
[T]|+ |Pr

b
[B]↑Pc

b
[B]|) (2)

where N is the batch size, Pr

t
and Pr

b
are the target probability

and background probability of each anchor in the reconstructed
frame. The Lscore function aims to reduce the difference
between the confidence scores of the target and background
area in clean and reconstructed frames.

2) Drift Loss: The regression map R ↓ RH→W→4 has
four dimensions R(x), R(y), R(w), R(h). R(x) and R(y)
represent the center position of the bounding box. R(w) and
R(h) represent the size of the bounding box. The drift loss
function is defined as follows:

Ldrift =
1

N
{
∑

T

|Rr(w)Rr(h)↑Rc(w)Rc(h)|

+
∑

T

((Rr(x)↑Rc(x))2 + (Rr(y)↑Rc(y))2)}
(3)

where Rr and Rc are regression maps of the reconstructed
frame and clean frame, respectively.

Ldrift function is designed to make the bounding box size
and center position in the reconstructed frame close to the
ones in the clean frame. Here, we only consider the potential
bounding boxes within the activated target area in the frame.

3) L2 Norm Loss: The L2 norm loss function aims to make
the reconstructed frame similar to the clean frame, which is
defined as follows:

L2 =
ε

N
↔Ic ↑ Ir↔ (4)

where ε is the weight of L2 loss, Ic and Ir are the clean
and reconstructed frame, respectively.

4) Similarity Loss: The Lsim loss is computed using the
SSIM between the feature maps of the clean frame and its
reconstructed version. Since SSIM ranges from -1 to 1, where
1 denotes identical feature maps, the Lsim loss function is
defined as 1 minus the SSIM to convert the SSIM score into a
similarity loss for model training. The formula for Lsim loss
is given below:

Lsim =
1

N
(1↑ sim(Sr,Sc)) (5)

where Sr and Sc are the feature maps of the reconstructed
frame and clean frame, respectively.

Lsim loss function aims to improve the similarity score
between clean and reconstructed frames to reduce the false
positive rate in anomaly detection.

C. Feature Extraction

To differentiate between clean and attacked frames, we
analyze feature spaces from various intermediate layers of
pre-trained ResNet-50 [23], which serves as the backbone
for state-of-the-art Siamese trackers. Since feature spaces at
different layers affect anomaly detection performance [24]–
[27] and deep layers of networks pre-trained on ImageNet
are biased towards natural image classification [28], we aim
to select feature maps that balance effectiveness and com-
putational efficiency in real-time UAV tracking. As shown
in Table I, feature maps from layers conv1 and conv5 x
of ResNet-50 effectively represent differences between clean
and attacked frames. Considering the computational costs on
resource-constrained UAV tracking platforms, feature maps
from conv1 layer are selected for similarity calculations in
anomaly detection.

TABLE I: Pixel Distributions at Different Feature Levels

Clean Pixel Distribution

conv1 conv2 x conv3 x conv4 x conv5 x
Mean 36.41 46.19 56.74 75.59 96.63

Median 24.0 42.0 54.0 65.0 86.0
Std. 38.03 29.01 29.27 49.93 51.90

Attacked Pixel Distribution

conv1 conv2 x conv3 x conv4 x conv5 x
Mean 21.06 45.89 54.44 78.53 83.72

Median 16.0 44.0 53.0 75.0 78.0
Std. 15.42 25.36 29.14 41.89 41.18

Difference !
conv1 conv2 x conv3 x conv4 x conv5 x

! Mean 15.35 0.30 2.30 -2.94 12.91
! Median 8.0 -2.0 1.0 -10.0 8.0
! Std. 22.61 3.65 0.13 8.04 10.72

D. Adversary Reference Generator

The adversary reference generator shares the same model
architecture as the reconstruction module but utilizes different
loss functions to generate adversarial reference samples for
anomaly detection. It takes the reconstructed frame from the
reconstruction module as input to construct its corresponding
adversarial sample. We aim to develop an adversary reference
generator that constructs adversarial samples similar to the
attacked frames to improve the anomaly detection rate while
differing from the clean frames to decrease the false positive
rate. To achieve this goal, we design two similarity-based loss
functions and L2 norm loss function for the training of the
adversary reference generator.

1) L2 Norm Loss: The L2 norm loss function is to make the
generated adversarial samples similar to the attacked frames,
which is defined as follows:

L2 =
ε

N
↔Ia ↑ I↑↔ (6)

where ε is the weight of L2 loss, Ia is the attacked frame
and I↑ is the generated adversarial sample.
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2) Similarity Loss 1: The Lsim1 loss is calculated based on
the SSIM between the feature maps of the adversarial sample
and the attacked frame.

Lsim1 =
ϑ

N
(1↑ sim(Sa,S↑)) (7)

where ϑ is the weight of Lsim1 loss, Sa and S↑ are the
feature maps of the attacked frame and adversarial sample,
respectively.

3) Similarity Loss 2: The Lsim2 loss is the SSIM between
the feature maps of the adversarial sample and the clean frame.
The Lsim2 loss is defined as follows:

Lsim2 =
ϖ

N
sim(S↑,Sc) (8)

where ϖ is the weight of Lsim2 loss, S↑ and Sc are
the feature maps of adversarial sample and clean frame,
respectively. During the training, the Lsim2 loss is minimized
to make the adversarial samples different from clean frames,
contributing to decreasing the false positive rate in anomaly
detection.

IV. EVALUATION

A. Experiment Setup

In our experiments, the weight ε in Equations 4 and 6
is set to 700, ϑ in Equation 7 to 3, and ϖ in Equation 8
to 2. The batch size N is 128. We use the state-of-the-art
SiamRPN++ [3] both for training our reconstruction module
and for testing. The GOT-10K [29] dataset is downsampled
by selecting one frame every ten frames from each video.
A subset of 180 videos from this downsampled dataset is
used as the validation set, and the remaining videos form
the training dataset. To evaluate our method under various
attacks, we trained a new variant of the Adaptive Adversarial
(Ad2) attack [11] using the U-Net architecture with same
loss functions. Both Ad2 attack and our attack are used
to produce attacked frames for training the reconstruction
module and adversarial reference generator. The effectiveness
of our method is evaluated by implementing Ad2 attack and
our attack on three UAV benchmarks: UAVTrack112 [17],
UAV123 [18], and UAVDT [19]. The Ad2 attack and our
attack are implemented continuously across all frames, except
the first frame as the initial template. Additionally, we test two
attack strategies: continuous attacks on 50% of the frames over
one period and over two periods within the video.

B. Evaluation Metrics

To evaluate anomaly detection performance, we use true
positive rate (TPR), false positive rate (FPR), false negative
rate (FNR), and true negative rate (TNR) to measure the
accuracy of anomaly detection. We evaluate the tracking
performance with precision and success rate as metrics [30].
Precision is determined by the center location error (CLE),
which is the Euclidean distance between the predicted center
location of the target object and the ground truth. CLE is
averaged over all frames of a video to summarize precision

performance. Success rate focuses on the intersection over
union (IoU) between the ground truth and predicted bounding
box. Success rate performance is measured by counting the
number of successful frames where the IoU is greater than a
given threshold.

To better assess the anomaly detection performance, we
include the detection rate (DR) [31], which is calculated as
the ratio of successfully detected attacks to the total number
of successful attacks. In our experiments, a successful attack
is defined as one that reduces the IoU between the ground
truth and predicted bounding box by at least 10% compared
to the clean prediction.

C. Threshold Selection

The countereffects between the reconstruction module and
adversary reference generator on clean frames can cause the
adversarial reference samples to appear similar to the original
clean frames, resulting in high FPR in anomaly detection. To
address this issue and improve detection reliability, we im-
plement a two-stage checking strategy for anomaly detection
with a similarity threshold, based on validation set results.

Let sim1 represent the similarity between the input frame
and its reconstructed version, and sim2 denote the similarity
between the input frame and the adversarial reference. In
our experiments on the validation set, 89% of clean frames
have sim1 and sim2 both over 0.9, with 32% showing
sim2 > sim1 and a mean difference of 0.01, leading to
false alarms if detection relies solely on higher similarity. For
attacked frames, 56% have both sim1 and sim2 over 0.9,
with 99.8% showing sim2 > sim1 and a mean difference of
0.05. Thus, FPR primarily arises when sim1 and sim2 are
close and above 0.9. Driven by this observation, we adopt a
two-stage checking strategy based on sim1 and sim2 values
in the anomaly detection process. If not both sim1 and sim2
are greater than 0.9 simultaneously, detection is made in the
first stage based on the higher similarity. If both exceed 0.9,
a second stage checks if sim2↑ sim1 ↗ k. If this condition
is met, the frame is considered as abnormal; otherwise, it is
normal.

To determine the optimal threshold that balances TPR and
FPR, we evaluated various thresholds on the validation set
using TPR → (1 ↑ FPR), a standard metric for binary
classification performance [32]. Thresholds ranging from 0.01
to 0.05 in 0.01 increments were evaluated, with 0.01 and
0.05 representing the average similarity differences for clean
and attacked frames, respectively. The threshold of k = 0.04
provided the highest TPR → (1 ↑ FPR) value of 0.876.
Therefore, we set the threshold k to 0.04 for evaluating our
method on test datasets.

D. Results

1) Attack Recovery Performance: The overall tracking per-
formance of three datasets is summarized by the success
and precision plots as shown in Fig. 3. Precision plots and
success plots are widely adopted for the evaluation of tracking
performance [33], [34]. The precision plots in the first row
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Fig. 3: Overall tracking performance of SiamRPN++ tracker under attacks (dashed lines) and recovery (solid lines) on
UAVTrack112, UAV123, and UAVDT.

TABLE II: Summary of recovery performance on precision

Precision

Ad2 Attack [11]

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.815 0.515 (63.2%) 0.776 (95.2%)
UAV123 0.790 0.519 (65.7%) 0.748 (94.7%)
UAVDT 0.821 0.579 (70.5%) 0.818 (99.6%)

Ad2 One-Period Attack

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.815 0.668 (82.0%) 0.809 (99.3%)
UAV123 0.790 0.639 (80.9%) 0.747 (94.6%)
UAVDT 0.821 0.708 (86.2%) 0.803 (97.8%)

Ad2 Two-Period Attack

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.815 0.648 (79.5%) 0.798 (97.9%)
UAV123 0.790 0.613 (77.6%) 0.767 (97.1%)
UAVDT 0.821 0.693 (84.4%) 0.813 (99.0%)

Our Attack

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.815 0.216 (26.5%) 0.770 (94.5%)
UAV123 0.790 0.306 (38.7%) 0.750 (94.9%)
UAVDT 0.821 0.241 (29.4%) 0.807 (98.3%)

Our One-Period Attack

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.815 0.438 (53.7%) 0.787 (96.6%)
UAV123 0.790 0.473 (59.9%) 0.779 (98.6%)
UAVDT 0.821 0.368 (44.8%) 0.825 (100%)

Our Two-Period Attack

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.815 0.381 (46.7%) 0.779 (95.6%)
UAV123 0.790 0.460 (58.2%) 0.775 (98.1%)
UAVDT 0.821 0.333 (40.6%) 0.836 (102%)

show the percentage of frames whose estimated location is
within a given threshold of pixel distance from the ground
truth. The location error thresholds range from 0 to 50 are
used for our evaluation. For each tracking condition, the
representative precision score shown next to the plot is taken
at a location error threshold of 20 pixels. The success plots in
the second row display the ratio of successful frames across

TABLE III: Summary of recovery performance on success rate

Success Rate

Ad2 Attack [11]

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.630 0.361 (57.3%) 0.596 (94.6%)
UAV123 0.597 0.373 (62.5%) 0.562 (94.1%)
UAVDT 0.609 0.338 (55.5%) 0.588 (96.6%)

Ad2 One-Period Attack

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.630 0.491 (77.9%) 0.622 (98.7%)
UAV123 0.597 0.464 (77.7%) 0.563 (94.3%)
UAVDT 0.609 0.464 (76.2%) 0.593 (97.4%)

Ad2 Two-Period Attack

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.630 0.471 (74.8%) 0.616 (97.8%)
UAV123 0.597 0.448 (75.0%) 0.577 (96.6%)
UAVDT 0.609 0.457 (75.0%) 0.596 (97.9%)

Our Attack

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.630 0.149 (23.7%) 0.589 (93.5%)
UAV123 0.597 0.183 (30.7%) 0.561 (94.0%)
UAVDT 0.609 0.132 (21.7%) 0.572 (93.9%)

Our One-Period Attack

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.630 0.332 (52.7%) 0.606 (96.2%)
UAV123 0.597 0.341 (57.1%) 0.582 (97.5%)
UAVDT 0.609 0.262 (43.0%) 0.600 (98.5%)

Our Two-Period Attack

Ori. Att. (% of Ori.) Reconstruct (% of Ori.)

UAVTrack112 0.630 0.284 (45.1%) 0.600 (95.2%)
UAV123 0.597 0.324 (54.3%) 0.580 (97.2%)
UAVDT 0.609 0.229 (37.6%) 0.602 (98.9%)

IoU thresholds ranging from 0 to 1. Since evaluating the
tracking performance using a single success rate at a specific
threshold may not be fair or representative, the area under the
curve of the success plot is used as the representative score
to provide a more comprehensive assessment across varying
overlap thresholds. The solid lines representing the recovery
tracking performance are close to the original performance in
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TABLE IV: Tracking performance without attack

Precision

Ori. Reconstruct (% of Ori.)

UAVTrack112 0.815 0.808 (99.1%)
UAV123 0.790 0.772 (97.7%)
UAVDT 0.821 0.827 (100%)

Success Rate

Ori. Reconstruct (% of Ori.)

UAVTrack112 0.630 0.625 (99.2%)
UAV123 0.597 0.580 (97.2%)
UAVDT 0.609 0.613 (100%)

the green line, indicating that our method can bring back the
tracking performance close to the original scenarios.

Table II and Table III present the reconstruction tracking
performance recovering from different attacks. The results
show that our attack as a variant of Ad2 attack can reduce
the precision and success rate of SiamRPN++ by over 50%.
Our solution can restore the tracking performance with an
average precision of 97.4% and an average success rate of
96.3% of original scenarios. The tracking performance with
reconstructed frames without attack is provided in Table IV.
The reconstructed frames of original clean frames without
attack can maintain an average precision of 98.9% and an
average success rate of 98.8% of original scenarios. The results
in Table II, III, and IV indicate that our reconstruction module
can eliminate the adversarial impacts for attacked frames
while maintaining the tracking accuracy for clean frames,
demonstrating the effectiveness of our method in enhancing
the robustness of UAV tracking systems.

TABLE V: Anomaly Detection Accuracy

Anomaly Detection on UAVTrack112

FPR FNR TNR TPR DR
Ad2 Attack [11] N/A 0.088 N/A 0.912 0.985

Ad2 One-Period Attack 0.047 0.093 0.953 0.907 0.994
Ad2 Two-Period Attack 0.045 0.094 0.955 0.906 0.992

Our Attack N/A 0.052 N/A 0.948 0.991
Our One-Period Attack 0.058 0.051 0.942 0.949 0.997
Our Two-Period Attack 0.051 0.053 0.949 0.947 0.994

Anomaly Detection on UAV123

FPR FNR TNR TPR DR
Ad2 Attack [11] N/A 0.072 N/A 0.928 0.992

Ad2 One-Period Attack 0.051 0.068 0.949 0.932 0.996
Ad2 Two-Period Attack 0.044 0.073 0.956 0.927 0.995

Our Attack N/A 0.058 N/A 0.942 0.992
Our One-Period Attack 0.052 0.053 0.948 0.947 0.996
Our Two-Period Attack 0.044 0.051 0.956 0.949 0.996

Anomaly Detection on UAVDT

FPR FNR TNR TPR DR
Ad2 Attack [11] N/A 0.112 N/A 0.888 0.954

Ad2 One-Period Attack 0.034 0.110 0.966 0.890 0.989
Ad2 Two-Period Attack 0.027 0.122 0.973 0.878 0.974

Our Attack N/A 0.046 N/A 0.954 0.987
Our One-Period Attack 0.032 0.042 0.968 0.958 0.991
Our Two-Period Attack 0.026 0.045 0.974 0.955 0.992

2) Anomaly Detection Accuracy: Table V presents the
detection accuracy of our method across various attacks. The
Ad2 attack from [11] and our attack are applied to all video
frames. Since all frames are attacked, FPR and TNR are not
applicable for evaluating detection accuracy in these cases. The

results in Table V show that our detection method achieves a
high detection rate above 0.95 and a false positive rate below
0.06 across all test datasets, demonstrating the reliability of
our detection module.

Fig. 4: Tracking Examples.

3) Tracking Examples: We take frames from two videos
in the UAVTrack112 dataset to show the effectiveness of
our solution in restoring tracking performance under the
Ad2 attack in real-world tracking scenarios. The first row
in Fig. 4 displays the original tracking results for bike and
car objects in the two videos: green boxes represent ground
truths, and yellow boxes denote original tracking predictions.
In the second row, red boxes indicate tracking predictions
deviating from the ground truths under attack. The third row
shows recovery tracking predictions by our solution using
reconstructed frames, depicted by blue boxes overlapping with
the ground truths.

V. CONCLUSION

In this paper, we present a reconstruction-based solution
designed to enhance the robustness of UAV tracking sys-
tems against adversarial attacks. Our approach involves a
reconstruction module to reconstruct input frames to mitigate
adversarial impacts on tracking performance and an anomaly
detection module to identify attacks and raise alerts. We
evaluate our solution against the recently proposed Ad2 attack
and its variants across three different datasets. The results of
our comprehensive evaluations demonstrate that our solution
is highly effective in mitigating adversarial attacks, signifi-
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cantly improving the reliability and security of UAV tracking
systems.
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