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Abstract— We investigate the problem of learning an e-
approximate solution for the discrete-time Linear Quadratic
Regulator (LQR) problem via a Stochastic Variance-Reduced
Policy Gradient (SVRPG) approach. Whilst policy gradient
methods have proven to converge linearly to the optimal
solution of the model-free LQR problem, the substantial re-
quirement for two-point cost queries in gradient estimations
may be intractable, particularly in applications where obtaining
cost function evaluations at two distinct control input con-
figurations is exceptionally costly. To this end, we propose
an oracle-efficient approach. Our method combines both one-
point and two-point estimations in a dual-loop variance-reduced
algorithm. It achieves an approximate optimal solution with

only O (log (1/e)" ) two-point cost information for 5 € (0,1).

I. INTRODUCTION

Policy gradient (PG) methods have attracted significant
attention in model-free reinforcement learning (RL), in large
part due to their simplicity of implementation. Within the
context of control, and the LQR problem specifically (where
analytic solutions are known), a lot of recent work has
focused on connecting system theoretic properties such as
controllability, with learning theoretic measures such as sam-
ple complexity [1]. As first shown in [2] and further analyzed
in [3]-[5], PG methods converge to the global optimal
solutions despite the lack of convexity in the LQR problem.
This significant result, combined with the adaptability of PG
in the model-free setting, has opened up a line of research
that addresses classical control problems using PG-based
approaches [6], [7].

In the model-free LQR setting, policy gradient descent
relies on a finite-sample estimate of the true gradient, often
acquired through derivative-free (otherwise known as zeroth-
order) methods. We refer the reader to [4] for specific
application of zeroth-order methods to LQR control and
[8] for general background. Zeroth-order gradient estimation
approaches are particularly valuable for applications where
the computational resources needed for exact gradient eval-
uations may be impractical, or when cost-query information
is only accessible through a black-box procedure.

Despite providing flexibility by avoiding the explicit com-
putation of gradients, zeroth-order gradient estimations with
one-point (ZO1P) or two-point (ZO2P) queries frequently
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produce biased estimations accompanied by large variances
[4]. In order to counteract this, large sample sizes are
required to accurately estimate the gradients.

Whilst ZO2P provides a reduced variance relative to ZO1P,
it necessitates querying the cost function at two distinct
control input configurations, which can be prohibitively
impractical for certain applications (e.g., robot path planning
[9]). Addressing this limitation is crucial for developing
efficient approaches applicable to real-world scenarios.

Motivated by these challenges, one line of work focuses
on leveraging data from multiple similar systems to mitigate
variance and thereby reduce the sample complexity of policy
gradient methods [10], [11]. However, for the single-agent
setting it remains unclear how we can devise a more com-
putationally efficient approach without resorting to second-
order techniques.

On the other hand, in supervised learning and RL, SVRPG
approaches have demonstrated their effectiveness in signif-
icantly reducing variance and enhancing sample efficiency
for PG methods [12], [13]. Such methods leverage the well-
known control variate analysis, which incorporates both
current and past gradient information to form a descent
direction that reduces the estimation’s variance. This concept
motivates the following question addressed in this work:

Can we design an oracle-efficient solution for addressing
the model-free LOR problem by building upon the success of
stochastic variance-reduced approaches?.

Our Contributions: Toward this end, our main contributions
are summarized as follows:

o This is the first work to propose a stochastic variance-
reduced policy gradient algorithm featuring a mixed
zeroth-order gradient estimation scheme for tackling the
model-free and discrete-time LQR problem.

o Theoretical guarantees demonstrate the convergence
(Theorem 2) of our approach, while ensuring stability
of the system under the iterated policy (Theorem 1).

e« We establish conditions on the problem parameters
under which our approach achieves an e-approximate

solution with O (log (1/ 6)372[3 ) queries, while utiliz-

ing only O (log(l / e)ﬁ ) two-point query information
for 8 € (0,1). This oracle complexity improves upon
the best known result O (log(1/e)) by a factor of
@) (log(l/e)lfﬁ) (Corollary 2).
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queries) in comparison to O (log(1/€)) required by the stan-
dard ZO2P approach, in order to achieve an e-approximate
solution — the difference is only a logarithmic factor, for
large B. However, our approach requires considerably fewer
two-point queries, specifically a factor of O <log (1/ 6)176 )
fewer, for small (3. This underscores the benefit of our
technique, particularly in applications where conducting two-
point function evaluations is prohibitively costly.

A. Related Work

Model-free LQR via Policy Gradient Methods: PG meth-
ods have been extensively explored as a solution to solve
the model-free LQR problem in both discrete [1]-[6] and
continuous-time settings [14]-[16]. Despite of the non-
convexity of the LQR landscape under the policy search,
Fazel et al. [2] proved theoretical guarantees for the global
convergence of PG methods for both model-based and
model-free settings. Table I summarizes the sample com-
plexity of the aforementioned work.

Although there has been an evident sample complexity
reduction from O(2log (1/€)) [4] to O (log (1/e€)) [5], this
is primarily a result of a more refined analysis rather than al-
gorithmic development.! In this work, we propose a SVRPG
algorithm to reduce the number of two-point queries required
to obtain an e-approximate solution for the LQR problem.

Stochastic Variance-Reduced Policy Gradient: Stochastic
variance-reduced gradient descent (SVRG) have emerged as
a sample-efficient solution technique for non-convex finite-
sum optimization problems. Whilst SVRG methods have
long been established for non-convex optimization problems
(e.g., SVRG [12], SAG [17], and SAGA [18]), their exten-
sion to online RL settings is a relatively recent development
(e.g., SVRPG [13], [19], [20]). This extension has presented
unique challenges, primarily stemming from policy non-
stationarity and approximations in the computation of the
gradient. Furthermore, SVRPG approaches generally rely on
the assumption of unbiased gradient estimation, a condition
that rarely holds for derivative-free techniques. This has been
addressed in [21], [22] for finite-sum, non-convex problems.

We emphasize that our work does not revolve around a
simple extension of the results in [13], [19], [20] (online RL
setting) or [21], [22] (non-convex finite-sum problem). In
contrast to the latter, our LQR setting encompasses an online
optimization problem with a single cost function. As a result,
the sampling variance reduction benefit of using zeroth-
order variance-reduced methods cannot be simply extended
to our setting. On the other hand, in our setting we have the
stabilizing policy requirement which is commonly taken for
granted in the Markov Decision Process (MDP) case [13],
[19], [20] with irreducibly and aperiodicity assumptions on
the policy. Moreover, the zeroth-order gradient estimation
produces biased estimations. This necessitates further deriva-
tions to control this bias as we will discuss later.

'We use big-O notation O(-) to omit constant factors in the argument.

II. PRELIMINARIES

We summarize key policy gradient results for the LQR
problem as well as derivative-free optimization techniques.

A. Discrete-time Linear Quadratic Regulator

Consider the discrete-time LTI system
Tri1 = Azy + Bu,, 0% X, (1)

where x, € R™, u, € R™, and xy denote the state and
input at time 7, and the initial condition. The optimal LQR
policy associated with (1) is u, = —K*x, where K* solves
o0
argmin {C’(K) = By, lz x] Qr, 4+ u! Ru,

)
Kek = }

subject to (1) )
where Q € Sy, R € STy, and K := {K|p(A - BK) < 1}
denotes all stabilizing controllers X € R™«*"=_ The optimal
cost is assumed to be finite. This is satisfied when (A, B) is
controllable.

In the model-based setting the optimal controller is given
by: K* := — (R+ BTPB) "' BTPA, where P € S is
the solution of the Algebraic Riccati Equation (ARE) [23]. In
the absence of the system model (A, B), there is no way to
implement an ARE-derived controller. Notably, motivated by
the fact that traditional RL techniques aim to find optimal
policies for unknown MDPs through direct exploration of
the policy space, the line of work led by Fazel et al. [2] and
followed by [3]-[5], [14], [16], [24] have proved guarantees
for the global convergence of PG methods for both model-
based and model-free LQR. This is achieved by leveraging
fundamental properties of the LQR cost function. Next, we
revisit the updating rule of the model-free LQR problem
through policy gradient, as well as its important properties.

Suppose that instead of having the true gradient VC'(K)
at the [-th iteration, we posses a finite-sample estimate
VC(K;). The policy gradient method’s update rule for the
LQR problem can be expressed as follows:

K1 = K — ngVO(K)),

1=0,1,....,L—1 (3)

where 7 represents a positive scalar step-size. We require the
following standard assumption [2]-[5].

Assumption 1: We have access to an initial stabilizing
controller K such that p(A — BKj) < 1.

Remark 1: Note that if the initial controller K fails to
stabilize system (1), the PG inA (3) cannot iteratively converge
to a stabilizing policy since VC(Kj) becomes undefined.

Definition 1: The sublevel set of stabilizing feedback con-
trollers G C K is defined as follows

G:={K | C(K)—-C(K") <A},

where Ag = C(Ky) —C(K™) and £ is any positive constant.
Lemma 1: Given two stabilizing policies K', K € G such
that ||K' — K||r < ha(K) < oo, it holds that
|C(K") — C(K)| < heon(K)C(K) | K’ - K||F,
IVC(K') = VC(K)|| p < hgraa(K)[| K" = K| .
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TABLE I: Comparison on the sample complexity (S.), and two-point oracle complexity (Nzosp) required to achieve

E(C(Kou) — C(K*)) < e Here 8 € (0,1).

Methods

Sample Complexity (S.)

Two-point Oracle Complexity (Nzozp)

PG - ZOIP (Fazel et al (2018), [2])

O(1/€* - log (1/¢)) _

PG - ZOIP (Gravell et al (2019), [3])

01/ Tog (1/0)) :

PG - ZO1P (Malik et al. (2019), [4])

O(1/€% -log (1/¢)) -

PG - ZO2P (Malik et al. (2019), [4])

O(1/€-log (1/e))

O(1/e-log (1/€))

PG - ZO2P (Mohammadi et al. (2020), [5])

O(log (1/€))

O(log (1/¢))

SVRPG - Algorithm 2 (This paper)

o (log(l/e)sfw)

o (log(l/e)ﬁ)

Lemma 2: Let K* € G be the optimal policy that solves
(2). Thus, it holds that

C(K) - C(K°) < S IV},

for any stabilizing controller K € G.

A detailed proof of the above lemmas, along with the
explicit expressions for ha (K), heost(K), heraa(K), and A,
can be found in [3]. We direct the reader to [25, Appendix
Al] for the definition of i_Lgrad, heost, and h A that are positive
coefficients we use further in our derivations.

B. Zeroth-Order Gradient Estimation

Given a positive scalar smoothing radius, denoted as r, and
randomly sampled matrices Uy, ..., U,, drawn i.i.d. from the
uniform distribution S, of matrices with |[U||r = r, and
considering a given stabilizing policy K € G, we define the
one-point and two-point zeroth-order gradient estimations of
the true gradient VC(K) as follows:

dC(K + U,)U;

2 9

ZO1P:VC(K) =Y

7=

ZO2P: VCO(K) = i d(C(K+U;) - C(K ~U:) Us

2mr?

mr

—

i=1
where d = ngn, and C(-) denotes the true cost value
provided by an oracle.

We emphasize that, in practice, we have a finite number of
samples denoted by m to compute ZO1P and ZO2P. Conse-
quently, both ZO1P and ZO2P gradient estimation schemes
exhibit an inherent bias. In addition, for simplicity we assume
access to the true cost, as provided by an oracle [4]. In reality,
practical limitations prevent us from simulating our system
over an infinite horizon. However, as in [3, Appendix B] the
finite horizon approximation for the cost is upper-bounded
by the true cost, with the approximation error controllable by
the horizon length. Our work can thus be readily extended
to this finite-horizon approximated cost setting.

Moreover, the expressions of ZO1P and ZO2P shed light
on the fact that whilst ZO2P requires more computational
resources due to the need for two cost-query information
for each sampled matrix U i1 S,, it offers a lower-
variance estimation, which results in a more efficient sample
complexity, compared to ZO1P [4]. This makes ZO2P a

more favorable choice over ZO1P gradient estimation. Next,
we present the PG algorithm with ZO2P gradient estimations
for solving the model-free LQR.

Algorithm 1 PG with ZO2P Gradient Estimation.

1: Input: L, n, nq, 7, Ky

2: for/=0,...,L -1 do

3 Compute VCO(K;) with r via ZO2P
4: KlJrl =K — UVC(KI)
5

6

end for
: Output K, = K,

It is well-established [5] that under certain conditions on
the quality of the estimated gradient, i.e., with n; large and r
small, Algorithm 1 converges linearly to the optimal solution
of (2) while ensuring K; € G at each iteration. However,
due to the still high variance of the gradient estimation step,
the required number of two-point queries to achieve an e-
approximate solution may become prohibitively large.

III. SVRPG ALGORITHM FOR MODEL-FREE LQR

With the purpose of reducing the number of two-cost query
information to achieve an e-approximate solution we propose
a SVRPG approach featuring a mixed gradient estimation
scheme. The idea is to use a ZO2P gradient estimate in
the outer-loop and a ZOIP estimate in the inner-loop so
as to lower the computational complexity associated with
two-point cost queries compared to Algorithm 1. The need
for two-point cost query information arises only periodically
instead of at each iteration.

Algorithm 2 LQR via SVRPG

1: Input: N, T, 1, ny, g, Tous Tin» K9 1= KO := K.
2: forn=0,...,N—1 do
3 K§thi=K"i=K}
Compute [i = VC(K' ™) with Ty
fort=0,...,7—1 do
Compute VC(K"), VC(K™) with r, > ZOIP
vt = i+ VO(K]) — VC(K™)
K= Ky — et
end for
0: end for
11: Output Koy := K.

> ZO2P

R P B A U

—
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In contrast to Algorithm 1 our SVRPG algorithm divides
the total number of iterations into N epochs, each of length
T'. For each epoch (outer-loop), we estimate gradients using
n1 samples with smoothing radius 7oy, whereas inside each
epoch (inner-loop) we use no samples with smoothing radius
rin. In line 3, we fix the current policy K" and compute
VC(K™) via ZO2P. Throughout the inner-loop iterations,
we estimate VC(K7+1) and VC(K™) with the same set of
samples via ZO1P. Finally, in line 8 we perform a gradient
descent step, using the stochastic variance-reduced gradient
computed in line 7.

To close this section, we briefly discuss the idea behind
SVRG-based methods. Consider a fixed stabilizing policy
K € G and estimate VC(K) using n; samples. Then
perform K < K — nv, with

v=VC(K)+VC(K)-VC(K),

where VC(K) and VC(K) are estimated by using the
same set of ny samples. Note that EVC/(K) = EVC(K)
(see the extended version of our work [25, Appendix D]).
Therefore, since VC(K ), and VC/(K) are correlated through
their samples, the variance of the stochastic gradient v might
be reduced by controlling the covariance across the gradient
estimations. That is, var(v) = var(X —Y) = var(X) +
var(Y) — 2cov(X,Y), with X = VC(K), Y = VC(K) —
VC(K), and cov(-,-) denotes the covariance operator.

IV. THEORETICAL GUARANTEES

Without loss of generality and for the purpose of the
theoretical analysis only, set roy = 7in = 7 in Algorithm
2. In Proposition 1 we first establish the convergence rate
of Algorithm 1. This allows for a fair comparison on the
sample and oracle complexities of Algorithm 2, detailed in
Corollaries 1 and 2. Moreover, we outline the conditions
under which Algorithm 2 converge to the optimal solution
(Theorem 2), all while staying within the stabilizing sub-level
set (Theorem 1) throughout the algorithm’s iterations.

Proposition 1: (Convergence of Algorithm 1) Suppose
the smoothing radius, number of samples, and number of
iterations are in the order of n; = O(1), r = O(y/e) and
L = O (log(1/¢)), respectively. Then, Algorithm 1 achieves
and e-approximate solution with O (log(1/¢)) samples.

Remark 2: We stress that linear convergence with ZO2P
was first established in [5] for this problem and extended to
continuous-time in [16], [24]. However, in [25, Appendix B]
we present an alternative and straightforward proof, one that
relies simply on the upper bound of the expectation® of the
estimated gradient, i.e., E[|V(K)|/% (Lemma 4) and does not
involve proving that (VC(K),VC(K)) > | VC(K)|F,
and |[VC(K)||% < p2||VCO(K)||% are satisfied with high
probability, for p1, s € Ry [5, Section V].

Assumption 2: Let g(K) = 4C(K + U)U be a single
sample ZO1P gradient estimation with U oy S,. Then, for
any two stabilizing policies K, K’ € G, we assume that

Ellg(K) —g(K')lr < C4E|K — K| p.

L . iid. pid.
2Expectation is taken with respect to U '~ S,. and zq = Xo.

for some positive constant C,.

Remark 3: Note that this assumption on the local smooth-
ness of the estimated gradient is a standard requirement for
variance-reduced algorithms, as established in [26], [27]. In
the context of the LQR problem, this assumption has the
same flavor as the local Lipschitz condition on the empirical
cost function in [4, Section 2].

Next, we present two auxiliary results that are instrumental
in proving our main results. First, we control the bias in the
zeroth-order gradient estimation (Lemma 3) and establish a
uniform bound for ZO2P estimated gragient (Lemma 4).

Lemma 3: (Controlling the bias) Let VC(K) be the ZO1P
or ZO2P gradient estimations evaluated at the stabilizing
policy K € G. Then,

E|VC(K) — EVC(K)||} < B(r) := (hguar)

Proof: See [25, Appendix D]. [ ]
Lemma 4: Let V(K) be the ZO2P gradient estimation.
For any stabilizing policy K € G, it holds that

E|V(K)|I% < 84°B(r) + 2d°E| VC(K)| 3
Proof: See [25, Appendix C]. [ ]

2

A. Stability Analysis

We now introduce the conditions on the number of sam-
ples {n1,n2}, step-size n and smoothing radius r to ensure
that Algorithm 2 produces a stabilizing policy K t’fll at each
epoch n € {0,...,N — 1} and each ¢t € {0,...,T —1}.

Theorem 1: (Per-iteration Stability) Given Ky € G, sup-

pose we set the number of outer and inner-loop samples such
r?Ag
hgrad d2 i

that satisfies {n1,n2} > hs (%, 6), the step-size n <
and the smoothing radius

Y : 1 Y
<h | =|:= hp,=—, =——
T (6 A heost ’ 6hgrad ,

with 6 € (0,1), ¢ := y/222. Then, with probability 1 — 4,
it holds that K{fll € G, for all n and ¢.
Proof: A detailed proof with the explicitly expression

of hy (%,5)

is provided [25, Appendix E].

|
Discussion: We emphasize that, unlike the RL setting in [13],
[19], in the LQR optimal control problem, it is imperative
to ensure the closed-loop stability of (1) under Kt"fll for
alln € {0,...,N—1} and ¢t € {0,...,T — 1}. However,
despite its dual-loop structure, demonstrating that Kf:ll eg
throughout the iterations of Algorithm 2 can be achieved by
following a similar approach as outlined in previous works
without variance reduction [2]-[5].

To this end, we first set the first iteration as the base
case and demonstrate that as long as Ky € G (Assumption
1), then C(K}) — C(K*) < C(Kp) — C(K*) holds true,
indicating that Kl1 € §. To establish this, we use the
Lipschitz property of the cost function (Lemma 1), along
with the gradient domination condition (Lemma 2), and
the matrix Bernstein inequality [28, Section 6]. The latter
provides the necessary conditions on n1,7n9 and r to upper
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bound [|[VC(K) — v}||r < 9. The stability analysis is then
completed by applying an induction step to this base case.

B. Convergence Analysis

We now proceed with our analysis to provide the necessary
conditions on the number of samples {ni,n2}, smoothing
radius 7, step-size 7, and total number of iterations NT' to
ensure the global convergence of Algorithm 2.

Theorem 2: (Convergence Analysis) Suppose we select

3C2+12h} ,d°)T?
ng > maxi%d2 %

,and 7 < 471

grad

the policy K,,; returned by Algorithm 2 after N7 iterations
enjoys the following property:

NT
. nA B(r)¢
E(C(Ko)—C(K*)) <A 1-— .
(o) = O < A x (1-13) 4 B
with ¢ = 120 + 19242.
Proof: Below we provide the proof strategy for this
theorem. A detailed proof is presented in [25, Appendix F].

|
Proof Sketch: Theorem 2 is proved as follows:
1) With the fact that K]} € G for all n € {0,...,N — 1}

and t € {0,...,T7 — 1} (Theorem 1), along with Lemma 1
and Young’s inequality we can write

n n 3 n n
E(C(KPY) = CK) < JEIVOUE ) vl

~Te|voy I - e K - K, @
2) We control E|VC(K™") — v in the above ex-
pression by decomposing it into bias and variance terms.
In particular, we have: biases from the inner and outer-loop
estimations + variance of the ZO2P outer-loop estimation +
ZO1P gradient estimation difference at K" and K™. Both
ZO1P and ZO2P biases are controlled in Lemma 3. For the
variance of the ZO2P gradient estimation we use Lemma 4
and for the ZO1P gradient difference term we assume local
smoothness (Assumption 2). Thus, with ny > 96d2, we have

B(r ~ ~
o3 < B0 e -

E|IVC(RH) - o

2

1 n+1y(12 : 7 4 Cz 2
+ EEHVC’(Kt )”F, with ¢ = % — + Gh’gradd .

3) The proof is completed by using the PL condition (Lemma
2) and telescoping (4) over outer and inner—loop iterations,
with s > (302+12h§mdd2):r2

Corollary 1: (Sample Complexity) Under the conditions
of Theorem 2, and suppose we select the total number of
iterations and smoothing radius according to

;and ) <

rad

161og (2A0/€)
A ’

No A€

20h2

r <

NT >
grad
then Algorithm 2 achieves E (C(Koy) —
(@) (log (1/6)3_25> cost queries.

Proof: The total number of cost queries required in
Algorithm 2 is given by S, := NTns + Nny. Therefore,

C(K*)) < e with

since n; = O(1), the sample complexity of Algorithm 2 is
dominated by the order of NTnsy. As a result, by setting
N = O (log(1/e))” and T = O (log (1/€))' ", with 8 €
(0,1), Algorithm 2 returns an e-approximate solution with
O (log (1/¢)372F 2 total number of cost queries. |

Corollary 2: (Oracle Complexity Reduction) Under the
conditions of Theorem 2 and Corollary 1, it holds that
Algorithm 2 achieves an e-approximate solution with a
reduction of O (log (1/€))'” in the two-point cost queries
when compared to Algorithm 1, where 8 € (0, 1).

Discussion: Similar to Corollary 1, we select N =
O (log(1/e))? and T = O (log(1/€))*?. Then, we ob-
serve that Algorithm 2, with number of outer-loop samples
ny = O(1), demands only O (log (1/ €))” two-point queries
(i.e., the more resource-intensive cost queries to obtain) to
achieve an e-approximate solution. This improves upon the
two-point oracle complexity of Algorithm 1 by a factor of
O (log (1/€))'~ B To verify this we 51mply note that our
algorithm necessitates Nzopp = Nny = O (log(1/ e)) ,
whereas Algorithm 1 requires Nzop = O (log (1/€)) two-
point cost queries to attain E (C(Kow) — C(K*)) <€

V. NUMERICAL EXPERIMENTS

Numerical experiments ® are now conducted to illustrate
and evaluate the effectiveness of Algorithm 2. To ensure a
fair comparison on the performance of the algorithms we
set 7 = [1,1,1] for computing the normalized cost gap
between the current and optimal cost, namely, %
and &) LN (0,1I,,,) for the cost oracle generation.

Consider a unstable system with n,, = 3 states and n,, = 1
input, where the system and cost matrices are detailed in
[25, Appendix G]. We set the initialization parameters of
Algorithms 1 and 2 as follows: 1) r =1 x 10~4, ny = 50,
N=1x10"%2)riy =5x1072, rou = 1 x 1074, n; = 50,
ne =25 N=125T=4,n7=1x10"%

Figure 1 demonstrates the convergence of Algorithms 1
and 2. It also includes the result for the policy gradient
descent under the model-based setting. The latter highlights
the limit of how well the PG algorithms discussing in this
work can do without knowing the system model.

The figure shows that both Algorithms 1 and 2 achieve
an equivalent convergence performance for the specified
parameters. We emphasize that Algorithms 1 and 2 use
S. = 50000 and S, = 37500 cost queries, respectively, to
attain € = 3 x 1072, Moreover, in terms of two-point queries,
Algorithm 2 necessitates only AMzopp = Nn; = 6250,
whereas Algorithm 1 is entirely reliant on two-point queries,
requiring 25000 to achieve the same accuracy as shown in
the figure. The figure also shows that the performance of
Algorithm 1 degrades when the number of two-point queries
decreases to 6500. This demonstrates that with our SVRPG
approach we are able to effectively reduce the two-point
oracle complexity for solving the model-free LQR problem.

3Code for exact reproduction of the proposed experiments can be down-
loaded from https://github.com/jd-anderson/LQR_SVRPG
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Fig. 1: Normalized gap between the current and optimal cost
with respect to the iteration count.

VI. CONCLUSIONS AND FUTURE WORK

We proposed an oracle efficient algorithm to solve
the model-free LQR problem. Our approach combines a
SVRPG-based approach with a mixed zeroth-order gradient
estimation scheme. This mixed gradient estimation yields
a reduction in the number of two-point cost queries re-
quired to achieve an e-approximate solution since the more
resource-expensive queries are now required less frequently.

We proved that our approach improves by a factor of

O (log (1/ e))lfﬁ two-point query information upon the stan-

dard ZO2P gradient estimation method. Future work will in-
volve exploring loop-less variants and recursive momentum-
based approaches to further reduce the two-point oracle
complexity required to solve the model-free LQR problem.
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