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Abstract

Meta-learning methods typically learn tasks under the
assumption that all tasks are equally important. However,
this assumption is often not valid. In real-world applications,
tasks can vary both in their importance during different train-
ing stages and in whether they contain noisy labeled data
or not, making a uniform approach suboptimal. To address
these issues, we propose the Data-Efficient and Robust Task
Selection (DERTS) algorithm, which can be incorporated
into both gradient and metric-based meta-learning algo-
rithms. DERTS selects weighted subsets of tasks from task
pools by minimizing the approximation error of the full gra-
dient of task pools in the meta-training stage. The selected
tasks are efficient for rapid training and robust towards noisy
label scenarios. Unlike existing algorithms, DERTS does
not require any architecture modification for training and
can handle noisy label data in both the support and query
sets. Analysis of DERTS shows that the algorithm follows
similar training dynamics as learning on the full task pools.
Experiments show that DERTS outperforms existing sam-
pling strategies for meta-learning on both gradient-based
and metric-based meta-learning algorithms in limited data
budget and noisy task settings.

1. Introduction

Meta-learning methods have been extensively studied and
applied in computer vision, natural language processing, and
robotics [9]. The key idea of meta-learning is to mimic the
few-shot situations faced at test time by randomly sampling
classes in meta-training data to construct tasks for episodic
training. Most existing meta-learning methods randomly
sample meta-training tasks with a uniform probability of
learning the meta-model during meta-training [6, 33, 36].
The assumption behind such uniform sampling is that all
tasks are equally contributed. In real-world scenarios, things
often differ. Considering that the importance of tasks can
change during the training process, the diversity of tasks, and
the probability of mislabeled data within tasks, some tasks
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might be more informative for the meta-training process than
others. In this paper, we specifically focus on two scenarios:
a limited data budget and a noisy task setting.

First, making the meta-training process more efficient is
an essential issue, particularly in scenarios with a limited
budget of data (e.g., the number of tasks and data learned
in the meta-training process). Current meta-learning algo-
rithms require many tasks for meta-training episodes, which
may contain redundant information. In this work, we raise
the natural concern that not all the tasks are created equal. A
coarse-grained task that contains the classification of “Dog"
and “Laptop" is much easier to learn for the meta-model than
the fine-grained task that includes a more difficult classifica-
tion (e.g., “Dog" or “Cat") [19]. In meta-training episodes,
selecting the most benignly informative subset of tasks could
benefit this process by decreasing the computational load.

Second, most meta-learning methods presuppose that the
few support set training samples were chosen correctly to
represent their class [6, 33, 36]. Unfortunately, such assur-
ances are not usually provided in real-world scenarios. In
reality, mislabeled samples are frequently present in even
highly annotated and maintained datasets [8, 17, 27, 37] as
a result of automated weakly supervised annotation, ambi-
guity, or even human error. Suppose some tasks with noisy
labels are fed to the meta-training process. In that case, the
noisy-labeled data in the support set will hinder the adapta-
tion step of the meta-training process, which can result in
invalid adaptation and further make the base model incorrect
on query evaluation. Furthermore, if noisy data is also in the
query set, the misleading gradient would be updated for the
meta-model, which hinders the generalization capacity of
the meta-model during the meta-testing stage. Therefore, de-
veloping methods to avoid training meta-models on heavily
label-corrupted tasks is essential for the setting with noisy
data as well.

The two aspects mentioned above still need to be thor-
oughly studied. (i) For limited computational and data bud-
gets, existing approaches construct information-theoretic cri-
teria for evaluating and selecting task [10, 16, 22] or building
extra module for learning the sampling probability [46] with
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high computation cost. (ii) Previous work that considers
meta-learning with noisy data [18, 23, 46] make the assump-
tion that noisy data only exist in the support set of tasks.
This assumption may be unrealistic for applications under
the uncertainly noisy setting (e.g., tasks with different noise
ratios, noisy data could be in both support sets and query
sets, and identities are not exposed to models).

We propose the Data-Efficient and Robust Task Selection
(DERTS) algorithm for meta-learning that can select appro-
priate tasks in the meta-training stage with efficiency for
rapid training and robustness towards noisy data scenarios
inspired by [3, 26]. Unlike existing works for task sampling,
DERTS does not require any architecture modification; it
only requires an iterative task pool to store tasks for the
model to select. DERTS selects weighted subsets of tasks
from task pools by minimizing the approximation error of
the full gradient of task pools in the meta-training stage.
Furthermore, by dropping tasks in the subset with poten-
tially high estimated gradient norms, we find the proposed
algorithm is robust toward the noisy task scenario.

Contributions: We propose a data-efficient and robust
task selection algorithm for meta-learning in limited data
budget and noisy label settings.

* We formulate a weighted subset selection objective that
minimizes the approximation error of the full gradient
on episodic task pools. Due to the submodularity of the
approximation error, we apply a stochastic greedy approx-
imation to the solution of the derived optimization objec-
tive. This method can be easily incorporated into both
gradient-based and metric-based meta-learning schemes.

* We extend the selection algorithm to a challenging noisy
task setting with mislabeled data in both the support and
query sets by dropping tasks with a large estimated gradi-
ent norm.

* We provide a theoretical analysis that proves that learning
on a subset of tasks produces similar training dynamics
than if trained on the full task pool. We provide an upper-
bound the difference between the model trained with our
task selection algorithm and the model trained with all the
meta-training tasks. Our result highlights a fundamental
bias when applying any selection method.

» Extensive experiments show that DERTS outperforms the
state-of-the-art sampling strategies for meta-learning with
both gradient-based and metric-based meta-learning algo-
rithms on a limited budget and noisy task settings. The
performance improvement averages between 3% and 5%,
while also achieving a speedup of more than three times.

2. Related Work

Meta-Learning focuses on rapidly adapting to new unseen
tasks by learning prior knowledge through training on many
similar tasks. Metric-based methods classify query examples
based on their similarity to each class’s support data, learning

a transferable embedding space for evaluation and prediction
[7, 18, 30, 36, 39, 47]. Other than metric-based approaches,
optimization-based methods fine-tune model parameters on a
few support examples [1, 6, 29, 33, 38, 42, 43, 48]. However,
most previous work assumes tasks contribute equally to the
meta-training stage. Recently, some work has focused on op-
timizing the sampling distribution strategy for meta-learning
[10, 19, 22]. Arnold et al. [2] apply a uniform episodic
sampler (US) to reweight tasks based on the observation that
the task learning difficulty follows a normal distribution for
arbitrary meta-datasets and model architectures. Although
promising, the empirical assertion that US is based on may
face challenges when encountering tasks with disturbances
and uncertainties. Yao et al. [46] propose an adaptive task
scheduler (ATS) to jointly learn the sampling probability for
tasks in the candidate pool to address the noisy label issue.
Specifically, ATS takes the loss value and inner product of
the gradient on the support set and query set and outputs the
corresponding sampling probability. The robustness of ATS
is based on the assumption that the noise only exists in the
support set. When breaking this condition, ATS is likely to
be less robust in the noisy task setting. Unlike US and ATS,
our algorithm, DERTS, focuses on both data-efficiency and
robustness. For the data-efficient perspective, DERTS aims
to approximate the performance of full training episodes via
only training on a subset of tasks. As for the robustness issue,
we allow for the fact that the noisy data can be present in the
support set and query set without any side information; this
poses significant challenges in the evaluation of robustness.

With respect to data selection and sampling aspects of the
problem, there have been efforts to take advantage of the dif-
ference in importance among various samples to reduce the
variance and improve the convergence rate of stochastic op-
timization methods. Those that apply to overparameterized
models employ either the gradient norm [12] or the loss func-
tion [21, 35] to compute each sample’s importance. Recently,
a series of data selection strategies have discussed selecting
subsets of the data for efficient training. CRAIG [25] finds
the subsets by greedily maximizing a submodular function
and provides convergence guarantees to a neighborhood of
the optimal solution for both convex and non-convex mod-
els. GRADMATCH [14] proposes a variation to address the
same objective using orthogonal matching pursuit. CREST
[45] models the non-convex loss as a series of quadratic func-
tions for extracting subset. However, the work mentioned
above focuses on the standard supervised learning setting
and it is not clear how such approaches can be ported over
to task selection for episodic training in meta-learning due
to their formulation as a bilevel-optimization problem.

3. Background

We consider the standard meta-learning setting, where given
a set of training tasks 71,...,7, sampled from task dis-
tribution p(7), we would like to learn a good parameter
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Figure 1. DERTS requires task pools to store episodic tasks sampled from task distributions. With the efficient gradient estimation in sec.4.2,
the gradients of all the tasks stored in the task pool are computed. According to the approximation formulated in sec. 4.1 and optimization
objective in sec. 4.2, a subset of tasks with corresponding weights is constructed to approximate the task pool gradient. The meta-model

then conducts a training process on the subsets instead of task pools.

initialization 6* for a predictive model fy such that it can be
quickly adapted to new tasks given only a limited amount
of data (i.e., few-shot regime). Each task 7; has a support
set of labeled data D = {X3$,Y:} = {(xfyj,yij)};vzl
Nq
and a query set, Df = {X{, Y]} = {(x},,y},) }j:1 of
labeled data, where N, and N, refer to the size of support
and query sets respectively. Given the predictive model
fo, meta-learning algorithms first train the base model on
meta-training tasks. Then, during the meta-testing stage,
the well-trained base model is applied to the new task 7; by
taking a few adaptation steps on its support set D;. Finally,
the performance is evaluated on the query set Df. We pro-
vide a brief introduction to gradient-based and metric-based
algorithms in Appendix A.

4. Efficient and Robust Task Selection

The conceptual idea behind DERTS is to (i) select subsets
of tasks from the overall task pools, (ii) assign a weight to
each task in the subset that captures their relative impor-
tance, and (iii) use the tasks in the subset for meta-training
with corresponding weights. We first formulate a full gradi-
ent approximation for the task pools in sec. 4.1. Secondly,
in sec. 4.2, we establish an optimization objective for task
selection and provide the solution based on submodular max-
imization. In addition, we provide a modified DERTS to
address the scenario with noisy label tasks in sec. 4.3. We
also provide a theoretical analysis of DERTS in sec. 4.4.

Figure 1 demonstrates the workflow of DERTS. We also
note that DERTS can be easily incorporated into widely-used
gradient-based and metric-based meta-learning schemes.

4.1. Full Gradient Approximation for Episodic Task
Pools

We start by selecting a sample of candidate tasks drawn
from the task distribution p(7") in advance and store them
in a task pool M. Suppose for a task pool M :=
{T;l7 =1,2,..., N}, we want to select a subset of tasks
S = {T;|i=a1,as,...,ar}, where a; € [N] and
k < N, with corresponding weights {~; | i =1,2,...,k}
such that the gradient for training on S approximates the gra-
dient on M. We now describe our approach for determining
the weights: Let I' : M — S be a mapping from the task
pool M to the subset S that maps a task 7; from M to a task
7; in S. For simplicity, we denote I'(7;) = T; as I'(j) = ¢
and T; € M as j € M. Let S§; denote the complement
of § in M. Similar to [3], we define the weight ; of the
selected task 7; € S as

Vi = Z Lirgy=iy = Z Lirgy=iy + Z L=y

JEM jES jes$,
(1

where 1¢ is the indicator function for the set C. The first
term on the RHS of eq. (1) is equal to 1 since I' is identity
in S. For the second term, by taking the summation over
e € 8§}, we are calculating how many elements in S§; are
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mapped into task 7; in S.

As we don’t know S we cannot compute -y; directly from
eq. (1). Instead we formulate an optimization problem for
establishing how to select the set S from M in such a manner
that when training is performed on the tasks in S the training
dynamics (i.e., the gradients at each iteration) approximate
the gradients that would arise had we trained on the full task
pool M. As in the standard meta-training paradigm, we
explore making the approximation of each task’s gradient
on the loss function of the task-adapted model ¢; (i.e., ¢; =
9 — VoL (fo; D)) on the query set D that is updated by
the meta-model 6. The gradient on task 7;’s query is defined
as VQLZ (f¢1 ) Df) = Z;‘V:ql VQE <f¢777 (X;‘IJW .YZ])) . USing
the definition of the mapping function I as defined above,
DERTS uses the approximate gradient

Z VoL (f¢r<j>;D1q*(j)) = Z’Yjv9£ (f¢.7 ; D?) )

JEM JES

which is taken over the set S. In contrast, standard meta-
learning algorithms use the full gradient on M.

The gradient error incurred by training on S instead of
M is given by

Y VoL (fo;:Df) = Y VoL (f¢r(j);pl‘£(j))
JEM JEM

2
= 1D VoL (f6,5DF) =D 7iVeL (fo:: DY)

JEM =

Ideally, we would like to make this error as small as possible.
Unfortunately, we do not yet know I' and hence .S, and so
we cannot evaluate the error, and directly optimizing over
S is NP-hard. However, we can upper bound the RHS of
(2) by a function that can be optimized over, specifically we
have that

> VoL (fo,;:DI) = VoL (f5,5Df)

JEM i€s 3)
< %géigﬂVM (f6,;:D]) = VoL (f4.; D]
J€

which naturally leads to defining the approximation cri-
teria as minimizing the RHS of (3). According to inequal-
ity (3), by assuming S is fixed, assigning the mapping I to
map the task in M to the closest element in S in the gra-
dient space will minimize and upper bound on the gradient
approximation error. Thus, ~y; associated with mapping I" is
computed as

%= D Ujangming, o[ Vo £(10D8) Vo (100) |}
JEM

4.2. Extracting Subsets Efficiently
Computing the explicit task gradient VoL (fy,;; Dj) that up-
dates the meta-model is time-consuming and incurs a large
computational cost. As shown in [12], the variation of the
gradient norm is mainly captured by the gradient of the loss
function with respect to the pre-activation outputs of the
last layer. Suppose for a few-shot classification task, the
above estimation only requires a forward computation on
the last layer. E.g., for a softmax layer as the last, the gra-
dients of the loss with respect to the input of the softmax
layer for (x;{j, vy j) is 1;-y;, where [; is the logits and y; is
the encoded label. We extend the result of [45] to estimate
the task-gradient VoL (fy,; D) and denote it as g;. This
approximation indicates the computation of gradient esti-
mation g; on task 7; is marginally more costly to compute
than the value of the loss. We show the extended results and
analysis in Appendix B.

Minimizing the RHS of (3) is mathematically equivalent
to maximizing a well-known submodular function, i.e., the
facility location function [4].

Definition 1 (Submodularity). A set function I : 2V 5 R
is submodular if F(e | S) := F(SU{e})—F(S) > F(T U
{e}) = F(T), forany S CT C Vande € V\T. F is
monotone if F(e | S) > 0 foranye € V\Sand S C V.

According to Definition 1 and eq. (3), we define a mono-
tone submodular function F over S with estimated gradient
gi:

F(8):=C j;; min ||g; — gi
where C'is a constant to upper bound F(S). To formulate
our task selection objective, we follow the logic of [32]. To
restrict the size of S, we limit the number of selected tasks
in S to be no greater than K, i.e., |S| < K. Thus, the
submodular maximization form of selection objective is:

§* = argmaxF(S), s.t. [S| < K. 4)
SCM

The maximization problem of F(S) under cardinality
constraint |S| < K has an approximation solution with
1 — e~! bound can be achieved via the greedy algorithm
[28, 44]. To start with, initialize S as an empty set () and
for each greedy iteration, merge an element 7 € Sf\j/t that
maximizes the marginal utility F(7|S) = F(SUT) —
F(S). The update step for S can be described as S = S U
arg maxr. ¢ s¢ JF (7; | S). The computational complexity
of the entire greedy algorithm can be reduced to O(|M]|)
using stochastic methods to choose random subset [24]. This
step is correspinds to line 6 in Algorithm 1.

4.3. DERTS with Noisy Tasks

Making the meta-learning model robust to label noise is an
essential issue, as discussed in previous work [18, 23, 46].
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Previous work [13, 26] claims that subset selection based
on the gradient is robust to label noise in the standard noisy
label setting. Specifically, the Jacobian matrix of a neural
network can be well approximated by a low-rank matrix,
suggesting a further claim that error for clean labels mainly
lies in the subspace corresponding to the dominant singular
values while the error (corresponding to noisy labels) lies in
the complementary subspace [26]. Thus, the clean data po-
tentially form clusters and aggregate with each other, while
noisy labeled data spread out in the gradient space.

We propose a heuristic based on intuition: If a task has
noisy label data, some of the labels are incorrect, making the
task more difficult to learn. As a result, the model may find
it more difficult to find the correct parameters to minimize
the loss, resulting in a larger gradient norm. On the other
hand, if a task contains clean data, the labels are correct, and
the model should be able to learn the task more efficiently,
resulting in a smaller gradient norm. Based on the above
motivation and the principle of not affecting the computation
cost significantly, we dynamically set a threshold & on the
gradient norm to implicitly infer the task noise ratio by trun-
cating tasks with a gradient norm higher than the set thresh-
old. Suppose the truncated tasks set is Z := {7;|g; > h},
we take the complement of Z on S as the finalized subset
for noisy task scenario. The algorithmic details can be found
in Algorithm 1.

4.4. Analysis for DERTS

We make three standard assumptions regarding the loss func-
tion L:

Assumption 1. Every loss function L(f; D) is twice contin-
uously differentiable with respect to f, and 5-smooth, i.e.,

IVL(f; D) = VL(g; D) < BIf - gll.
Assumption 2 ([11]). The loss function L(f; D) is u— PL*

(local PL condition), i.e.

2
>y L(fiDy), VTieM.
ieM

> VL(fDy)

ieM

1
2

Assumption 3. The Hessian matrix of the loss function
L(f; D) is bounded, i.e.

m < |V2L(f;D)|| < M.

Assumption 1 and 2 are common in the analysis of con-
vergence of training dynamics [20, 31]. Due to the bilevel-
optimization inherent to meta-learning, Assumption 3 is
required — a similar assumption is used in [5]. Our main
analysis result concerning the error between loss function
trained on the full task pools and the subsets is given below.

Algorithm 1 Efficient and Robust Task Selection (DERTS)

Require: Initialized meta-model fo,,; task distribution p(7"); outer
loop and inner loop learning rate 7:, 72; number of selected
tasks K; task pool M; noisy setting flag F'; noisy setting
threshold h;

1: Initialize the meta-model fs,, task pool M <« @, and task
subset S + 0
2: for Initialized Task Pool M : do
3:  Randomly draw tasks 7; ~ p(7) into task pool M
: Estimate outer loop query gradient g; for every task 7; in
the task pool M

5:  while |S| < K do

6: 'ﬁeargmaXTiesz F(T:i|S)

7: S=SU{T}

8:  end while

9 Vi = ZjE/\/l 1{j:argmin7—i€5ngfgi”}

10:  if noisy setting flag F' then

11: Initialize drop task set Z < ()

12: for 7; € S do

13: if g; > h then

14: Z=ZU{T;}

15: end if

16: end for

17: S =2z§

18:  endif

19: meta-learn(S,71,...,7Vk|) Run standard meta-
learning algorithm on S with weights {v1, -, vk}
multiply the corresponding computed outer loop gradient of
each task.

20: end for

Theorem 1 (Training Dynamics). Assume that the loss func-
tion L(f, D) satisfies assumptions 1 -3 and € is an upper
bound for the RHS of Eq.(2). Then, with the proper con-
stant learning rate 1 and 1/ for outer and inner loop updates
and a initialization point 0°, applying DERTS has similar
training dynamics to that of training on the full task pool M.
Specifically,

E[(L(for; D))] < (1 —nn'mp) EB[(L(fgo; D))]

(nellEIVoL(foi D)l — 3¢2) +7

(&)

nn'mu
where

IE[VoL(fs:D)]llL, =

sup [|E [ > (Vaﬁ (fo,3D]) — VoL (f¢r<j>5plz(j))) ’
r jemM
and

r = |£(fp0 D) — £(fp0, D).

This result implies training dynamics between subset
learning and task pool learning is bounded. The first term on
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the RHS of (5) is a contraction that decreases with each itera-
tion. The second term shows the difference between training
on subsets S and all the tasks. The last term r is a bias re-
sulting from the bilevel optimization for meta-learning. We
note that the bias is not an artefact of the DERTS algorithm
but is inherent in the meta-learning formulation. We show
the proof in Appendix C.

5. Experiment Results

Here we demonstrate the effectiveness of DERTS by per-
forming extensive experiments on widely used image classi-
fication benchmarks in two settings: (i) limited data budget
and (ii) noisy label tasks.

Dataset and Baseline: We conduct experiments on
the standard image classification benchmarks: Mini-
ImageNet[41] and Tiered-ImageNet[34]. The tasks are
constructed as 5-way 1-shot and 5-way 5-shot for limited
data budget setting and 5-way 5-shot for noisy task setting.
To show the generality of DERTS, we implemented the
proposed algorithm on both gradient-based meta-learning
method ANIL [33] and metric-based meta-learning method
ProtoNet (PN) [36]. For sampling strategies, we compare
DERTS with the state-of-the-art sampling paradigm for meta-
learning Uniform Episodic Sampling (US) [2] and Adaptive
Task Scheduler (ATS) [46]. According to the sampling mech-
anism, we combine US with both ANIL and PN and ATS
for ANIL (ATS is designed only for gradient-based meta-
learning algorithms).

Implementation Details: For both ANIL and PN, We
use a 4-layer Convolutional Neural Network (CNN4) as the
model backbone. Additional experiments with ResNet-12
[30] could be found in Appendix E. We set the meta-batch
size to 32. Adam [15] is selected as the optimizer. We set
the learning rates for ANIL as 0.005 — 0.01 for outer loops
and 0.5 for inner loops with 3 adaptation steps. For PN,
we set the learning rate as 0.005. We fix the episodic task
pools with the size of 3200, and the number of selected tasks
for each pool is 960 (meta-training on each selected subset
would take 30 iterations based on a batch size of 32). All
experiments are conducted on NVIDIA A6000 GPU.

5.1. Meta-Learning with Limited Budget

Experiment Setup: In this setting, we consider the fol-
lowing questions: (i) Assuming no modification on task
generation, can DERTS achieve comparable performance
with fewer tasks? (ii) Under the scenario where we dramat-
ically reduce the number of meta-training classes (i.e., 64
classes reduced to 16 classes for the training set of Mini-
ImageNet), we then ask how DERTS performs. We train
the meta-model for 10000 iterations for 5-way 5-shot set-
ting and 5000 iterations for 5-way 1-shot setting. We set a

500 iteration warm-up process for ANIL and a 100 iteration
warm-up process for PN.

Experiment Results with Fewer Tasks: In Table 1 we
show the average accuracy with 95% confidence interval of
training a CNN4 base-model on Mini-ImageNet and Tiered-
ImageNet for ANIL and PN after varying number of iter-
ations. We evaluate checkpoints after training 10% of all
iterations (1000 for 5-way 5-shot and 500 for 5-way 1-shot)
and 30% of all iterations (3000 for 5-way 5-shot and 1500
for 5-way 1-shot). Our key observations are as follows. (i)
DERTS is data-efficient for episodic training. For all the
evaluation after 10% and 30% of all iterations for both 5-
way 5-shot and 5-way 1-shot scenarios, DERTS achieves
higher performance than US, ATS, and vanilla ANIL and
PN with random sampling by average gain 4.52% against
US, 2.23% against ATS, and 1.92% against vanilla ANIL
and PN on accuracy. 6 out of 8 of the evaluation after all
iterations, DERTS outperforms all the baselines, and the rest
2 evaluation is averagely 0.46% behind the best performer.
The fact that DERTS’s full iteration performance indicates
the diversity of selected tasks, preserves the generalization
capacity for the meta-model. (i))DERTS gains significant
speedup against other sampling strategies. Table 2 shows
the average per iteration running time for ANIL-based al-
gorithm on Mini-ImageNet. ANIL has the fastest running
time because no extra module is added to the vanilla algo-
rithm. Although US is the fastest sampling strategy among
the three modified methods, from Table 1 we can tell that
US has the lowest convergence and performance on accu-
racy. As ATS has a significantly heavy computation load,
the running time of ATS is above 4 times of DERTS’s. The
execution time of DERTS is slightly higher than vanilla
ANIL and US, suggesting that DERTS’s estimation of task
gradient and submodular maximization with the stochastic
greedy algorithm are efficient. Combining the results from
Table 1 and Table 2, we claim that DERTS gains general
speedup on computation time against baselines for reaching
a comparable performance.

Experiment Results with Fewer Class for Generating
Tasks: We conduct experiments on the setting of a limited
budget of training classes proposed by ATS [46]. In the few-
shot classification problem, each training episode is a few-
shot task that subsamples classes as well as data points. In
mini-Imagenet, the original number of meta-training classes
is 64, corresponding to more than 7 million 5-way combina-
tions. Thus, we control the budgets by reducing the number
of meta-training classes to 16, resulting in 4,368 combina-
tions. Thus, in this new setting, not only did the data for
constructing tasks decrease to 25% in the original setting, but
also the number of classes decreased to 25% of the original
setting, imposing a significant decrease in task diversity.
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Dataset Mini-ImageNet (5-way 5-shot) Mini-ImageNet (5-way 1-shot)

Iterations 1000 3000 10000 (All) | 500 1500 5000 (All)
ANIL 56.50 £0.8 61.39+0.6 6283+0.6 |41.04+0.8 46.06+0.7 47.22£0.7
ANIL-US 54.32£0.8 58.92+0.7 62.04+06 |37.01+08 43.58+0.8 4594408
ANIL-ATS 52.97+0.9 60.74+0.7 61.82+0.8 |42384+0.7 46.62+0.6 46.74+£0.7
ANIL-DERTS |57.67+0.6 61.78£0.8 63.07+0.7|44.06 £0.8 47.07+0.6 47.67=+0.7
ProtoNet(PN) |60.19£0.8 62.41+£0.7 66.29+0.8(41.97+0.8 43.97+06 48.32+0.7
PN-US 57.21£1.0 61.79+0.9 64.50+09 |40.90+0.6 44.00+0.8 46.50=+0.8
PN-DERTS 62.16 £ 0.6 65.09+0.7 65.51+0.7 |46.18+0.6 47.08 +0.8 48.52+ 0.6
Dataset Tiered-ImageNet (5-way 5-shot) Tiered-ImageNet (5-way 1-shot)

Iterations 1000 3000 10000 (All) | 500 1500 5000 (All)
ANIL 56.92+£0.8 62.48+06 63.70+0.7 |40.59+0.6 46.03£0.7 4828=£0.7
ANIL-US 56.06 £1.0 58.43+0.8 62.20+08 |36.87+08 43.08+£0.9 46.15+0.8
ANIL-ATS 53.66£0.9 62.92+0.8 62.34+0.7 |42.744+0.7 46.55+0.7 47.81+0.8
ANIL-DERTS | 60.49 + 0.7 63.07 0.8 64.01 0.8 |44.47+0.8 47.78 £ 0.8 48.40+0.8
ProtoNet(PN) |64.28£0.7 65.22+£0.8 69.26£0.8|43.52+0.7 47.07+0.7 49.56+0.7
PN-US 60.67 £0.8 64.056+0.8 67.89+08 |40.43+0.7 42.73+£08 49.02+0.8
PN-DERTS 65.02£0.7 66.03+0.8 69.11+0.7 |44.19+0.7 47.96 0.7 49.48 £0.7

Table 1. Average accuracy (%) of 5-way 5-shot and 5-way 1-shot Mini-ImageNet and Tiered-ImageNet Classification with Limited Budget
Setting. In the 5-way 5-shot setting, iterations of 1000 (3000) in the table denote the performance after learning on 10% (30%) tasks during
the episodic training. In the 5-way 1-shot setting, iterations of 500 (1500) in the table denote the performance after learning on 10% (30%)

tasks during the episodic training.

Time | ANIL [ ANIL-US [ ANIL-ATS | ANIL-DERTS
[s] 0.60 [0.69 3.11 0.95

Table 2. Average single iteration run time for limited budget setting.

Dataset Mini-ImageNet (16-Class)
Method 5-way 5-shot  5-way 1-shot
ANIL 45.97+0.65 33.61 £0.66
ANIL-US 46.70 = 0.70  34.70 £ 0.50
ANIL-ATS 47.76 £0.68  35.15 4+ 0.67
ANIL-DERTS 48.92 1+ 0.54 36.85+0.75
ProtoNet 50.27 £0.67 36.46 4+ 0.67
ProtoNet-US 49.21 £0.77  35.48 £0.70
ProtoNet-DERTS | 52.08 + 0.71 37.59 + 0.62

Table 3. 5-way 5-shot / 1-shot Mini-ImageNet Classification with
25% Class Training Set.

Table 3 shows the result of the aforementioned setting
with fewer classes. By only training on 25% of the classes,
we observe that DERTS outperforms all the baselines with
an average of 2% on accuracy. Due to the significant de-
crease in task diversity, we claim our task selection method
still correctly captures the decreased diversity and focuses
on the more informative tasks for learning representation.
Additional experiments with other ratios of decreased meta-
training class can be found in Appendix E.

5.2. Meta-Learning with Noisy Tasks

Experiment Setup: Unlike previous work [18, 46] which
only constructs noisy data within the support set, we extend
the noisy data to both the support set and query set, without
providing the noisy data’s specific identity. The details of
generating noisy tasks can be found in Appendix D. We
consider two specific setups: the first where 25% of data
points are incorrectly labeled, the second where 40% are
mislabelled (25% setting means the average noise ratio for
all the tasks is 25%, but there could be extremely high noise
ratio tasks and roughly clean-label tasks). We test 5-way 5-
shot setting with symmetric label flipping [40]. For the 25%
case, we use the same warm-up model as with the limited
budget setting. For the 40% case, we double the number of
warm-up iterations for ANIL and PN. We set the estimated
gradient norm threshold % as 1.25 times the average of the
task estimated gradient norm in the task pools.

Experiment Result: Table 4 shows the average accuracy
with a 95% confidence interval of training a CNN4 base-
model on Mini-ImageNet and Tiered-ImageNet for ANIL
and ProtoNet with 12000 iterations. DERTS outperforms all
baselines in the noisy task settings, by achieving on average
3% improvement in testing accuracy. It is worth noting that
in the 40% settings, DERTS acquires a larger gain on perfor-
mance than in 25% noisy setting, which empirically demon-
strates the robustness of our algorithm. Another important
observation is that ATS and US are empirically sensitive to
the noisy task setting. The reason ATS is less robust than
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Dataset Mini-ImageNet (5-way 5-shot) | Tiered-ImageNet (5-way 5-shot)
Noise Ratio 25% 40% 25% 40%

ANIL 61.12+0.85 57.32+0.79 |60.84+0.65 57.31+£0.78
ANIL-US 5848 £0.69 52.39+£0.90 [57.13+£0.75 51.11+£1.21
ANIL-ATS 59.46 £0.72 54.42+0.73 |58.35+0.79 54.73+£0.72
ANIL-DERTS 62.38 £0.66 59.14+0.72|62.40£0.70 58.23 £0.81
ProtoNet 58.68 £0.85 49.85+0.85 |59.34£0.79 50.02+0.91
ProtoNet-US 56.09 £0.82 46.96+0.80 |55.16+0.76 45.99 £ 0.98
ProtoNet-DERTS | 60.98 +-0.84 51.40£0.78 | 60.77 +=0.81 52.58 £0.79

Table 4. 5-way 5-shot Mini-ImageNet and Tiered-ImageNet Classification with Noisy Tasks. 25% and 40% denote the noise ratio (percentage

of mislabeled data).
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(a) (®)

wwwwwwwww

(c) (V)

Figure 2. Loss Residual and Accuracy for Noisy Task Settings
(Early Stage). (a) Test Accuracy of 25% Noise Setting on Mini-
ImageNet of ANIL. (b) Training Loss of 25% Noise Setting on
Mini-ImageNet of ANIL. (¢) Test Accuracy of 40% Noise Setting
on Mini-ImageNet of PN. (d) Training Loss of 40% Noise Setting
on Mini-ImageNet of PN.

Selecting Ratio k/N [ Accuracy

10% 61.70£0.72
20% 62.07 £ 0.77
30% (Default) 63.07 £0.71
30% (No Weights) | 59.55 £ 0.72
50% 62.98 £ 0.70

Table 5. Ablation Study on Selection Ratio and Weights with Mini-
ImageNet 5-way 5-shot Classification

vanilla ANIL and ANIL-DERTS may be caused by the inner
product computation for gradient on support set and query
set is ineffective because both support sets and query sets
contain the noisy labeled data. Figure 2 shows the training
dynamics of DERTS and baselines. We observe that aside
from the final gain in performance, DERTS converges faster
than all baselines as well.

5.3. Ablation Study on DERTS

We investigate the effectiveness of selecting ratio k/N (k
is the size of subsets and [V is the size of task pools) and

weights {v; | = 1,2, ..., k} in the ablation study.

Table 5 shows the results of different selecting ratio k/N
and the default ratio without adding weights. We observe
that with a low selecting ratio, DERTS’s performance drops
1%-2%. This phenomenon may caused by the decrease of
selected tasks’ diversity since the selected ratio k/N is low
and the subset can not include all the informative tasks from
the task pool. The performance of setting without adding
weights is significantly lower than the setting with corre-
sponding weights, showing the selected tasks are not equally
important as well. This phenomenon suggests DERTS’s
weight selection is an essential element for capturing the full
training dynamics. Additional ablation study can be found
in Appendix E.

6. Conclusion & Discussion

We propose Data-Efficient and Robust Task Selection
(DERTY), a task selection algorithm for meta-learning from
the view of optimization to address the issue of data effi-
ciency, and robustness against noisy labels. By selecting
subsets with weights to approximate the gradient of the tasks
from the task pools, DERTS is data-efficient for episodic
training under the limited budget scenario. We then modify
DERTS to address the robustness of noisy data scenarios.
Our extensive experiments demonstrate that DERTS outper-
forms the state-of-the-art sampling and selection strategies
in terms of both data efficiency and robustness.
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