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I. Introduction

I CE formations on aircraft surface might lead to performance

degradation because they modify the wing profile, which results

in reduced lift and stall characteristics, and increased drag [1]. The

main aerodynamic and environmental factors that affect the physical

formation process of ice are flight speed, angle of attack (AOA),

exposure time, liquid water content (LWC), droplet median volumet-

ric diameter (MVD), and freestream temperature [2]. Numerical

simulation approach has been widely applied to investigate the ice

accretion process [3–6], and it generally involves the following

procedures: solving the airflow field, tracking the water droplet

trajectories, solving the icing thermodynamic model, and modifying

the mesh. This process often requires significant computing resour-

ces, which limits the application of the numerical icing models in

real-time ice accretion prediction [7–9]. To address this challenge, the

authors previously studied adapting the machine learning model

extreme gradient boosting model (XGBoost) [10] for aircraft icing

severity evaluation based on six flight conditions (flight speed, angle

of attack, exposure time, LWC,MVD, and freestream temperature) to

represent a real flight situation [11]. The three icing features maxi-

mum ice thickness, icing area, and icing severity level [2] are pre-

dicted with reasonable accuracy. However, in the previous study, the

XGBoost model was only compared to the classical methods multi-

ple linear regression (MLR) [12] and ordinal logistic regression

(OLR) [13]. Due to the interactions of multiple aerodynamic and

environmental factors, aircraft icing is considered as a complex

phenomenon, and the mapping relationship between the input flight

conditions and the output aircraft icing severity features is strongly

nonlinear [11]. Therefore, the effectiveness of different machine

learning models on the icing application is worth investigating. In

this study, the conventional machine learning models, including

MLR, OLR, decision tree [14], naive Bayes [15], K-nearest neigh-

bors (KNN) [16], and support vector machine (SVM) [17], and

ensemblemodels, including random forest (RF) [18], adaptive boost-

ing (AdaBoost) [19], and XGBoost, are tested and compared in

predicting the maximum ice thickness, icing area, and icing severity

level. A performance error analysis method containing various com-

ponents is established to determine the accuracy of the studied

methods. The workflow of this paper is illustrated in Fig. 1.

The rest of this paper is organized as follows: Section II introduces
the data collection that was obtained in a previous paper [11] and the
machine learning models tested in this study. Section III elaborates
the performance comparison of the tested machine learning models
and discusses the corresponding modeling results. Finally, conclu-
sions are presented in Sec. IV.

II. Data-Driven Methods

A. Data Collection

The dataset collected in the authors’ previous paper [11] is adopted
in the current study as well, which contains 1890 samples. For the
sake of brevity, the reader is referred to [11] for a detailed description.
The statistical parameters of the six flight conditions (flight speed,
angle of attack, exposure time, LWC, MVD, and freestream temper-
ature) are given in Table 1. The models are trained to predict three
icing severity features based on the NACA0012 airfoil, including the
size of the area covered by ice, the maximum ice thickness, and the
icing severity level (Table 2). The statistical parameters of the icing
area and maximum ice thickness in the prepared dataset are summa-
rized in Table 3. The number of samples corresponding to light,
moderate, heavy, and severe icing severity levels are 822, 497, 403,
and 168, respectively.

B. Machine Learning Models

1. Conventional Techniques

The conventional techniques, including MLR, OLR, KNN,
SVM, decision tree, and naive Bayes, are implemented using
scikit-learn [20]. The OLR model is an extension of a logistic
regression, which is used when the dependent variable has three or
more levels with a natural ordering to the levels [13]. KNN is
implemented through the instance-bases learning with parameter
k; it uses a majority voting mechanism [16]. For regression prob-
lems, the prediction is given based on themean or themedian of the
k-most similar instances. For classification problems, the output is
the class with the highest frequency from the k-most similar
instances. The models of SVM consist of two main groups:
a) the SVM classifier models [17] and b) a support vector regres-
sion (SVR) model [21]. SVM seeks a line that best separates two
classes. Its implementation is based on libsvm, and the default
radial basis function (RBF) is selected as the kernel function. For
SVR, the linear, polynomial, and RBF kernels can be applied. In
this study, the nonlinear SVRwith an RBF kernel is used. Decision
tree constructs a binary tree from the training data [14]; a tree can
be seen as a piecewise constant approximation. Split points are
chosen greedily to minimize a cost function. Gini index is chosen
as the cost function. For each given input value, Naive Bayes
calculates the probability of each attribute, conditional on the class
value [22]. It is implemented using the Gaussian naive Bayes
algorithm, and a Gaussian distribution is assumed to estimate
the probabilities for input variables using the Gaussian probability
density function.

2. Ensemble Methods

Ensemble methods are techniques that create multiple models
and then combine them to improve the generalizability and robust-
ness over a single model. The current work studies adapting RF,
AdaBoost, and XGBoost to the aircraft icing severity evaluation. RF
is operated by constructing a set of decision trees at training time,
each individual tree gives a class prediction, and the class that has
most votes becomes the model’s prediction [18]. AdaBoost [19] and
XGBoost [10] are both boosting ensemble models, where the base
models are built sequentially and one tries to reduce the bias of the
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combined model. The motivation is to combine several weak models
to produce a powerful ensemble [20].

C. Performance Evaluation Measures

To evaluate the performance of the developed models, multiple
statistical measures were employed. For predicting the icing area and
maximum ice thickness, root mean squared error (RMSE) [23],
coefficient of determination R2 [23], mean absolute error (MAE)
[19], and Taylor diagram [24] are applied. For predicting the icing
severity levels, the models are quantitatively evaluated by using
model evaluation indicators, such as accuracy and confusion matrix.

III. Results and Discussion

Evaluations of the conventional techniques and ensemblemethods
on the icing area, maximum ice thickness, and icing severity level are
given in this section. All the parameter settings for the machine
learning models are set to obtain the models’ best performance by
using a scikit-learn class called “GridSearchCV” [20]. Specifically,
the first step is to create a grid that contains all the possible combi-
nations of tuning parameters. Multiple values of the tuning parame-
ters are chosen within reasonable ranges. Then, cross-validation is
applied to identify the optimal hyperparameter sets for different
models. The reader is referred to [11] for detailed operations. Instead
of using the simple train/test split method, 10-fold stratified cross-
validation is applied to all the classifiers and 10-fold cross-validation

is applied to all the regressors to avoid overfitting and achieve a less-

biased estimate of the model performance [20,22].

A. Icing Area Prediction

1. Evaluation of Conventional Techniques

In icing area prediction, conventional methods, including MLR,
KNN, SVR, and decision tree, are implemented with scikit-learn
using Python. From the 10-fold cross-validation, the average RMSE,

R2, and MAE on testing data are shown in Table 4. In the KNN

method, k is usually a small and odd integer; in the current study, k is
set to be 5. TheRBF is selected as the kernel function for SVR, kernal
parameter gamma is 1.0, and convergence epsilon is 0.01. The

parameters in decision tree adopt the regressor’s default values. It
can be seen that SVR works the best among the conventional meth-

ods, andMLR has theworst performance. Although theMLR has the
advantage of providing clearly interpretable coefficients, it failed to
handle nonlinearities in the icing area prediction. Also, it is worth

mentioning that, as a simple model, KNN has relatively good per-
formance. Because KNN uses Euclidean distance [16] to compare

examples, in order to assign equal importance to all the features when
calculating the distance, the features must have the same range of
values. Therefore, feature scaling is a crucial component in the

training process of KNN. Specifically, normalization is applied in
this study.

2. Evaluation of Ensemble Methods

For icing area prediction, the RMSE, R2, and MAE of the ensem-
ble methods are reported in Table 5. The optimal hyperparameter

settings for the ensemble models are given by the GridSearchCV. For
RF, the number of trees is 100, maximumdepth is 10, and subset ratio

is set to be 0.2. The maximum number of estimators for AdaBoost is
set to be 300. For XGBoost, the number of trees is 700, interaction

Fig. 1 Workflow of the proposed approaches.

Table 1 Statistics of flight conditions [11]

Feature
V∞,
knots

T∞,
K

AOA,
°

LWC,

g∕m3
MVD,
μm

tice,
min

Maximum 250.0 265 9 1.50 50 30.0
Minimum 100.0 253 0 0.50 5 1.0
Step size 37.5 3 3 0.25 5 9.5

Table 2 Icing severity level based on icing thickness [2]

Icing severity level Light Moderate Heavy Severe

Maximum thickness, mm 0.1–5.0 5.1–15 15.1–30 >30

Table 3 Statistics of icing severity features

Feature Icing area, m2
Maximum

ice thickness, m

Maximum 4.718 0.2130
Minimum 0.732 0.0001
Mean 2.563 0.0212

Table 4 Accuracy of conventional methods in
predicting icing area

Model RMSE R2 MAE

MLR 0.559 0.613 0.208
KNN 0.408 0.798 0.201
SVR 0.316 0.871 0.170
Decision tree 0.401 0.813 0.195

Table 5 Accuracy of ensemble methods in
predicting icing area

Model RMSE R2 MAE

RF 0.181 0.946 0.067
AdaBoost 0.246 0.908 0.079
XGBoost 0.083 0.991 0.022
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depth is 5, shrinkage factor is 0.1, and minimum child weight is 11. It

can be seen that the coefficients of determination of all three models

are above 0.9. XGBoost with R2 � 0.991, RMSE � 0.181, and
MAE � 0.022 shows better performance than other models.

3. Overall Comparison of Models for Icing Area

For a more comprehensive presentation, all the predictive models

are examined using the graphical demonstration of the Taylor dia-

gram [24] as shown in Fig. 2. Taylor diagram is a practical tool for

summarizing how closely a pattern matches observations and under-

standing the performance of studied models. It provides the correla-

tion coefficient and normalized standard deviations of each model,

and the distance from the observation point is a measure of the

centered RMSE. The observation point on the axis represents the

perfect prediction, which has the correlation coefficient as 1. There-

fore, the position of each model symbol appearing in the diagram

quantifies how closely that model’s predicted icing area matches

observations, and the performance of the applied data-driven models

can be visualized. It can be seen that the XGBoost outperforms all

other models, RF and AdaBoost have the similar performance, and

KNN and MLR have low accuracy in predicting the icing area in

comparison to other models. Overall, the ensemble methods outper-

form the conventional techniques in predicting the icing area.

B. Maximum Ice Thickness Prediction

1. Evaluation of Conventional Techniques

Similar to the icing area predictions, conventional methods,

including KNN, SVR, and decision tree, are applied to the maximum

ice thickness evaluation. The parameter settings remain the same for

all the models as in the icing area prediction cases. The averaged

RMSE, R2, and MAE from the 10-fold cross-validation are summa-

rized in Table 6. It can be observed that the three predictive models

exhibit different levels of accuracy, and because of the low RMSE

and also the higher R2, decision tree works the best among the

conventional models.

2. Evaluation of Ensemble Methods

The three ensemble methods (RF, AdaBoost, and XGBoost) are

also used to predict the maximum ice thickness. Again, from the

GridSearchCV, for RF, the number of trees is 80, maximum depth is

10, and subset ratio is set to be 0.2. The maximum number of

estimators for AdaBoost is set to be 300. For XGBoost, the number

of trees is 200, interaction depth is 11, shrinkage factor is 0.1,

subsample ratio is 1, and minimum child weight is 1. The statistical

performance of the prediction of the investigated ensemble models

is provided in Table 7. XGBoost with the lowest RMSE � 0.004,

the lowest MAE � 0.0017, and the highest R2 � 0.995 shows the

best results among the ensemble models. RF has low accuracy in

predicting maximum ice thickness relative to other models, whereas

AdaBoost presents acceptable estimates.

3. Overall Comparison of Models for Maximum Ice Thickness

For a more comprehended presentation, the predictive models

(conventional models and ensemble models) are examined using

Taylor diagram, as shown in Fig. 3. It can be seen that the most

accurate model in predicting the maximum ice thickness is XGBoost

because it has the highest correlation coefficient and lowest RMSE.

Decision tree and AdaBoost also have a higher level of accuracy in

comparison to other models. RF and SVR have similar performance.

KNN has the lowest correlation coefficient and the highest RMSE.

C. Icing Severity Level Prediction

1. Evaluation of Conventional Techniques

In icing severity level prediction, conventional methods, including

OLR, KNN, SVM, and decision tree, are implemented. The classi-

fiers’default parameter settings are adopted. The evaluationmetric in

the icing severity level prediction is accuracy, which is defined as the

fraction of the amount of correct classifications. From the 10-fold

stratified cross-validation, the average accuracy on testing data is

Fig. 2 Taylor diagram graphical presentation for the seven predictive
models (MLR,KNN, SVR, decision tree, RF, AdaBoost, andXGBoost) in
estimating the icing area.

Table 7 Accuracy of ensemble methods
in predicting maximum ice thickness

Model RMSE R2 MAE

RF 0.027 0.801 0.0110
AdaBoost 0.017 0.911 0.0063
XGBoost 0.004 0.995 0.0017

Table 6 Accuracy of conventional methods in
predicting maximum ice thickness

Model RMSE R2 MAE

KNN 0.034 0.701 0.022
SVR 0.025 0.803 0.010
Decision tree 0.016 0.925 0.008

Fig. 3 Taylor diagram graphical presentation for the six predictive
models (KNN, SVR, decision tree, RF, AdaBoost, and XGBoost) in
estimating the maximum ice height.
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shown in Table 8. It can be seen that KNN and SVM work the best

among the conventional methods with the testing accuracy of 83%.

2. Evaluation of Ensemble Methods

Ensemble methods, including RF, AdaBoost, and XGBoost, are

also used to predict the icing severity level. Based on GridSearchCV

results, for RF, the number of trees is 25. The maximum number of

estimators for AdaBoost is set to be 50. For XGBoost, the number of

trees is 80, interaction depth is 10, shrinkage factor is 0.1, subsample

ratio is 1, andminimum child weight is 0.1. The averaged accuracy of

all the ensemble models on the testing dataset is summarized in

Table 9. XGBoost works the best with the testing accuracy of 94%.

3. Overall Comparison of Models for Icing Severity Level

The performance of all models on the testing dataset is summarized

in Fig. 4. The error bars represent each model’s mean and variation of

accuracy on all the 10-folds of data. XGBoost exceeds all the other
models. On average, the ensemble models perform better than the
conventionalmodels. To further compare the performance between the
conventional models and ensemble models, the confusion matrices
generated by the two representative models (SVM and XGBoost) are
summarized in Table 10. In the matrix, each row represents the actual
category, and each column represents the predicted category. It can be
observed that the diagonal values are much higher than the nondiag-
onal values for the XGBoost model. However, SVMgenerates a larger
number of wrong prediction and some extreme error cases.

IV. Conclusions

This paper investigates the application of multiple machine learn-
ing models in predicting aircraft icing severity under different flight
conditions. Conventionalmodels (MLR,OLR,KNN, SVM, decision
tree, and naive Bayes) and ensemble models (RF, AdaBoost, and
XGBoost) are investigated and compared in predicting three icing
severity features: icing area, maximum ice thickness, and icing
severity level. The parameter settings for the tested machine learning
models are set to obtain the models’ best performance. Various
statistical performancemeasures are applied to explore the predictive
capability of the applied models. It is found that RF exhibits superior
predictive capability in the icing area and icing severity level evalu-
ation cases, and decision tree generates a high level of accuracy in the
maximum ice thickness prediction case. However, XGBoost
achieves the best overall predictive performance among all the
applied models in all three cases. It is concluded that the XGBoost
model is able to extract a valuable nonlinear mapping relationship
between flight conditions and icing severity features. It offers there-
fore a reliable and accurate approach for predicting the aircraft icing
severity and should be explored in other engineering properties
prediction in aircraft icing. However, it should be mentioned that
the range of the predictions is limited to the range of the dataset. It
cannot make accurate predictions if data inputted are out of the range
of current given dataset. In the future, the plan is to extent the
applicability of XGBoost model on aircraft icing by developing
hybrid machine learning and computational fluid dynamics system
with the aid of graphical processing unit parallelization to achieve
accurate and fast evaluations of aircraft icing severity and aircraft
performance degradation.
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