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Abstract—Multi-band transmission is a promising technical
direction for spectrum and capacity expansion of existing op-
tical networks. Due to the increase in the number of usable
wavelengths in multi-band optical networks, the complexity of
resource allocation problems becomes a major concern. More-
over, the transmission performance, spectrum width, and cost
constraint across optical bands may be heterogeneous. Assuming
a worst-case transmission margin in U, L, and C-bands, this
paper investigates the problem of throughput maximization in
multi-band optical networks, including the optimization of route,
wavelength, and band assignment. We propose a low-complexity
decomposition approach based on Column Generation (CG)
to address the scalability issue faced by traditional method-
ologies. We numerically compare the results obtained by our
CG-based approach to an integer linear programming model,
confirming the near-optimal network throughput. Our results
also demonstrate the scalability of the CG-based approach when
the number of wavelengths increases, with the computation time
in the magnitude order of 10s for cases varying from 75 to 1200
wavelength channels per link in a 14-node network. Code of this
publication is available at github.com/cchen000/CG-Multi-Band.

Index Terms—Multi-Band, Flexible Optical Networks, Column
Generation, Throughput Maximization.

I. INTRODUCTION

In the past decade, traditional wavelength division multi-
plexing (WDM) optical networks characterized by fixed-grid
frequency slots of 50 GHz have moved toward flexible optical
networks that benefit from a higher flexibility in assigning fiber
spectrum resources, and which can now allocate variable-size
frequency slots at granularities multiples of 12.5 GHz. More
recently, multi-band (MB) transmission was proposed to ex-
ploit fiber spectrum resources beyond the C-band, e.g., L and
U-bands [1]. For these bands, the spectrum width, transmission
performance, and cost of devices are very different. These
differences across different bands shall be carefully consid-
ered when performing the Route and Wavelength Assignment
(RWA). Moreover, due to the increasing number of usable
wavelengths in MB optical networks, the RWA complexity
becomes a new matter of concern.

This paper investigates the problem of throughput maxi-
mization in MB networks that requires to solve the Route,
Wavelength, and Band Assignment (RWBA). We formulate
RWBA as an integer linear programming (ILP) model and
address its high complexity by proposing an approach based

on column generation (CG). In this approach, a column corre-
sponds to a colorless configuration, describing how multiple
routes are assigned to the same wavelength. Each column
is allowed to be repeatedly used across the whole spectrum.
This formulation had different names in prior studies regarding
RWA, such as, among others, independent set [2] and routing
configuration [3]. We choose here wavelength configuration
[4] to highlight its strict relation to wavelength channel assign-
ments. After the first appearance of the concept of wavelength
configuration in CG in [3], new and improved formulations [5],
enhancements to the algorithm’s scalability [4], and expansion
to multicast routing [6] were studied. In this paper, we extend
the concept of wavelength configuration in CG to incorporate:
(i) flexible transceivers that can modulate the transmission
parameters according to the quality of transmission (QoT) of
lightpath, and (i7) MB transmission, considering the hetero-
geneous requirements across optical bands, and addressing its
inherent scalability issue.

II. NETWORK MODEL AND PROBLEM STATEMENT

This paper studies the RWBA problem considering a fixed-
grid optical network. G = (V| E) is used to denote an optical
network with node set V' and link set E. Length of a link
{ € E is characterized by N, spans. Each link has a pair of
fibers that support bidirectional traffic and an equal amount of
spectrum resources. We assume a spectrum width of 15 THz
per fiber including the U, L, and C-bands, with a bandwidth
of 5THz per band'. A lightpath p denotes a simple path
from source s to destination d on a particular wavelength.
This wavelength should be consistent across all traversed links
to maintain wavelength continuity. The carried transmission
capacity is a function of the path length and the transmission
margin requirement on its band (to be explained later).

Given a normalized traffic demand matrix D, 287 d lA)&d =
1, we aim to evaluate the maximum throughput that a network
can achieve, i.e., the total data assigned for the demands. We
need to allocate transmission capacities for each node pair
using adequate lightpaths, subject to the following constraints:

o Wavelength conflict constraint: no two lightpaths can use

the same wavelength on the same link;

This paper assumes U+L+C bands due to the possible minimum fiber
loss around its center frequency at 1570 nm [7]. It cannot be excluded that
transmission devices for S-band will appear before those for U-band.
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o Wavelength limitation constraint: available wavelengths
should not exceed the spectrum resources. More attention
is required when modeling the RWBA problem, since
different bands may hold different spectrum widths;

o Demand-capacity constraint: traffic demand between two
nodes should not exceed the total transmission capacity
between them, so that we can assess the network perfor-
mance in a non-blocking state;

e Cost constraint: we express the possible cost constraint
from network operators by limiting the number of
transceivers in a network, or lightpath count equivalently.

The transmission capacity of a lightpath varies with the
modulation format based on the signal-to-noise ratio (SNR).
We consider the modulation formats {PM-BPSK, PM-QPSK,
PM-8QAM, PM-16QAM, PM-32QAM, PM-64QAM, PM-
128QAM, PM-256QAM}?. Once the SNR of a lightpath
exceeds the minimum required SNR, any modulation format
from the candidate list can be chosen. The transmission
capacity is given as follows,

C= Sm 'Rs (1)

with the spectral efficiency of the m™ modulation format S,,,,
and transceiver’s baud-rate R;.

For the QoT evaluation, we selected a physical layer model
that can capture the effect of band-dependent transmission
impairments, while being simple enough to permit the scalable
QoT computation required for a networking study. We adopt
the approach in [9] that computes the nonlinear interference
based on the conventional incoherent Gaussian Noise model.
This approach first computes the effective attenuation co-
efficient owfr, and effective length L, for a wavelength
channel w on a span with fiber attenuation coefficient «, [7]
and span length L. The optical signals experience the inter-
channel stimulated Raman scattering (ISRS) effect that can be
approximated by a linear function with slope C'r and cutoff
frequency fr. The power loss and tilt after each span are
assumed to be fully compensated. For a fully-loaded reference
spectrum with a center frequency f., a channel spacing B,
total bandwidth By, wavelength set {w € Z|1 <w <W}, a
uniform power level P, per channel, and total power P;, the
SNR for the w' channel can then be calculated as follows,

SNRy, = Po/ (Pasg,w + nwF) 2

PASE,w = exp (aeff,st) ‘NF-Rs-h- (fc + fw) 3)
9 , asinh (7T2|B2|Bt2/(2aeff’w))

w ~ oo w 4

n 27’Vwaeff., eff,w 7| B2 | R2 “)

with noise figure NF, Planck’s constant h, nonlinear coeffi-
cient vy, [7], channel frequency f. + f., and group velocity
dispersion 5. We assume an ideal rectangular Nyquist-WDM
spectrum for each channel and the channel spacing equal to
the baud-rate, and ignore the impact of transceiver noise and
filtering effect.

2These formats are with net spectral efficiencies of {1.6, 3.1, 4.7, 6.3, 7.8,
9.4, 10.9, 12.5} in bits~! Hz and minimum required SNRs of {3.7, 6.7,
10.8, 13.2, 16.2, 19, 21.8, 24.7} in dB scale [8].
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Fig. 1. Tllustration of the SNR on different channel frequencies f,, after
the first span assuming the ISRS (blue) and no ISRS (red), respectively. The
transmission margins My and M, are obtained by differentiating the worst-
case SNR for that optical band (solid gray line, RWBA) and for all bands
(dashed gray line, RWA). This paper computes the upper bound of SNRs on
different optical bands by simply considering two states of ISRSs.

Next, we describe the key assumption used to set the
margins in the three bands. We transform the wavelength-
dependent SNR into band-dependent SNR by choosing the
minimum SNR on that optical band. As such, we evaluate the
transmission performance on each optical band under full-load
worst-case assumptions, regardless of the actual deployments
of optical amplifiers and lightpaths. Given the minimum SNR
after the first span as SN R;, the SNR after IV spans is given
as follows,

SNR{\), = SNR{), — 10log;g N — My (5)

where My, qp is a margin preserved for the b" band. Based
on (2), we plot the SNR for different channel frequencies in
Fig. 1, where we also report the minimum SNR of three bands.
The power spectral density of 14 yW/GHz and single-mode
fiber are assumed. In RWBA, we consider 24.8, 24.5, and
20.4dB. Instead, when solving RWA (i.e., when we do not
differentiate the performance of the three bands), the SNR
margins are considered to be 4.4, 4.1, and 0 dB, respectively,
assuming the lightpaths on all bands work with a flat SNR
of about 20.4dB (= 120), so that we can neglect the band
allocation while always ensuring successful transmission.

IIT. INTEGER LINEAR PROGRAMMING MODEL

The following subsection III-A formulates the problem of
RWBA with throughput maximization as an ILP model. Note
that the ILP is based on path formulation, where we precalcu-
late K routes via Yen’s algorithm [10]. As such we can easily
pre-estimate the SNR of each lightpath via (5) and choose the
maximum capacity from the highest-order modulation format
compatible with that SNR. Then, in subsection III-B, we use
an example on a 4-node network to clarify some of the issues
of the ILP, and point out a promising solution.

A. ILP Model
Parameters
e A: maximum number of available transceivers.
e we€{l,2,--- ,W}: wavelength index.
. ﬁs,d: normalized traffic demand profile, ZS, d DS,d =1.
e Ds.ax: apath ID of the k™ shortest path between (s, d).
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o Bs.dke: equals 1 if pg 4 uses fiber link ¢, O otherwise.

o Uy Max. transmission capacity for psqjr on w
assuming the highest order modulation format.

Variables

o 0s.d,k,w: €quals 1 if the p, 4 5 adopts the w wavelength,
0 otherwise.

o D; 4 traffic demand between (s, d).

o T, 4 transmission capacity between (s, d).

o TH: network throughput.

max TH
65,d,k,w€B
st. Dyg=TH-Dyqy V(s,d) (6a)
D, q<Tsq V(s,d) (6b)
Ts,d = Zk Zw 5s,d,k,wcs,d,k,w ( d) (6C)

ZS Z#s Zk Os,dkwBs,d ke <1 Vlw (6d)
ZS Z#S Zk Zw Os,deyw < A (6e)

The objective is to maximize the network throughput. Con-
straints (6a) ensure the traffic demands distribution is com-
pliant with the given parameters. Constraints (6b) are the
demand-capacity constraints. Constraints (6¢) compute the
transmission capacities of the lightpaths connecting (s, d).
Constraints (6d) avoid wavelength clash for all wavelengths
on each link. Constraint (6e) is the cost constraint used for
limiting the transceiver count.

B. A Small Example

For the above model, scalability becomes a concern in the
case of a large number of wavelengths. Let us consider the
4-node network in Fig. 2 and discuss the variables required
to optimize 3 demands (1,4), (2,3), and (2,4) when given
3 candidate routes and 8 wavelengths. In the previously-
discussed path-based formulation, the main variable is boolean
0s,d,k,w and at least 3 x 3 x 8 variables should be used,

Ty, Tos T
TH|TH < min{ 2122 223 24

1,4 Das Doy

max
Js,d,k,weB

; (6¢)-(6e)
)

where B is {0, 1} set. A possible assignment can refer to
Fig. 2(a). For notation simplicity we may denote a path
directly by its traversed nodes when expressing Cs gk ., and
drop w if no capacity difference across wavelengths. Thus,
Ti4=01,431Cps1 +01432Cp 2+ 614330y, 3+ =
80P14 + CP134 + CP124’ T2,3 70;0213 + 3CP243’ and T274 =
5C)p,, . For this formulation, the number of variables increases
linearly with the number of wavelengths. As the solution space
grows exponentially with the number of variables, excessive
computing time might soon be needed to search for the optimal
solution.

Inspired by the route similarity of the wavelengths 1, 2,
3, and 4, we propose to apply the concept of “wavelength
configuration” to solve the throughput maximization problem
such that a given routing configuration on a wavelength is

Example capacity [Gbitis]
RWA RWA RWBA
[Demand| Path | #Spans | Fixed | Flexible Flexible
w=1-8 w=1-8 |w=1-6 | w=7-8
- - b=1_| b=2
1-2-4 10 100 100 100 150
(1,4) 1-3-4 13 100 100 100 150
W=g 1-4 25 100 100 100 100
o 2-4-3 11 100 100 100 150
A =inf 23) [ 213 12 100 100 100 150
Dyy=Dys=Dyy = 1 2143 42 - 50 50 50
: 24 2 100 250 250 300
(24) [2-1-3-4 21 100 100 100 100
2-1-4 33 - 50 50 100
Max throughput 2400 | 3000 3150
Traditional path formulation
( Q o ( g 0, )C\O\ (\O
o \o Yol
= u' = =3 =4
\o c/ L o
w =25 w = () = =

avelength configuration formulation (for RWA)

@if

><z1 )Xz (c=3) Xz

velength configuration formulation (for RWBA)

&wfﬂ

(c=2) x 2z

= 21 (c=3)xz (c=4) % z4

h=1 h=2

Fig. 2. Tllustration of a 4-node network with the span length on each fiber and
with a table on the right illustrating the transmission capacities for 9 paths
on 8 wavelengths, w € {1,...,8}, or on 2 bands, b € {1,2}. (a), (b), and
(c) show the respective assignment based on path formulation and wavelength
configuration formulations, ¢ € {1,2,3,4}.

captured as one single variable. The first graph in Fig. 2(b)
shows this configuration, marked in gray to express that it
is currently colorless. Note that such a similar idea has been
used in prior studies [3], [4], but prior studies only considered
lightpaths with fixed capacity that can always achieve success-
ful transmission for arbitrary lengths. Instead, we herein study
the wavelength configurations enabled by flexible transceivers
with a distance-adaptive transmission capacity.

As an example, in Fig. 2(b) and Fig. 2(c), we show some
possible configurations and compare the maximal T'H between
fixed and flexible transmission capacity and between RWA and
RWBA. The transmission capacity T 4 in Fig. 2(b) is now
given as follows, [T1.4,T53,T54] = 21[Cpiy, Cparss Cposl +
Z2 [CP147 CP21%+CP243 ) 0]+23 [CP14+CP124+CP1347 0, 0}’ where
z. denotes the number of times a configuration is used. For the
fixed transmission capacity, the maximal T'H of 2400 Gbit/s
can be achieved with the optimal solution zgw, = (8,0,0).
For the flexible transmission capacity, the maximal T H of
3000 Gbit/s is achieved with zfw, = (4,3,1). The network
throughput can be further increased if we account for RWBA
that preserves a lower SNR margin on the 2" band. In
this case, four new configurations are required, as shown in
Fig. 2(c). The maximal T'H of 3150 Gbit/s is now achieved
with the optimal solution zjwps = (5,1,1,1). Note that
the optimization variables required in the above cases have
changed from boolean &, 4, to integer z., reducing the
memory consumption from 72 to 3 or 4.
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This example shows the advantage of wavelength configura-
tion in reducing the optimization variables, how flexible trans-
mission capacities can be incorporated within the wavelength
configuration concept, and how wavelength configuration ef-
fectively lends itself to application for design of MB optical
networks. However, the number of potential configurations can
also grow exponentially in real network scenarios. So, in the
next section, to more efficiently identify and generate high-
quality configurations, we present our proposed CG approach.

IV. COLUMN GENERATION APPROACH

We begin by introducing CG decomposition in RWA to
understand the iterative process for generating a new column,
including the restricted master problem (RMP) and pricing
problem. We then turn our attention to RWBA to deal with
different optical bands. The CG approaches for RWA and
RWBA are presented in subsections IV-A and IV-B, respec-
tively. Algorithm 1 shows the outline of CG. In line 1, we
initialize the wavelength configuration set by a sequential
loading algorithm based on k-Shortest-Path (kSP) and First-Fit
(FF). Up to |[V|(]V| — 1) configurations, or W configurations
if W < |V|(|V] — 1), are filled. As kSP-FF is also used for
benchmarking, we provide the details in Sec. V-A.

Algorithm 1 Column Generation Approach

1: Initialize wavelength configuration set Qi = {c1,¢2, ...}
2 Cpew — 0, Q0 — Q¢

3: Do

4: Q+— QU {chew}

5: Solve RMP(2) with relaxing variables, z. € R>q

6: Choose a column ¢y Via pricing problem(s)

7: While Objective in line 6 is positive
8: Solve RMP({2) with integer variables, z. € Z>q
9: Assign a wavelength to each configuration

A. CG for RWA

Parameters

e c € () : wavelength configuration ID.

o U, 4 @ transmission capacity of path ps g 1.

o Js.dk.c :equals 1 if path p, 41 is used by the configura-
tion ¢, 0 otherwise.

o T, 4. : total transmission capacities for node pair (s, d)
in configuration ¢, Tsgc = ;. Cs.di - Os,d k,c-

e a. : number of transceivers in a configuration, a,. =
>s Zd;és 2k Os.d ke

Variables
e 2.: number of times configuration c is used.
1) RMP:

where o5 4, 04, and oy are the dual variables for demand-
capacity constraints (8a), cost constraint (8b), and wavelength
limitation constraint (8c).

2) Pricing Problem: According to the dual of RMP, we can
derive the pricing problem as follows,

max

0sd (+1s dg¢) —Quopa — 0O
5o an €D Zs Zd;és s,d( s,d,c ) c’OA w

s.t. Zs Zd#s Zk Os,dk,c'Bs,d ke <1 VE  (9a)

Toac = Zk Cs,d,1x0s,d ke V(s,d) (9b)

Qe = ZS Zd;ﬁs Zk 5s,d,k,c’ (9C)

where ¢’ is a configuration under design, with multiple routes
denoted by 05 gk, . Constraints (9a) ensure no wavelength
clash on this configuration. Constraints (9b) and (9c) calculate
the variables in the objective function. The configuration is
deemed promising if the objective can be greater than 0.

Regarding the first two terms of the objective, this pricing
problem can also be expressed as a maximum-weight indepen-
dent set problem, where each node denotes a physical path
with weight o, 4Cs g — 0a. Rather than dealing with the
time-consuming ILP model, we propose a heuristic algorithm,
which finds the node set with the maximum weight by
sequentially selecting a node based on the descending order of
node weight, until the weight of the next node is O or negative.
Meanwhile, we skip those nodes that create wavelength clash
with the already chosen nodes.

Next, we describe the utilization of the columns. Recalling
that the variable denoting lightpath usage must be an integer,
we compute such a solution by rerunning the RMP and
restricting the variable z. to be an integer. Then, we end
CG with a simple wavelength packing strategy that groups
the same wavelength configuration together, sorts them by the
configuration times, and assigns contiguous wavelengths.

B. CG for RWBA

For RWBA, a wavelength configuration has to specify an
optical band so that the specific requirements of different
bands can be considered. This is fulfilled by adding two
parameters 1., and Cf 4 to note whether the configuration
¢ belongs to optical band b and the transmission capacity
matrix of each band.

Additional Parameters

o b€ B : optical band ID, B={U, L, C}.

o W, : available wavelengths on the b" optical band.

e . @ equals 1 if wavelength configuration c is used for

the bt optical band, O otherwise.

o Cs 4k, : transmission capacity of p, 4 on the b band.

1) RMP:

m%; TH 33’5 TH
s.t. Ds,d -TH + Z (_Ts,d,c)zc < OV(S, d) [Us,d] (8a) s.L. (Sa)7 (Sb)
cee Z ¢c,bzc < W, Vbe B [O'WJ,] (10a)
D g ot <A 0] (8b) ‘
ceQ Constraints (10a) restrict the wavelength usage on respective
ZCEQ esW [ow] (8¢c) optical bands.
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2) Pricing Problem:

EBE E Os,d (T s,a,er) — ac’UA_E Yer bOW,b
sdkcl
b

max
ks s dfs
s.t. (9a), (9¢c)
Cs,diep Ver p 05k, V(s,d) (11a)
(11b)

We consider the following algorithm for the above model.
Given that an optical band is unique to a wavelength configura-
tion, we decompose this pricing problem into |B| subproblems,
each assuming the configuration is aligned to a specific optical
band. We then apply the same algorithm used for the model
(9) and choose the column with the most positive reduced cost.

V. ILLUSTRATIVE NUMERICAL RESULTS

We now evaluate the computational efficiency and network
performance of ILP, CG, and two benchmark algorithms. We
choose RWA to evaluate the impact of a large number of
wavelengths in MB optical networks. Then, we compare the
RWBA against RWA in order to evaluate the impact of the
flexible capacity and MB transmission.

A. Simulation Setup

We consider two real networks for Deutsche Telekom AG
(DT), 9-node and 17-link and 14-node and 23-link noted as
DT9 and DT14, respectively [11] with uniform trafﬁc demand
distribution among the node pairs i.e., DS d= W

1) Number of Wavelengths: As our aim is to compare the
computational efficiency for different numbers of wavelengths,
we vary the number of wavelength channels by choosing
different channel spacings depending on varying the baud of
the deployed transceivers®. Hence, the number of wavelength
channels varies from 30 to 75, 100, 150, 300, 600, 1000,
1200, and 1500, based on transceivers operating at 500, 200,
150, 100, 50, 25, 15, 12.5, and 10 GBaud, respectively. The
transmission margins of 4.4, 4.1, and 0 dB, and other physical
parameter settings are shown in Sec. IL.

2) Benchmark Algorithms: We consider two sequential
loading algorithms kSP-FF and FF-kSP with 10 candidate
routes. kSP-FF establishes a lightpath by searching all viable
wavelengths for a given route, and turns to the next possible
route, whereas FF-kSP searches all possible routes on a
given wavelength and turns to the next possible wavelength
[11], [12]. For the two algorithms, we uniformly load the
network with a fixed-rate demand that equals the minimum
positive transmission capacity of all lightpaths, so that at most
one lightpath is established for a new demand. The network
throughput and lightpaths are recorded every time a demand
is loaded. Blocking occurs if a demand cannot be fulfilled by

3 Although we could also achieve the same goal by expanding wavelengths
on a broader spectrum beyond U+L+C bands, this approach requires tuning
the physical layer settings, including the margin and transmission capacity
matrix. This adaptation involves a more complex physical layer modeling
that can be considered as future work.

any lightpath. When the first blocking occurs, the algorithm
stops and returns the network throughput.

For the ILP in (6), the relative integer solution gap is set
to 5% and the maximum simulation time is 1 h. For the RMP
with integer constraint, these parameters change to 1% and
10's in order to attain optimal performance within a reasonable
computation time. Note that, the typical solving time for the
relaxed RMP is around 2 ms/round for DT9 and 50 ms/round
for DT14 by using Gurobi 9.0 API and Matlab R2017b on a
computer with 8 GB RAM and a 4-core Intel i5-6300HQ.

B. Performance Comparison in RWA

Fig. 3 shows the computational time and network through-
put as the number of wavelength channels increases. The
results of the two benchmarks and CG are averaged over 1000
independent simulations. The points at which 100, 25, and
12.5 GBaud transceiver is assumed are marked by diamond,
pentagon, and circle symbols, respectively.

1) Computational Efficiency: In Figs. 3(a) and (b), the
computation time for the two benchmark algorithms and ILP
increases as the number of wavelengths increases. This is
caused by the algorithms’ strategy that carefully searches the
exact route and wavelength for each lightpath. This requires
more time as the number of usable wavelengths increases. In
addition, the ILP can not be established on DT14 that has
wavelengths more than 1000 due to memory limitations.

The CG, unlike traditional methodologies, shows strong
scalability as the number of wavelengths increases, main-
taining a stable time consumption in the magnitude order
of 10s. This approach focuses on the parallel design of
each configuration rather than a specific lightpath, thus not
sensitive to the number of wavelengths. Counterintuitively,
the computation time slightly decreases as the number of
wavelengths increases. For CG, the time-consuming module
mainly comes from the slow convergence in lines 3-7 of Al-
gorithm 1, and finding the integer solution in line 8. The time
saving comes from the latter. As the number of wavelengths
increases, the integrality gap of the whole problem decreases.
This means that the last RMP with integer constraint could
be approximated as relaxed linear programming (LP) that has
a fractional number of wavelengths so that the advantage of
high computation efficiency inherent to LP is obtained.

2) Max. Throughput: Regarding the Figs. 3(c) and (d), all
algorithms exhibit an increase in the network throughput as the
number of wavelengths increases. This is well understood be-
cause a more fine-grained spectrum is allowed as we vary the
channel spacing and baud-rate of each transceiver. Note that
the CG easily outperforms the two benchmarks in most cases
and is even comparable to the ILP model. A small solution gap
between the ILP model and CG exists, meaning that the current
CG approach is near-optimal instead of optimal. We also note
an exception in Fig. 3(d) at the point with 30 wavelengths
where the CG is worse than the others. Most columns in such
a case are used only once, meaning that the RMP in finding the
integer solution is back into a complex 0-1 knapsack problem,
which needs more time instead of the 10s in our setting.
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TRx : ¢ 100 GBaud @ 25 GBaud @ 12.5 GBaud
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Fig. 3. Computation time (top row) and network throughput (bottom row)
for ILP, CG, FF-kSP, and kSP-FF algorithms, for DT9 and DT14 networks,
and for variable numbers of wavelength channels in 15 THz.

Increasing the time, altering the initial configurations, and
introducing a branch-and-bound algorithm can improve the
performance. Nonetheless, this exception does not represent a
big issue for CG, as the typical number of wavelengths exceeds
80, e.g., CBand transmission on a 50 GHz grid.

C. Performance Comparison in RWBA

Next, we turn to RWBA and compare its performance
against RWA. We choose DT9 and 25 GBaud transceiver
as an example, and report the results in Fig. 4 with filled
circle symbol. Solving RWBA allows higher throughput, as
the worst-case SNR in the respective optical bands is typically
greater than the value assumed by RWA. Besides, allowing a
larger number of modulation formats increases the network
throughput by 67% for RWA and 125% for RWBA.

As network operators are always concerned about the cost,
we also consider the achievable throughput under a cost
constraint represented by a limited number of transceivers,
8000 as an example. The results are reported with unfilled
square symbol in Fig. 4. Adding a cost constraint decreases the
achievable throughput, but the results also confirm the benefit
of the adapted modulation format and the heterogenecous MB
transmission requirements.

VI. CONCLUSION

We have proposed and studied the network throughput
maximization problem in MB fixed-grid optical networks with
distance-adaptive modulation formats, including the optimiza-
tion of route, wavelength, and band assignment. An ILP model
and a low-complexity CG-based approach were presented.
Beginning with the traditional RWA problem, we have vali-
dated the scalable performance of CG compared to the ILP
model as the number of wavelengths increases. Illustrative
numerical results, tested on realistic network topologies with

—— RWBA;A = inf
0.5 —8— RWA:A = inf

- 0O- RWBA;A = 8000
- O- RWA:A = 8000

Max. throughput [Pbit/s]
—

2 3 4 5 6 7 8
Maximum modulation format order

Fig. 4. Maximum throughput of the DT9 using a 25 GBaud transceiver with
variable modulation formats compared for the RWA (red) and RWBA (blue),
and for the unlimited (filled circles) and limited transceivers (unfilled squares).

numbers of wavelengths per link varying from 75 to 1200,
show that the CG is able to find the near-optimal solution in the
magnitude of 10s. This enables the CG approach to scale to a
greater network, whereas the ILP model is not always scalable.
When turning to the novel RWBA problem, we observe a
larger network throughput compared to the results obtained
by solving the RWA problem, since the modulation formats
can be adapted to suit the transmission margin requirements
of these optical bands. Results with adapted modulation format
show a network throughput increase of 67% and 125% in the
RWA and the RWBA problems for the Germany DT9 network,
respectively. This also highlights the significant potential of
combining the CG approach with flexible transceivers.
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