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ABSTRACT

Today a tremendous amount of geospatial knowledge is hidden
in massive volumes of text data. To facilitate flexible and power-
ful geospatial analysis and applications, we introduce a new ar-
chitecture: geospatial knowledge hypercube, a multi-scale, multidi-
mensional knowledge structure that integrates information from
geospatial dimensions, thematic themes and diverse application
semantics, extracted and computed from spatial-related text data.
To construct such a knowledge hypercube, weakly supervised lan-
guage models are leveraged for automatic, dynamic and incremen-
tal extraction of heterogeneous geospatial data, thematic themes,
latent connections and relationships, and application semantics,
through combining a variety of information from unstructured
text, structured tables, and maps. The hypercube lays a foundation
for many knowledge discovery and in-depth spatial analysis, and
other advanced applications. We have deployed a prototype web
application of proposed geospatial knowledge hypercube for public
access at: https://hcwebapp.cigi.illinois.edu/.
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1 INTRODUCTION

Today a tremendous amount of geospatial knowledge is hidden in
massive volumes of text data (e.g., news reports, research papers,
and social media). One primary example task is geoparsing [12],
a sub-task of Named Entity Recognition (NER), aiming to extract
named geographic entities, or toponyms, from unstructured text
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corpus. Geoparsing task is closely related to other geographic infor-
mation retrieval (GeolR) tasks, such as toponym disambiguation [6],
location description recognition [3], and geocoding [2]. While there
have been a series of studies working on improving the performance
on these GeolR tasks [8, 13, 18], limited attention has been paid to
the underlying knowledge structure between geospatial and other
dimensions (e.g., temporal, thematic). The extracted high dimen-
sional structured knowledge lays a foundation for many knowledge
discovery tasks, such as ontology construction, event extraction,
and other geospatial applications. Compared to the typically incom-
plete and imperfect results of metadata, latent connections across
different knowledge dimensions can be derived to lower barriers
for even other cross-disciplinary applications.

In this demo paper, we introduce a new architecture: geospatial
knowledge hypercube, a multi-scale and multidimensional knowl-
edge structure that integrates information from geospatial dimen-
sions, thematic themes and diverse application semantics, computed
and extracted from massive spatial-related text data. Specifically, to
construct such a knowledge hypercube, weakly supervised machine
learning approaches [10, 17] need to be developed for automatic,
dynamic and incremental extraction of heterogeneous geospatial
data, thematic themes, latent connections and relationships, and
application semantics, through combining a variety of information
from unstructured text, structured tables, maps, and image data
[4, 5]. The cube construction will also need to develop new methods
for recognizing geospatial entities and inferring geospatial relation-
ships. We have deployed a prototype web application of proposed
geospatial knowledge hypercube, and keep it evolving by adding
more new features.

2 GEOSPATIAL KNOWLEDGE HYPERCUBE

Given a geospatial text corpus D, the knowledge hypercube for
D is a multidimensional data structure. Each document d € D
lies in one or several multidimensional cube cells to characterize
the textual content of the document from multiple aspects. The
formal definition of the geospatial knowledge hypercube is shown
as follows:

Definition 2.1. Geospatial Knowledge Hypercube. A geospa-
tial knowledge hypercube for a text corpus D is a n-dimensional
structure C = (L1, L, ..., L), where L; is the i-th hypercube di-
mension. Each document d € D resides in one or several hypercube
cells {(lf1 lfn)}k in C, where (lf1 lfn) is one cell and lfi is the
label of d in dimension L; for the k-th related cell.

To give an example, consider we are constructing a geospatial
knowledge hypercube about “aging dams” from a text corpus D.
The dimensions £; can include dam names, dam locations, and
document topics, which are related to the aging dam problem. Each
d € D can be assigned to one or several cells, e.g., (Englewood Dam,
Colorado, Human), (Carters Dam, Georgia, Ecosystem), etc.
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Dimensions:

Impact: Human, Economy, Ecosystem, ...
Dam: Edenville Dam, Wilmore Dam,
Sanford Dam, ...

Year: 2019, 2020, 2021, ...

Text Corpus + Taxonomy:
Aging dam news: 188 documents
Impact taxonomy

+ Midland High School served as a refuge site for Midland residents displaced by the
Edenville Dam failure on
Cole_Waterman@mlive.com MIDLAND, MI — Dozens, if not more than a hundred,
Midland-area residents gathered to seek refuge within the walls of Midland High
School Tuesday night after the Edenville Dam failed to hold back a deluge of water.
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Figure 1: Construction of Geospatial Knowledge Hypercube from Unstructured Text Corpus

3 HYPERCUBE CONSTRUCTION

In this section, we discuss how to construct the geospatial knowl-
edge hypercube. The hypercube construction can be formulated
into a multidimensional text analysis problem where each dimen-
sion can be constructed separately. The dimensions of interest are
categorized into two groups: knowledge span detection (for dimen-
sions such as dam names and dam locations) and topic discovery
(for dimensions such as document topic). For knowledge span detec-
tion, we adopt the language model-based named entity recognition
method; while for topic discovery, we conduct document catego-
rization with label names only.

3.1 Knowledge Span Detection

We propose to adopt knowledge span detection with pretrained
language models (PLMs) [1, 7] for some dimensions such as dam
names and dam locations. The PLMs are pretrained on large text
corpora, which have the basic language understanding ability. The
encoding process of PLM can be formulated as follows:

hyy, ... hy, = PLM(d) = PLM(w1, ..., wp), (1)
where d is the document, w; is the i-th token in d and h; is the
output representation vector by PLM for w;. The PLMs are further
fine-tuned on token classification tasks (e.g., named entity recog-
nition [11]) to enable their ability for knowledge span detection.
Specifically, the token hidden states are fed into a classifier f(-) to
make token label prediction, i.e., Y, = f(h,,). After fine-tuning,
the PLM and classifier f(-) are utilized for zero-shot knowledge
span detection on our given corpus D for some specific dimensions
ZL; (e.g., dam names and dam locations).

3.2 Text Classification

In order to classify each document d € D into the corresponding
document topics cell in the hypercube, we propose to leverage
extremely weakly-supervised text classification methods [9, 10, 14—
16] which only use class names, where each class name corresponds
to a document topic pre-defined in the structure. In this case, we do

not require human efforts with domain-specific knowledge to man-
ually label each document, which is expensive and time-consuming
to access in real applications. Specifically, during the experiments,
we used LOTClass [10], which finds category-indicative words in
the corpus for each label name and generalizes the prediction model
with self-training on the documents with the unlabeled data.

4 SYSTEM DEPLOYMENT

We have deployed a prototype web application of geospatial knowl-
edge hypercube. The front and back-end components of the system
are illustrated in Figure 2.

4.1 System Components

Geospatial knowledge hypercube offers geospatial data analysis
and visualization through geoparsing, utilizing user input data.
Users can upload news articles, which are then processed to extract
geospatial information. The extracted location data is highlighted
in the text and visualized to the user, allowing for the intuitive
identification of locations on the map using the Google Maps API.
Moreover, the framework enables users to directly map specific text
in the article to corresponding locations on the map for immediate
visual reference. The entities of the spaCy library obtained from
the geoparsing are visually distinguished with different colors to
enhance the visualization experience.

To ensure scalability and reliability, the framework follows a
micro-services architecture. The front-end leverages the React
framework, enabling the flexible design of interactive interfaces
and integration with various visualization libraries. The back-end,
implemented using Flask, handles geoparsing efficiently using the
spaCy model. During system deployment, the backend language
model is pre-loaded to reduce response time for user requests. Con-
tainerization using Docker is employed for system deployment,
offering scalability benefits and minimizing deployment time by
providing independence from the deployment environment. This
approach lays a solid foundation for seamless system expansion in
response to increasing user demands in the future.
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Figure 2: Web Application Components of Geospatial
Knowledge Hypercube

4.2 Use Case: Aging Dam

We have collected a corpus consisting of 188 Google News on dam
failures. U.S. dams are threatened by age-induced fragility and in-
creased hydrologic stresses due to climate change. In many cases,
communities and infrastructure below the dams have also increased
dramatically over time, increasing the exposure to dam failure. Our
geospatial knowledge hypercube system offers a unique capabil-
ity to combine text and geospatial data analytics. To be specific,
we focus on seven aspects for constructing aging dam hypercube,
including document type, date, location, dam name, watershed, gov-
ernment and organization, impact.
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Figure 3: Hypercube Web App Input Page for Users to Select
News based on Label-only Document Classification Results

Ilustrated in Figure 3, users can select a target news based on
the pre-trained label-only document classification results. Leverag-
ing the pre-trained language model on the back end, we extracted
different types of geo-entities as demonstrated in Figure 4: LOC for
location in red, ORG for organization in blue, and FAC for facility in
green, and further pinpointed them onto a map. This combination
between text and geospatial contexts enables the direct linkage
between this two types of data modalities. As illustrated in Figure
5, when users clicking on this marker on the map, the text docu-
ment will be filtered correspondingly to only the sentences where
this location is mentioned. This text-map linkage facilitates user’s
interaction to quickly gain spatially explicit knowledge. When we
have bunches of articles at scale, it will save a great amount of time
and efforts for the users. In the current version, our application also
supports basic spatial analysis tools (e.g., buffer analysis) and export
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Figure 4: Hypercube Visualization of Multi-dimensional
Named Entity Recognition (NER) and Geocoding Results
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of the extracted location entities with geographic coordinates into
a json file, which opens more possibilities for cross-platform usage.

In addition to the extracted geospatial information, the web
application can also visualize the recognized temporal information,
such as time and date (tagged in purple in Figure 4), and classify sub-
documents based on vocabulary expansion results of LOTClass [10].
Four labels, namely infrastructure, human, ecosystem, economy, are
used as additional inputs in the current version. As demonstrated
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Label

Similar Words Used in Aging Dam Corpus

Example Documents

Infrastructure

Human

Ecosystem

Economy

‘infrastructure’, "heritage’, ’development’, ‘network’, ’structure’,
s s s s s s s s s s s
equipment’, ‘technology’, ’system’, *property’, ’structures’, ar-
chitecture’, ’construction’, ’dam’, ’education’, ’embankment’,
“grid’, "facilities’, *security’, powerhouse’, *sanitation’ ...
h s . s e e s . ,
uman’, ‘'man’, "humans’, ’individual’, ’people’, ’person’,
mankind’, ’animal’, 'normal’, "woman’, ’civilian’, "humanity’,
civil’, ’serious’, "player’, 'moral’, ’domestic’, ’single’, "profes-
. s s s ope s s s . Ss s
sional’, 'mortal’, ’live’, ’american’, ‘'male’, ’internal’, 'us’ ...
’ecosystem’, ’ecosystems’, ’wildlife’, ’'vegetation’, ’forest’,
global’, 'nature’, ’park’, ’climate’, ’canopy’, ‘native’, ’ecology’,
’biodiversity’, "habitats’, ’eco’, "fauna’, ‘rainforest’, ’plant’, ’in-
digenous’, 'fragile’, ’conservation’, 'tree’, ’society’ ...

, S . s TN TR
economic’, ’economically’, ’financial’, ’economical’, ’econ-
omy’, ’economics’, ’commercial’, ’agricultural’, ’industrial’,
’economies’, ’business’, 'uneven’, ’international’, ’entertain-
ment’, ’employment’, ‘impact’, ’annual’, ’income’ ...

"Brazilian mine tragedy will not be the last tailings dam
disaster” ’Brumadinho Dam Collapse: A Tidal Wave of
Mud. ’Guajataca Dam’s Failure Highlights Puerto Rico’s
Infrastructure Issues’

‘Russia dam collapse: At least 15 dead, others missing at
gold mine’ ’Quebec officials warn of possible dam failure,
forcing evacuation of 250 people. Dam failure caused
11 deaths’

"Holtwood dam whitewater park on the Susquehanna
river Raystown Lake in Huntingdon County is the largest
lake wholly in Pennsylvania. "He had reportedly refused
to follow orders to increase dam spillway capacity to
handle severe floods’

’Michigan Legislature seeks $500M to fund dam repairs’
"BHP prepares for fresh battle against $6.6 bln Brazil dam
lawsuit. "Michigan pegs Midland flooding damage to be
$175 million.

Table 1: Vocabulary Expansion Results based on Label-only Document Classification

in Table 1, LOTClass is trained to find semantically close words
to the given labels and utilize these expanded word sets to further
classify document in an unsupervised manner. For instance, given
label word “environment”, the model would find related seed words,
such as “ecosystem”, “wildlife”, “vegetation”, to guide the language
model to make predictions. The labels can be utilized by users to
quickly filter a large pool of documents and concentrate on one
specific news topic, which is especially beneficial when users face
a large volume of data.

5 CONCLUSION AND FUTURE WORK

In this demo paper, we introduce a new knowledge structure, namely
geospatial knowledge hypercube, for weakly-supervised multidimen-
sional knowledge retrieval. To demonstrate the functionality of
hypercube, we have prototyped and deployed a web application
with a use case on aging dam news corpus. The current version
has shown promising potential to support cross-interdisciplinary
knowledge discovery and applications. In the next step, we shall fur-
ther improve the system interface, at the same time implement more
use cases and additional functions, such as geospatial relationship
inference, spatio-temporal event extraction and visualization.
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