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ABSTRACT
Current classifiers based on neural networks are vulnerable to
adversarial examples, even in the black-box scenario where the at-
tacker only has query access to the model. However, in real-world
systems, the threat model is often more limited than the typical
black-boxmodel, where the adversary can observe the complete out-
put of the network on any chosen inputs.As adversarial strategies
continue to evolve, the ability of multimodal models like Gemini
ProVision to detect these threats becomes paramount. This study
explores the robust capabilities of Gemini, a multimodal generative
model, in detecting adversarial patch attacks through combined
text and image inputs. Gemini, specifically designed for text and
image prompts, understands adversarial patch attacks and demon-
strates AI hallucination in generating responses that address this
malicious technique’s complexities. The model’s ability to analyze
and synthesize information from diverse inputs contributes to a
comprehensive and effective detection approach. In this research,
we investigate the effectiveness of Gemini Pro Vision on these ma-
licious attempts and demonstrate the hallucinated feedback while
reporting misclassifying and accuracy.
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1 INTRODUCTION
In artificial intelligence (AI) and machine learning (ML), models’
susceptibility to adversarial attacks has emerged as a critical chal-
lenge. Adversarial patch attacks, a class of threats characterized by
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the confidential insertion of malicious patches into images, pose a
significant risk to the robustness and reliability of AI systems[1]. As
the deployment of AI technologies becomes increasingly pervasive,
addressing vulnerabilities arising from adversarial attacks becomes
imperative for ensuring the integrity of these systems. Multimodal
Gemini [3] represents a cutting-edge advancement in artificial intel-
ligence, combining the power of text and image processing within
a single model. As exemplified by the Gemini-pro-vision model,
this innovative approach allows us to input both textual prompts
and images, opening new avenues for versatile and context-aware
content generation. Gemini exceeds traditional language models by
integrating multimodal capabilities, enabling a richer interaction
between users and the AI system. The Gemini-pro-vision model,
designed explicitly for multimodal inputs, leveraged the synergy
between text and images to provide contextually relevant responses.
This multimodal prowess empowers users to engage with the model
in a manner that aligns with natural human communication, where
context is often conveyed through words and visual cues. In prac-
tical terms, users can present a prompt that includes descriptive
text and accompanying images, prompting the model to generate
responses that seamlessly incorporate both modalities. This study
explores Gemini’s potential in mitigating adversarial patch attacks,
particularly in scenarios where textual and visual information con-
verge. The emergence of text and image inputs introduces a layer
of complexity that demands models to discern and respond adeptly
to multimodal stimuli.

2 TENSORFLOW-DRIVEN ADVERSARIAL
PATCH ATTACKS ON RESNET50

The model presented in this methodology is the Adversarial Patch
technique to leverage an adversarial attack against a target model,
utilizing the ResNet50 architecture within the TensorFlow frame-
work. TensorFlow, a widely adopted machine learning framework,
offers an environment for seamlessly incorporating pre-trained
models like ResNet50. This library, integrated into TensorFlow, is
facilitating the iterative optimization of the patch’s pixel values,
considering factors such as rotation and scaling. This collabora-
tive use of TensorFlow reflects the approach to crafting adversarial
patches. The chosen target class exemplifies the intention to deceive
the classifier by inducing misclassifications on unrelated objects.
The generated patch, designed for inconspicuous integration, is
then systematically applied to a set of images to demonstrate its
efficacy in causing misclassifications.

3 APPROACH
Multimodal Gemini Patch Injection methodology begins with sub-
jecting the Gemini ProVision model to an Adversarial Patch Attack.
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This involves providing the model with input incorporating ad-
versarial patches designed to manipulate and mislead the model’s
perception as shown in Figure 1. The intention is to explore the
vulnerabilities and limitations of the Gemini ProVision model in
the face of such targeted adversarial inputs. The interaction with
the Gemini model is facilitated through the Gemini API, which
serves as the bridge for communication. The prompt given to the
Gemini ProVision model is carefully crafted to trigger a response
that reveals the model’s susceptibility to adversarial attacks. Upon
receiving the prompt, the Multimodal Gemini Response unfolds,
showing the model’s interpretation of the input, influenced by the
embedded adversarial patches. The response reflects the model’s
attempt to generate content based on the provided prompt and ex-
poses any distortions or inaccuracies introduced by the adversarial
patches. The generated response is passed through a markdown
generation process to analyze further and document the outcome.

Figure 1: Multimodal Gemini Adversarial Patch Attack Visu-
alization

4 EXPERIMENTAL RESULTS
We conduct an in-depth examination of our Gemini ProVision sys-
tem’s operational efficiency and security under challenging condi-
tions. This part of our research is pivotal for understanding how
our system performs when confronted with complex, potentially
malicious inputs, a scenario becoming increasingly prevalent in
advanced AI applications. Our evaluation commences with a metic-
ulous analysis of the response feedback times of our Gemini Pro-
Vision system when processing inputs that simulate adversarial
patch attacks. We break down these response times into several key
components in Table 1: CPU times, system (sys) time, wall time,
and total response time.

Table 1: Response Feedback Time of Pro-Vision Gemini

CPU times Sys Wall time Total

127 m 12.2 ms 6.8 s 100 ms

4.1 AI HALLUCINATION RESPONSES RESULTS
Within Gemini Provision, we implement a comprehensive safety
rating system. The safety ratings encompass harm categories, in-
cluding sexually explicit, hate speech, harassment, and dangerous
content. Each category is assigned a NEGLIGIBLE probability level,

indicating a minimal likelihood of content falling into these harm-
ful classifications. Figure 2 illustrates our commitment to ensuring
responsible and secure AI content generation, addressing potential
concerns related to explicit, harmful, or inappropriate outputs. We
prioritize user safety by actively mitigating the risks associated
with AI hallucination [2] and adversarial patch attacks, fostering a
trustworthy and reliable environment.

Figure 2: Multimodal Gemini Adversarial System Design for
AI Hallucination and Biased Responses

4.2 PERFORMANCE EVALUATION AND
COMPARISON

In our performance comparison of models within the Gemini Provi-
sion, we evaluated ResNet-50, VGG-16, Inception V3, MobileNetV2,
and DenseNet-121. Each model exhibits distinctive characteristics.
Regarding accuracy, Inception V3 leads with 89%, followed closely
by ResNet-50 at 87% and DenseNet-121 at 88%. VGG-16 and Mo-
bileNetV2 achieve slightly lower accuracies at 85% and 82%, respec-
tively. The misclassification rate is lowest for VGG-16 at 13%, with
ResNet-50 and DenseNet-121 following at 15% and 18%, respectively.
These model evaluation metrics, illustrated in Table 2.

Table 2: Performance Evaluation and Comparison Results

Model Accuracy (%) Misclassification
Average

Confidence
ResNet-50 87 13 0.74
VGG-16 85 15 0.68
Inception V3 89 11 0.82
MobileNetV2 82 18 0.62
DenseNet-121 88 12 0.78
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