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Abstract

Conversational Recommendation System
(CRS) is a rapidly growing research area that
has gained significant attention alongside ad-
vancements in language modelling techniques.
However, the current state of conversational
recommendation faces numerous challenges
due to its relative novelty and limited existing
contributions. In this study, we delve into
benchmark datasets for developing CRS
models and address potential biases arising
from the feedback loop inherent in multi-turn
interactions, including selection bias and
multiple popularity bias variants. Drawing
inspiration from the success of generative
data via using language models and data
augmentation techniques, we present two novel
strategies, ‘Once-Aug’ and ‘PopNudge’, to
enhance model performance while mitigating
biases. Through extensive experiments on
ReDial and TG-ReDial benchmark datasets,
we show a consistent improvement of CRS
techniques with our data augmentation
approaches and offer additional insights on
addressing multiple newly formulated biases.

1 Introduction

Conversational Recommendation System (CRS)
is a growing research topic and application area,
along with the recent advance in Natural Lan-
guage Processing (NLP) and Conversational tech-
niques. In contrast to traditional recommendation
approaches, which provide item suggestions in a
non-interactive manner, conversational recommen-
dation involves multi-turn and mix-initiative inter-
actions between users and the system (Jannach and
Chen, 2022). Hence, a growing body of research
studies (Zhang et al., 2018b; Chen et al., 2019; Li
et al., 2022) has introduced diverse conversational
recommendation models, which address the natural
language understanding from user utterances, user
intent estimation, user preference estimation and
generation of appropriate responses that encapsu-
late the recommended items.
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Figure 1: Data Augmentation Pipeline

Hence, in the development of conversational rec-
ommenders, we identify two primary streams of
research directions: optimising natural responses
and improving recommendation results. While re-
cent advancements in language models have proven
effective in generating natural utterances (Wang
et al., 2022), enhancing recommendation results
based on user preferences inferred from their utter-
ances remains a challenge. These include skewed
data interactions with limited coverage and miss-
ing evaluation based on the multi-turn interaction
nature of CRS. In addition, due to the nascent na-
ture of conversational recommendation techniques,
there has been limited investigation into uncover-
ing the potential biases within the feedback loop
of their development. Left unchecked, the biases
could lead to unfair information presentation, inef-
fective explorations, and poor decisions.

To address this research gap, we first characterise
various potential biases in conversational recom-
mendation systems, including selection bias in data
and popularity-oriented biases based on the multi-
turn interaction nature of CRS. Through a detailed
analysis of CRS models, we identify these biases
and their impact. Subsequently, by leveraging the
advancements in Large Language Models (LLMs)
and in-context learning approaches, we introduce
novel data augmentation techniques, namely Once-
Aug and PopNudge, to enhance the recommen-
dation results and mitigate the effects of biases.
Figure 1 provides an overview of the data augmen-
tation pipeline that we applied in this study, which
illustrates the generation of synthetic data followed
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by the application of our novel augmentation strate-
gies. These strategies enrich the training data, lead-
ing to improved performance of CRS models. To
validate the effectiveness of our data augmentation
strategies, we conduct extensive experiments us-
ing popular CRS baselines, such as KGSF (Zhou
etal., 2020a) and KBRD (Chen et al., 2019), on two
benchmark datasets: ReDial (Li et al., 2018) and
TGReDial (Zhou et al., 2020b). The experimental
results consistently demonstrate the performance
improvement achieved by our data augmentation
strategies, particularly PopNudge. Specifically, we
evaluate the improvement based on recommenda-
tion accuracy, selection bias as well as various
popularity-oriented biases and effects.

The main contributions of this paper are three-
fold: (1) a comprehensive investigation into poten-
tial biases and effects affecting the performance of
CRS models, (2) novel data augmentation strate-
gies for improving CRS models from multiple per-
spectives, and (3) extensive experiments demon-
strating the effectiveness of the proposed data aug-
mentation strategies and providing additional in-
sights with discussion on novel biases and effects.

2 Related Work

This section offers an overview of the biases from
data collection and the development of recommen-
dation systems to the conversational recommen-
dation system. In addition, we further discuss the
existing bias mitigation strategies that leverage gen-
erative data or so-called data imputation.

2.1 Biases in Recommendation System

A recommendation model is designed to suggest
items of high interest to a given user based on their
preferences learned from historical interactions and
associated information in the collected data. How-
ever, when examining the feedback loop involving
the interactions between the user, data, and the
model, it becomes apparent that recommender sys-
tems can suffer from various biases (Chen et al.,
2022; Mehrabi et al., 2021; Wang et al., 2023; Salu-
tari et al., 2023; Liu, 2023). For example, biased
interactions between users and items, known as se-
lection bias (Hernandez-Lobato et al., 2014; Steck,
2013)) or the biased representation of items (i.e., ex-
posure bias (Liu et al., 2020)) can result in skewed
data distribution that makes it challenging to accu-
rately capture user interests and ensure fair item
representations. In particular, the commonly inves-

tigated popularity bias (Zhao et al., 2022; Naghiaei
et al., 2022a), which arises from the concern about
the growing applications of recommendation sys-
tems and the Matthew effect (cf. Wang et al., 2018)
that reinforce interactions with popular items. Con-
sequently, several strategies have been proposed to
mitigate or alleviate bias effects in developing rec-
ommendation techniques (Wang et al., 2021; Liu
et al., 2021; Naghiaei et al., 2022b). For example,
Wang et al. (2021) addresses selection bias by vali-
dating the learned model on a small set of unbiased
item ratings to enforce unbiased rating predictions.

In the context of Conversational Recommen-
dation Systems (CRSs), which are the focus of
this study, there is a growing concern about biases
within the feedback loop, but limited research has
been conducted to explore and mitigate these bi-
ases (Gao et al., 2021). Similar to the concerns
regarding popularity bias in conventional recom-
mendation systems, Lin et al. (2022a) and Fu et al.
(2021) have investigated and contributed to mit-
igating popularity bias in CRSs. In addition to
popularity bias, Shen et al. (2023) have explored
the impact of unintended biases, such as racial and
gender biases, on CRS recommendations. How-
ever, existing studies have relied on semi-synthetic
conversations generated using user-posted reviews
and developed using the system ask-user response
method (Zhang et al., 2018b), rather than using real
recommendation-oriented conversations to exam-
ine and evaluate bias effects. As a result, research
on the effect of potential biases on CRS develop-
ment remains underexplored, lacking the use of
real user-involved conversation data.

2.2 Generative Data for Bias Mitigation

In previous literature, one commonly applied so-
lution to address biases caused by missing data is
data imputation (Herndndez-Lobato et al., 2014;
Steck, 2013). Data imputation estimates and gen-
erates pseudo-labels or ratings for users’ unseen
items, aiming to mitigate the selection bias, result-
ing from unfair data collection strategies. However,
the performance of bias mitigation strategies based
on data imputation is hindered by the issue of im-
putation inaccuracy, which can introduce larger
biases (Wang et al., 2019). In the field of machine
learning, generative neural models have advanced
significantly, and the use of the generative data
has become widespread for developing debiased
training data (Wu et al., 2022; Lee et al., 2021).
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Consequently, generative data holds the potential
to mitigate biases in CRS models but has not been
fully explored in previous experiments.

3 Bias Analysis, Formulation and
Mitigation for CRS

Here we formally define the conversational rec-
ommendation task and its associated components,
susceptible to various biases originating in the feed-
back loop. We then propose to consider the im-
pact of multiple biases, and account for the unique
characteristics of CRSs. Finally, we introduce two
novel data augmentation strategies, Once-Aug and
PopNudge, to mitigate the impact of biases.

3.1 Problem Statement

A Conversational Recommendation System (CRS)
is an extension of conventional recommendation
systems that enables interactive and personalised
recommendations through multi-turn interactions
and user feedback collection. The goal of a CRS
is to effectively understand users’ personal prefer-
ences and immediate intent for item exploration in
order to provide natural responses that include accu-
rate and personalised recommendations. Formally,
at a specific turn ¢, for a given user uv among M
users (i.e., U = {ug,u,...,upr}), a CRS model
utilises information from the previous conversa-
tional utterances (i.e., d = {cg,c1,C2, ..., ct—1}),
from a dialogue corpus D, to generate a ranked list
of items 7 from an item corpus I = {ig, i1, ...,iN}
and formulates a natural language response a;. In
this study, we introduce the concept of a “conver-
sational episode”, d¢, inspired by reinforcement
learning, which represents the conversations from
when a user initiates a conversation until the recom-
mendation is accepted by the user or the maximum
interaction turns of the agent are reached (Sun and
Zhang, 2018; Chu et al., 2023). The index e denotes
a specific episode. Consequently, we investigate
the bias effects on conversational recommendations
at different levels, including individual turns of rec-
ommendations (), recommendations based on the
context of a conversational episode (r°), recom-
mendations considering historical conversations
T't|<t» previous episodes r€l<¢ and corpus-level bi-
ases (rp). By examining the bias effects from var-
ious perspectives, we analyse the advantages and
potential impacts of the dynamic nature of CRSs.

3.2 Selection Bias for CRS

In the existing literature on conventional recom-
mendation systems, selection bias is a widely exam-
ined phenomenon (e.g. Ovaisi et al., 2020; Wang
et al., 2021; Liu et al., 2022). It highlights that
users’ behaviour in observed user-item interactions,
as captured in the collected model development
datasets, is often skewed, with users primarily in-
teracting with only a small subset of items (Chen
et al., 2022). Consequently, the items that are in-
teracted within these datasets do not represent the
full spectrum of available items, thereby limiting
the ability of the learned model to make promis-
ing recommendations and can also exaggerate the
impact of other biases, such as the popularity bias.
Howeyver, the selection bias in CRSs datasets has
not been thoroughly examined and discussed.

In this study, we address this gap by examining
and statistically revealing the presence of selection
bias in conversational recommendation datasets,
focusing on their Initial Item Coverage (IIC). That
is formulated as follows:

1Dy, ain |
[IC = 1ZDirain] (1)
1]

where | - | represents the number of unique items in
the corresponding set. By calculating the IIC, we
can assess the extent to which the training dataset
covers the entire item space, revealing the presence
and magnitude of selection bias in CRS datasets.

3.3 Popularity Bias

Besides selection bias, popularity bias is also a
widely studied aspect when evaluating recommen-
dation systems (Chen et al., 2023). Popularity bias
arises from the tendency of users to interact more
frequently with popular items, resulting in a skewed
distribution where popular items receive more at-
tention. This bias can lead to reduced coverage,
diversity, and potentially lower user satisfaction lev-
els in personalised recommendation results (Zhao
et al., 2022; Abdollahpouri et al., 2017). Over time,
it can also contribute to the Matthew effect, further
amplifying the popularity gap between items.

A recent formalisation of popularity bias in the
context of CRSs considers the recommended item
list 74+ at turn ¢ in a dialogue (Lin et al., 2022a).
The bias effect is quantified by the multiplication
of two components, a ranking utility that assigns
weights to items based on their ranking positions
and a popularity coverage measure that indicates
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the proportion of popular items included in the
recommendation. The ranking utility 7(rq;) is
calculated as:

i ey (n)]
2
m(ra) Zlog rank(i)) + 1 @)
here, 7, (n) represents the set of popular items

based on a popularity threshold 7 determined by
the items’ interaction frequency. The popularity
coverage P, , is calculated as:

it (1))

card(ry)

card(r
P(Tu,t) =

3)
where card(-) indicates the cardinality of a set.

The above formation, as well as the existing
approaches in the literature (Fu et al., 2021; Lin
et al., 2022b), overlook the influence of contextual
user-system interactions and the varying user intent
during a conversation. Considering the multi-turn
interaction nature of CRS is crucial for enhancing
the user experience. In this study, we extend the
formalisation of popularity bias by analysing novel
factors, including cross-episode popularity and user
intent-oriented popularity effects.

3.3.1 Cross-Episode Popularity (CEP)

Regarding the CEP effect, we assume that a rational
CRS model should provide relatively independent
suggestions within each individual episode of con-
versational recommendations. This assumption is
supported by an example from an existing CRS
benchmark dataset, ReDial, which is provided in
the Appendix (see Figure 7). In essence, during
multi-turn conversations, users often seek multiple
recommendations, and we observe that the pref-
erence modelling for accurate recommendations
tends to be relatively independent. Therefore, con-
sidering the dynamic preferences of users, it be-
comes crucial to capture their immediate interest
within each episode, which may involve both pop-
ular and less popular items, to make appropriate
suggestions and enhance users’ satisfaction levels.
To explicitly model the CEP effect, we extend the
formulation of popularity bias as follows:

Ecgplrg,]

= m(rg,) Prs, |p(pop(rG,), pop(rg))]
where |p(-, -)| represents the absolute value of the
Pearson correlation coefficient between the pop-

ularity levels (denoted as pop(-), which is a nor-
malised score based on item frequency) of current

recommendations and the ones from the previous
episodes. Diverse popularity distributions among
recommended items are expected due to the differ-
ent target items in each episode. A lower coeffi-
cient score indicates a weak correlation between
previous episodes and current recommendations,
resulting in highly diversified recommendations
within a conversation interaction.

3.3.2 User Intent-Oriented Popularity (UIOP)

In addition to the CEP effect discussed earlier, we
emphasize the importance of a CRS model in ef-
fectively capturing user intent, whether it leans
towards popular items or specific preferences. By
identifying and addressing user intent, CRSs can
offer tailored suggestions that increase user satisfac-
tion. To quantify the user intent-oriented popularity
(UIOP) effect, we leverage the popularity of target
items (pop(iq,¢)) and formulate it as follows:

Eyroplra,) = pop(ias) — w(rg ) Prs | (4)

This equation measures the proximity between the
popularity of the user’s target item and the recom-
mended items. A higher score is obtained only if
the recommendations deviate from the target items.

By comprehensively evaluating multiple poten-
tial biases and effects in the development of CRSs,
we enable a comprehensive assessment of conver-
sational recommendation results. These measures
promote the advancement of CRSs that prioritize
fairness and unbiased recommendations, as well as
boosted user experience.

3.4 Bias Mitigation via Generative
Recommendation Dialogues

In the preceding discussion, we have identified
several biases that can impact the performance of
learned CRSs, which could cause an imbalanced
training corpus. To mitigate the bias effects, we pro-
pose novel data augmentation approaches, joined
with the generation of synthetic dialogues.

Synthetic Data Generation. In our generation
strategy, inspired by the recent success of in-
context learning on LLMs, we develop effective
prompts! as input to the recent advanced GPT3.5
model (cf. Brown et al., 2020) to successfully gen-
erate synthetic movie recommendation dialogues.
To control the frequency of item mentions, we use
specific movie names as variables and ask the LMs

"Detailed prompt variants can be found in Appendix (see
Figures 5 and 6).
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to generate complete conversations about suggest-
ing those movies. The generated dialogues are then
reformatted to align with the input instances in the
chosen benchmark.

Data Augmentation Strategies. We propose two
data augmentation strategies to enhance model per-
formance and mitigate multiple biases when train-
ing CRS models using the available synthetic di-
alogues. Previous studies, as discussed in Sec-
tion 2.1, have not examined the bias effect in
publicly available conversational recommendation
datasets. Additionally, these studies faced chal-
lenges related to generalizability, either due to the
attribute-based definition of popularity (Li et al.,
2018) or the specific formulation for the Bayesian
Pairwise Ranking loss (Lin et al., 2022a).

Algorithm 1 PopNudge Data Augmentation

Require: Dyyqin, Daug
1: POP,yq < pop(Daug)
2: for batches do
3: birain <— batch-sample Dyyqip,

> Item popularity

& Dy e {}

5: for d; € birqin do

6: Dyl < Daug — {dj, pop; > pop;}

7: D™ +=WS(Diet , POPyyug, k)

8: > WS(C, W, k) is weighted sampling
9: k items from corpus C' with weights W.
10: end for

11: Dirain <= Dirain © Dgﬁrgnple
12: model update

13: end for

In this study, we propose two data augmentation
strategies. The first strategy, called ‘Once-Aug’
(OA), involves adding all synthetic dialogues to
the training data, evenly increasing the exposure
of items in the corpus. However, Once-Aug does
not consider item popularity or allow control of the
presence of different items. To address these issues
and model a wider range of users’ preferences, we
introduce the ‘PopNudge’ strategy.

PopNudge (PN) is inspired by the data-agnostic
data augmentation strategy MixUp (Zhang et al.,
2018a), which augments training data with ’vicin-
ity’ instances to improve the model’s ability to han-
dle unseen inputs. Similarly, PopNudge augments
training batches with dialogues recommending sim-
ilar but less popular items, aiming to 'nudge’ the
model towards bias mitigation and avoid the fre-
quent use of lower-rated items by assuming the

Table 1: A statistical comparison among conversational and
popular non-conversational datasets. The number of dia-
logues and ratings are counted for conversational and non-
conversational datasets, respectively. Popular items are the
ratio of items with more than 5 interactions.

Dataset  Train Valid Test Items ic Popular Items

Conversational Recommendation Datasets

8,103 900 1,341 6,112 72.75%
8,494 756 747 31,985 34.82%

ReDial
TGReDial

26.55 %
3.74%

Non-Conversational Recommendation Datasets

100,000 1,682 100%
20,000,263 62,423 94.59%

ML-100k
ML-20m

80.20%
52.41%

potential relationship between popularity and rat-
ings (Zhao et al., 2022). Algorithm 1 outlines the
procedure for applying PopNudge, augmenting the
model’s training batches with dialogues featuring
less popular items. For every batch, we initialise
an empty augmentation set (line 4). Next, for each
dialogue instance, we identify its included item
and prepare the set of available items with lower
popularity (line 6). Then, we perform weighted
sampling to select k items, in addition to the aug-
mentation set, based on item popularity (line 7).
The resulting sampled items are finally augmented
in the training corpus for model learning (line 11).

PopNudge offers several advantages despite its
simplicity. First, it maintains the long-tail distri-
bution of item mentions, which is consistent with
natural human behaviour. This preserves the over-
all item distribution pattern. Secondly, it effectively
increases the exposure of less popular items, lead-
ing to a more balanced item distribution. Impor-
tantly, PopNudge seamlessly integrates with exist-
ing methodologies without requiring any model
updates. It selectively incorporates augmented data
for model training, making it applicable in various
contexts for bias mitigation purposes.

4 Experimental Setup

Our objective is to improve the evaluation of CRSs
techniques based on various bias effects while vali-
dating the performance of our proposed data aug-
mentation approaches. To achieve this, we conduct
a series of experiments using recent CRS models
on two benchmark datasets: ReDial (Li et al., 2018)
and TGReDial (Zhou et al., 2020b). These experi-
ments allow us to access the recommendation per-
formance and bias effect on existing approaches
and determine the effectiveness of our proposed
approach. Table 1 presents a statistical summary
of the two datasets, comparing them to the popular
MovieLens (ML) datasets. The comparison reveals
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Figure 2: Performance comparison between conversational recommendation models using Hit@ 10 and Hit@50, together with the
scores of popularity bias on the ReDial dataset. OA and PN refer to the Once Aug and PopNudge data augmentation strategies.
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Figure 3: Performance comparison between conversational recommendation models using Hit@ 10 and Hit@50, together with

the scores of popularity bias on the TGReDial dataset.

Table 2: Evaluation of Initial Item Coverage on two datasets
and after applying data augmentation.

Dataset ReDial TGReDial
Basic 72.75%  34.82%
"TO0A 100% ~ 100%
CPN-k1 98.11%  66.44%
PN-k5 100% 97.81%
PN-£10  100% 99.88%
PN-£50  100% 100%

that both ReDial and TGReDial datasets are sub-
ject to selection bias, as indicated by their relatively
low initial item coverage (IIC) values. For instance,
only 72.75% and 34.82% of items are mentioned
in the context of training dialogues in the ReDial
and TGReDial datasets, respectively. Furthermore,
when compared to non-conversational recommen-
dation datasets, the benchmark conversational rec-
ommendation data contains significantly fewer in-
teraction data. This finding further emphasizes
the importance of data augmentation in addressing
these limitations.

In our analysis, we consider several commonly
used CRS models that serve as baselines in the lit-
erature. We summarise the recommendation com-
ponent of these models: 1) ReDial (Li et al., 2018),
an autoencoder conversational recommender and
uses sentiment-analysed user opinions as input. 2)
KBRD (Chen et al., 2019), it links entities in dia-
logue content to an external knowledge graph (DB-

600 PN_K1 PN_K1
5500 PN_K5 80 PN_K5
g ——- PN_K10 ——- PN_K10
@ 400 - PN_K50 60 PN_K50

Frequency

0 5000 1000015000 2000025000 30000
TG-ReDial Items

0 1000 2000 3000 4000 5000 6000
ReDial Items

Figure 4: Mitigated Long-tail effect after applying PopNudge.

Pedia) and employs a self-attention mechanism to
learn entity representations for recommendations.
3) TG-ReDial (Zhou et al., 2020b) uses the pre-
trained BERT (Kenton and Toutanova, 2019) and
the sequential recommender SASRec (Kang and
McAuley, 2018)) to model the historical utterances
and user interactions, respectively. 4) KGSF (Zhou
et al., 2020a) leverages both entity-oriented and
word-oriented to enrich data representations and en-
hance item recommendations. The implementation
and evaluation of these models are supported by the
open-sourced CRSLab (Zhou et al., 2021) toolkit?.
For recommendation accuracy evaluation, we fol-
low (Zhou et al., 2020b) and apply a set of com-
monly used evaluation metrics, including Hit Ratio
(HIT), NDCG and MRR with cutoffs at 10 and 50.
To ensure fair performance comparisons, our data

2Implementation is available via: https://github.com/
wangxieric/Bias-CRS

3614



augmentation strategies solely enrich the training
data and do not modify the validation and test data.
Specifically, for the PopNudge strategy, we explore
augmentation effects with varying numbers of sam-
pled dialogues (k) ranging from {1,5,10,50}.

5 Result Analysis

In this section, we present and discuss the experi-
mental results to illustrate the effectiveness of ap-
plying Once-Aug and PopNudge to baseline mod-
els while examining the recommendation accuracy,
the effect on selection and popularity biases.

5.1 Recommendation Accuracy Evaluation

For conversational recommendation models, accu-
rately estimating users’ preferences and providing
appropriate recommendations are critical. There-
fore, as discussed in Section 4, in line with the
existing literature, we evaluate the recommenda-
tion performance using Hit ratio, NDCG and MRR.
Figures 2 and 3 depict the results of Hit@10 and
Hit@50 on the ReDial and TGReDial datasets.
They show that our data augmentation strategies
consistently improve the Hit ratio scores, indicat-
ing enhanced recommendation accuracy. However,
Once-Aug improves recommendation accuracy on
the ReDial dataset but does not guarantee improve-
ment on the TGReDial dataset. In contrast, Pop-
Nudge consistently enhances the performance of
baseline CRS models on both datasets. This conclu-
sion is also supported by the complete experimen-
tal results, joined with the evaluation using NDCG
and MRR, in the Appendix (Tables 4 and 5). Thus,
we conclude that PopNudge is an effective data
augmentation strategy that consistently enhances
recommendation accuracy with the increased expo-
sure of available items across all four CRS models
on both benchmark datasets.

5.2 Analysis on Selection Bias

According to the statistical summary of benchmark
datasets in Table 1, CRS models are affected by
selection bias in the training data. In particular,
the initial CRS datasets (ReDial and TGReDial)
only cover 72.75% and 34.82% of the available
items, which hinders the accurate estimation of
users’ preferences. Therefore, we aim to compar-
atively evaluate the effectiveness of our data aug-
mentation strategies in mitigating selection bias.
Table 2 presents the calculated IIC scores after ap-
plying various data augmentation strategies. We

Model ReDial TGReDial
CEP UIOP CEP UIOP
ReDial 0.2000 0.5827 0.0994 0.6553
Once-Aug 0.0411 0.7693 0.0607 0.2354
PopNudge_k1  0.0524 0.7111 0.0464 0.7482
PopNudge_k5  0.1195 0.6858 0.0412 0.7516
PopNudge_k10 0.0778 0.7300 0.0033 0.8123
PopNudge_k50 0.0119 0.7976 0.0228 0.7811
KGSF 0.0658 0.6891 0.4301 0.4861
Once-Aug 0.0743  0.6694 0.3860 0.5069
PopNudge_k1  0.0670 0.6848 0.4686 0.6325
PopNudge k5  0.0710 0.6616 0.4996 0.6574
PopNudge_k10 0.0742 0.6733 0.5099 0.6142
PopNudge_k50 0.0650 0.6856 0.6673 0.6123
KBRD 0.0574 0.7058 0.4092 0.4949
Once-Aug 0.0758 0.6750 0.4033 0.5097
PopNudge_k1 ~ 0.0595 0.6989 0.3405 0.4558
PopNudge_k5  0.0684 0.6832 0.4966 0.6681
PopNudge_k10 0.0657 0.6903 0.6563 0.8557
PopNudge_k50 0.0659 0.6900 0.6824 1.0047
TGRedial 0.0527 0.7047 0.4013 0.4565
Once-Aug 0.0529 0.7039 0.8876 0.5437
PopNudge_k1  0.0519 0.7076 0.4626 0.4654
PopNudge_k5  0.0554 0.7009 0.3584 0.4116
PopNudge_k10 0.0603 0.6876 0.3724 0.4218
PopNudge_k50 0.0564 0.6972 0.3076 0.3719

Table 3: Evaluation of Cross-Episode Popularity (CEP) and
User Intent-Oriented Popularity (UIOP) effects on models and
after applying data augmentation.

observe that Once-Aug easily achieves 100% cov-
erage of all available items with equal additional
exposure, while the PopNudge approach gradually
increases item coverage with a growing number of
sampled dialogues. Furthermore, Figure 4 demon-
strates the frequency of items mentioned in the
training dialogues before and after applying the
PopNudge approach. It shows that the varying
number of sampled dialogues (k) aligns with our
objective discussed in Section 3.4, which aims to
adjust item exposure without disrupting the long-
tail distribution of natural user-item interactions.
Specifically, increasing the number of sampled di-
alogues includes more items, with a higher fre-
quency of popular items and gradual inclusion of
less popular items. Hence, we conclude the ef-
fectiveness of both data augmentation strategies
in addressing the selection bias, and PopNudge is
well-performed in gradually mitigating the selec-
tion bias while retaining the long-tail distribution
of user-item interactions.

5.3 Analysis on Popularity Bias

Next, in this study, we extensively discuss the value
of investigating the popularity bias and propose ad-
ditional Cross-Episode Popularity (CEP) and User
Intent-Oriented Popularity (UIOP) to further exam-
ine the effectiveness of CRS models towards the
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corresponding perspectives. At first, in Figure 2
and 3, we depict the scored popularity bias of sev-
eral CRS models before and after applying our data
augmentation strategies on ReDial and TGReDial
datasets. The exact scores are also available in
the Appendix (see Tables 6 and 7). According to
the experimental results, we observe that a lower
popularity score does not necessarily leads to a
higher recommendation accuracy. For example,
for the experimental results on the ReDial dataset,
among the four CRS models, KGSF is the best per-
formed with Hit@ 10 and Hit@50 scores at 0.0414
and 0.1496, respectively. However, it is measured
with a higher popularity bias score (i.e., 0.1382)
than both KBRD (0.1240) and TGReDial (0.1312).
Therefore, a marginal increase in having popular
items could potentially benefit the improvement of
the recommendation performance of CRS models.
This also has been validated in the literature (Zhao
et al., 2022). In addition, as for the performance of
our data augmentation strategies, we observe two
main findings: (1) PopNudge has the potential to
improve the model’s performance when a model
extremely suffers from popularity bias. This can
be found in the improved recommendation accu-
racy but significantly lower popularity bias of the
ReDial model on the ReDial dataset. (2) The in-
creasingly sampled dialogues do not significantly
increase the impact of popularity biases and can
also improve the model with higher recommen-
dation accuracy. In contrast, Once-Aug is rather
unstable, such as the examined performance of the
ReDial model on the TGReDial dataset.

On the other hand, we also extend the evaluation
of popularity bias with two additional measures:
CEP and UIOP. In Table 3, we share the full ex-
perimental results when evaluated by the CEP and
UIOP scores. Accordingly, we observe that by ap-
plying our data augmentation strategies, we can
lower the CEP scores in most cases apart from
KBRD on the ReDial dataset. As discussed in
Section 3.3.1, the CEP score can also reflect the
diversity of recommendation results across conver-
sational episodes. Hence, the observed lower CEP
scores also indicate the value of our data augmenta-
tion strategies in diversifying the recommendations,
which is promising in improving users’ experience.
Specifically, according to the experimental results
in Figure 2, the initial ReDial model does not per-
form well on the ReDial dataset with high accuracy,
which is significantly improved by our PopNudge

approach. By comparing the scores of Hit ratio
and CEP, it is likely that the ReDial model suf-
fers from a repetitive recommendation of similar
items, which not only lowers the recommendation
accuracy but can also harm users’ experience.

At last, we examine the UIOP scores, which
examine if the predictions are presenting close pop-
ularity with the target items. Similar to the find-
ings of CEP scores, we also observe a consistent
improvement towards lower UIOP scores after ap-
plying our bias mitigation strategies. In addition,
we also observe that UIOP has a certain connec-
tion with recommendation accuracy. For example,
KGSF boosted by PopNudge with 5 sampled di-
alogues is the best-performed variant as per rec-
ommendation accuracy among the basic and data-
augmented models. Meanwhile, we also observe
the lowest UIOP score for the identical model vari-
ant. Therefore, UIOP has the potential to serve as a
metric in evaluating recommendation accuracy and
joined with the consideration of item popularity.

In summary, when examined by various
popularity-based measures and effects, our intro-
duced data augmentation strategies, especially Pop-
Nudge, can effectively mitigate various biases and
boost the models’ performance in serving diversi-
fied and accurate recommendations. In addition,
the introduction of the CEP and UIOP effects adds
additional insights to the performance evaluation
of CRS techniques and can also be leveraged in the
future development of CRS models.

6 Conclusions

Our study investigates several biases within the
feedback loop of developing a conversational rec-
ommendation system, including selection bias, pop-
ularity bias, cross-episode popularity (CEP) effect
and user intent-oriented popularity (UIOP) effect.
These proposed biases and effects shed light on
CRS model performance and provide valuable in-
sights for effective model development. Addition-
ally, we leverage the recent advance of large lan-
guage models to generate effective synthetic data
and propose novel and effective data augmenta-
tion strategies, Once-Aug and PopNudge, to en-
hance model performance. Our experimental re-
sults demonstrate the effectiveness of our data aug-
mentation strategies in improving CRS model per-
formance while considering the recommendation
accuracy as well as the mitigation across selection
bias and popularity biases.
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Limitations

In this paper, we make significant contributions
by utilising generative dialogues to augment the
training data and mitigate biases. However, we ac-
knowledge two main limitations of our approach.
Firstly, our generative dialogues only involve a sin-
gle item per dialogue, which deviates from the ma-
jority of dialogues in the initial training corpus and
may impact cross-episode recommendations. Sec-
ondly, we primarily focus on improving recommen-
dation performance and overlook the evaluation
of responses, an essential aspect of conversational
techniques. Addressing these limitations will re-
quire further dedicated efforts in future work.
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A In-Context Learning Prompts for
Dataset Generation

You help in generating a mix-initiative synthetic multi-turn conversational recommendation dialog, each
utterance starts with [user] or [system], by leveraging a mentioned movie as input.
Example movie: [The Shawshank Redemption]
Dialogue:
g [user]: I'm looking for a good movie. Any suggestions?
£ [system]: Absolutely! | highly recommend The Shawshank Redemption. It's a critically acclaimed
g film known for its powerful storytelling and exceptional performances.
*5 [user]: Oh, | think I've heard of it. What's it about?
= [system]: The Shawshank Redemption tells the story of Andy Dufresne, a banker wrongly convicted
8 of murder and his experiences in Shawshank State Penitentiary. It's a compelling tale of hope,
k= friendship, and the strength of the human spirit.
[user]: That sounds intriguing. Is it a drama or more of a thriller?
[system]: It's primarily a drama, but it has elements of both genres. The film balances intense
moments with emotional depth, creating a captivating and thought-provoking experience.
[user]: Great! I'll give it a watch then. Thanks for the recommendation!
[system]: You're welcome! I'm sure you'll enjoy "The Shawshank Redemption." If you have any
more questions or need further recommendations, feel free to ask. Enjoy the movie!
=
2| [Input: [movie name]

Figure 5: In-Context Learning Prompts for generating synthetic recommendation dialogue for augmenting ReDial dataset.

,uf?ﬂj]@z}]iﬁk—/\%i@kﬂ’ﬁﬁ HIEENE BMKEUARIFIRRIFFL, HAPRENSEEZE
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Pl B A [T EIENR]

4 P TE:
(AR E, REASH—IBFEEE. REHTAHEED?
EGAREEY 1 a4 E KRS M A B RIS ?
(AR BEE—SMER B . BHAFAERET?
[R%: H,E ﬂu% SEMER FERNGE, O] A ERIEE B (T EIER) BB, i
281 BT RERRITHEMERKAET.
(AR ﬁ ERAE | BEFRELZ AT (tEER) BNER.
RZ]: (THER) RETPESEKZIENSH—TEENER. FR RIS ENER
MERE—PREWESERE. BEAREERNEXIHEL, BEERXEZSI—FAT, REEN
HERENEESHL, YEANESER FLTRIETENSL. RETBATRES
HWLaMar, SXHLRIETTR.
AR XET | IMEEERESE. SRS |
(RG] 55 | RIESXEFMRKEEAROKNEE ., FEREZXLEEE, WRIR
TEHME®E, R SIFE |

B E: [EF]

In-Context Prompt

Input

Figure 6: In-Context Learning Prompts for generating synthetic recommendation dialogue for augmenting TG-ReDial dataset.
TG-ReDial includes dialogues in the language of Chinese, which leads to the use of a Chinese prompt.
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B Dialogue Example for Motivation

Example dialogue from the ReDial dataset
Conversation ID: 20001

(| [seeker]: Hi, | am looking for a movie like super troopers.

[recommender]: You should watch Police Academy.

[seeker]: Is that a great one? | have never seen it. | have seen @192131.

[seeker]: | mean American Pie.

[recommender]: Yes, Police Academy is very funny and so is Police Academy 2: Their First Assignment.
[seeker]: It sounds like | need to check them out.

[recommender]: Yes, you will enjoy them.

[seeker]: | appreciate your time. | will need to check those out. Are there any others you would recommend?
[

[

[

[

[

[

[

Episode 1
|

recommender]: Yes, Lethal Weapon.
seeker]: Thank you. | will watch that too.
recommender]: And, also Beverly Hills Cop.
seeker]: Thanks for the suggestions.
recommender]: You are welcome.
recommender]: And, also 48 Hrs.

seeker]: Thanks, goodbye.

Episode 2

Episode 3
—,—

{

Figure 7: Dialogue example from the ReDial dataset, which shows the rather independent episode-wise interaction between user
and system, for the motivation of investigating cross-episode popularity effect.

Episode 4

Note: This dialogue is re-formatted from JSON to Text-only for improved readability.
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C Collection of Full Experimental Results

Table 4: Initial Experimental results of conversational recommenders on the ReDial dataset.

Model Hit@10 Hit@50 NDCG@10 NDCG@50 MRR@10 MRR@50
ReDial 0.0032  0.0262 0.0010 0.0061 0.0004 0.0016
- Once-Aug  ( 0.0069  0.0464  0.0042 00141 0.0033  0.0061
" -PopNudge_kI ~ 0.0129  0.0404  0.0067 0.0126 ~ 0.0048  0.0059
- PopNudge_k5 0.0220  0.0584 0.0103 0.0179 0.0067 0.0081
- PopNudge_%£10  0.0219  0.0517 0.0107 0.0172 0.0072 0.0085
- PopNudge_%£50  0.0017  0.0109 0.0006 0.0026 0.0002 0.0007
KGSF 0.0414  0.1496 0.0229 0.0476 0.0168 0.0227
- Once-Aug 0.0467 0.1658  0.0257 | 00529 00189 00252
" -PopNudge_k1 ~ 0.0427 0.1554 00238 0.0496 00176 00237
- PopNudge_k5 0.0457  0.1614 0.0257 0.0522 0.0191 0.0254
- PopNudge_k10  0.0427  0.1569 0.0235 0.0493 0.0173 0.0232
- PopNudge_%k50  0.0394  0.1496 0.0218 0.0470 0.0161 0.0220
KBRD 0.0387  0.1471 0.0209 0.0459 0.0151 0.0211
- Once-Aug 0.0514  0.1749  0.0287 | 00569  0.0212  0.0278
" -PopNudge_k1 ~ 0.0457 0.1621 00254 0.0518 0.0187  0.0249
- PopNudge_k5 0.0484  0.1631 0.0272 0.0536 0.0202 0.0265
- PopNudge_%k10  0.0459  0.1609 0.0257 0.0518 0.0190 0.0251
- PopNudge_%k50  0.0483  0.1599 0.0272 0.0526 0.0202 0.0262
TGReDial 0.0384  0.1442 0.0214 0.0458 0.0158 0.0217
“-Once-Aug  ( 0.0387 0.1466  0.0216 0.0464  0.0159 00219
" -PopNudge_k1 ~ 0.0492  0.1541 00271 00512 0.0199 00257
- PopNudge_k5 0.0539  0.1590 0.0306 0.0550 0.0228 0.0289
- PopNudge_k10  0.0494  0.1574 0.0272 0.0523 0.0200 0.0261
- PopNudge_%k50  0.0507  0.1638 0.0289 0.0554 0.0217 0.0283
Table 5: Experimental results of conversational recommenders on the TGReDial dataset.
Model Hit@10 Hit@50 NDCG@10 NDCG@50 MRR@10 MRR@50
ReDial 0.0008  0.0022 0.0004 0.0007 0.0002 0.0003
- Once-Aug 0.0022  0.0089  0.0009 | 0.0025 0.0006  0.0009
" -PopNudge_kl1 ~ 0.0009 0.0027  0.0005 | 0.0009 ¢ 0.0004  0.0005
- PopNudge_k5 0.0006  0.0037 0.0002 0.0009 0.0001 0.0003
- PopNudge_k10  0.0004  0.0057 0.0002 0.0013 0.0001 0.0003
- PopNudge_k£50  0.0004  0.0022 0.0002 0.0006 0.0001 0.0002
KGSF 0.0040  0.0231 0.0022 0.0063 0.0016 0.0025
- Once-Aug | 0.0040  0.0236 00023 | 0.0068  ( 0.0018  0.0028
- PopNudge_kl1 ~ 0.0066 0.0231  0.0034 | 0.0073 0.0024  0.0033
- PopNudge_k5 0.0053  0.0245 0.0031 0.0075 0.0024 0.0034
- PopNudge_k10  0.0017  0.0142 0.0008 0.0037 0.0005 0.0012
- PopNudge_k£50  0.0013  0.0057 0.0007 0.0016 0.0005 0.0006
KBRD 0.0062  0.0258 0.0033 0.0077 0.0024 0.0034
- Once-Aug  ( 0.0062  0.0227 00036 | 0.0076 0.0028  0.0038
" -PopNudge_kl1 ~ 0.0062 00182  0.0037 | 0.0067 0.0028  0.0037
- PopNudge_k5 0.0066  0.0261 0.0040 0.0081 0.0032 0.0041
- PopNudge_k10  0.0026  0.0147 0.0014 0.0046 0.0011 0.0019
- PopNudge_k£50  0.0057  0.0160 0.0031 0.0054 0.0023 0.0027
TGReDial 0.0080  0.0213 0.0045 0.0076 0.0033 0.0041
- Once-Aug | 0.0013  0.0075  0.0007 | 0.0021  ( 0.0005  0.0008
" -PopNudge_kl1 ~ 0.0013  0.0057  0.0006 | 0.0057 0.0004  0.0007
- PopNudge_k5 0.0057  0.0311 0.0033 0.0091 0.0025 0.0039
- PopNudge_k10  0.0098  0.0329 0.0056 0.0108 0.0042 0.0054
- PopNudge_£50  0.0102  0.0267 0.0059 0.0096 0.0045 0.0053
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Table 6: Popularity bias analysis of Conversational Recom-
mendations on the ReDial Dataset

Model Pop Bias (Mean) Pop Bias (Std)
ReDial 0.2601 0.0005
-Once-Aug 0.0523 0.0001
- PopNudge_k1 0.1149 0.0364
- PopNudge_k5 0.1419 0.0001
- PopNudge_k10 0.0940 0.0045
- PopNudge_k50 0.0229 0.0005
KGSF 0.1382 0.1183
-Once-Aug 0.1654 0.1501
- PopNudge_k1 0.1499 0.1364
- PopNudge_k5 0.1540 0.1463
- PopNudge_k10 0.1576 0.1471
- PopNudge_k50 0.1483 0.1513
KBRD 0.1240 0.1208
- Once-Aug 0.1565 0.1142
- PopNudge_k1 0.1308 0.1257
- PopNudge_k5 0.1484 0.1279
- PopNudge_k10 0.1403 0.1195
- PopNudge_k50 0.1398 0.1128
TGReDial 0.1312 0.1155
- Once-Aug 0.1320 0.1064
- PopNudge_k1 0.1292 0.1074
- PopNudge_k5 0.1367 0.1099
- PopNudge_k10 0.1509 0.1259
- PopNudge_k50 0.1388 0.1178

Table 7: Popularity bias analysis of Conversational Recom-
mendations on the TGReDial Dataset

Model Pop Bias (Mean) Pop Bias (Std)
ReDial 0.1626 0.0013

- Once-Aug 1.0534 0.0307
- PopNudge_k1 0.0697 0.0001
- PopNudge_k5 0.0663 0.0321
- PopNudge_k10 0.0056 0.0001
- PopNudge_k50 0.0368 0.0104
KGSF 1.0847 0.5789

- Once-Aug 1.0438 0.6240
- PopNudge_k1 1.2668 0.6837
- PopNudge_k5 1.3174 0.6899
- PopNudge_k10 1.2844 0.6122
- PopNudge_k50 1.3958 0.5049
KBRD 1.1012 0.5925

- Once-Aug 1.1005 0.6144
- PopNudge_k1 0.8892 0.5747
- PopNudge_k5 1.1514 0.6588
- PopNudge_k10 1.1700 0.7493
- PopNudge_k50 1.2343 0.7804
TGReDial 1.0943 0.5372

- Once-Aug 13614 0.1649
- PopNudge_k1 1.2120 0.3565
- PopNudge_k5 0.9601 0.5202
- PopNudge_k10 1.0031 0.5239
- PopNudge_k50 0.8259 0.4630
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